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Abstract

This  study used event-related  brain  potentials  (ERPs)  to  compare  the  time course  of

emotion  processing  from  non-linguistic  vocalizations  versus  speech  prosody,  to  test

whether vocalizations are treated preferentially by the neurocognitive system. Participants

passively  listened  to  vocalizations  or  pseudo-utterances  conveying  anger,  sadness,  or

happiness as the EEG was recorded. Simultaneous effects of vocal expression type and

emotion  were  analyzed  for  three  ERP  components  (N100,  P200,  Late  Positive

Component). Emotional vocalizations and speech were differentiated very early (N100)

and vocalizations elicited stronger, earlier, and more differentiated P200 responses than

speech. At later stages (450-700ms), anger vocalizations evoked a stronger late positivity

(LPC) than other vocal expressions, which was similar but delayed for angry speech.

Individuals  with  high  trait  anxiety  exhibited  early,  heightened  sensitivity  to  vocal

emotions  (particularly  vocalizations).  These  data  provide  new  neurophysiological

evidence that vocalizations, as evolutionarily primitive signals, are accorded precedence

over speech-embedded emotions in the human voice.
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Introduction

Consider the last social gathering you attended where different groups of people

were  talking  and  circulating  from room to  room.  At  one  point,  you  might  overhear

someone behind you speaking in a notably animated, joyful tone of voice; then, later in

the evening, you hear someone crying or perhaps shouting at another guest. How does the

brain respond to these different auditory signals of emotion? Which cues take precedence

as we hear them? And how are these expressions elaborated over time to determine their

meaning in the social context? These questions form the basis of the present study which

compared the temporal dynamics of neural responses evoked by emotional auditory cues

embedded in speech and in human vocalizations of a non-linguistic nature, based on their

effects on “early” and “late” components in the event-related brain potential (ERPs). As a

secondary goal, we also monitored whether individual variables such as anxiety influence

how vocal signals are processed in the brain, given certain indications in the literature

(Martin-Soelch,  Stöcklin,  Dammann,  Opwis,  &  Seifritz,  2006;  Sander  et  al.,  2005;

Schirmer & Escoffier, 2010).

Non-linguistic vocalizations versus speech-embedded emotions

While less empirical attention has been paid to how humans convey emotion in

the auditory modality, our example underscores the rich functional significance of vocal

signals as a means for communicating emotions, with clear advantages over visual signals

in their  detectability by conspecifics over broad distances and in the absence of joint

visual  attention  (Hawk,  van  Kleef,  Fischer,  &  van  der  Schalk,  2009).  In  fact,  vocal

emotions can serve a critical role in  directing visual attention to emotionally relevant
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events in the environment such as faces (Brosch, Grandjean, Sander, & Scherer, 2008;

Paulmann, Titone, & Pell, 2012; Rigoulot & Pell, 2014). In terms of composition, vocal

emotion expressions are characterized by ongoing changes in several acoustic parameters

that are meaningful to listeners in combination—principally, these involve differences in

pitch, loudness, rhythm, and voice quality (Banse & Scherer, 1996; Juslin & Laukka,

2003). Critical to this study, vocal correlates of emotion can be further operationalized

according to the extent that they have been “tamed” or socially-adapted to the context of

spoken  language  (Bolinger,  1978;  Scherer,  1994);  speech-embedded  emotions,  or

emotional prosody, must be encoded by a speaker while preserving fine-level segmental

and phonemic contrasts necessary for linguistic communication and speech intelligibility.

In contrast,  non-linguistic vocalizations, such as cries, moans, growls, or laughter, are

frequently described as ‘raw’, ‘pure’, or ‘primitive’ forms of vocal expressions that are

largely unconstrained by linguistic structure (Crystal, 1969; Sauter & Eimer, 2009; Scott

et al., 1997). 

Non-linguistic vocalizations (or simply “vocalizations” hereafter) are considered

‘pure’  in  the  sense  that  they  more  closely  reflect  concomitant  physiological  and

autonomic changes affecting the respiratory and articulatory musculature (Scherer, 1986).

Indeed,  even  when  vocalizations  take  the  form  of  interjections  that  have  a  certain

phonemic  or  speech-like  quality  (e.g.,  huh!  Aahh…),  they  are  characterized  as  more

reflexive than emotional prosody, produced primarily at the glottal/sub-glottal level with

little  or  no active control  of vocal  tract  configurations (Trouvain,  2014).  The lack of

physiological  constraints  while  expressing  emotion  through  vocalizations  appears  to
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allow greater acoustic variability across speakers (Jessen & Kotz, 2011; Lima, Castro, &

Scott, 2013).  

Based  on  forced-choice  tasks  that  evaluate  the  end-point  of  the  recognition

process,  it  is clear that basic emotions can be identified in an accurate,  differentiated

manner from both speech prosody (Jaywant & Pell, 2012; Pell & Kotz, 2011; Scherer,

Banse,  Wallbott,  & Goldbeck,  1991)  and  vocalizations  (Lima  et  al.,  2013;  Sauter  &

Eimer, 2009). When directly compared (which is rare), listeners tend to be superior in

labeling vocalizations over prosody, especially for  anger, joy, sadness, disgust and  fear

(Hawk et al.,  2009). Nonetheless, cross-cultural studies that have presented emotional

prosody (Pell,  Paulmann,  Dara,  Alasseri,  & Kotz,  2009;  Scherer,  Banse,  & Wallbott,

2001;  Thompson & Balkwill,  2006)  or  vocalizations  (Laukka  et  al.,  2013;  Sauter  &

Eimer, 2009; Sauter & Scott, 2007) argue that each type of vocal expression possesses a

‘universal’ set of acoustic features that uniquely refers to different basic emotions, which

predict how listeners assign meaning to these signals. Recent data on speech-embedded

emotions are also beginning to reveal the time course of emotional prosody recognition

based on behavioral  judgments of stimuli  gated into different  stimulus durations; this

work shows that acoustic patterns in speech differentiate rapidly to reveal basic emotional

meanings  to  listeners  after  hearing  approximately  400-800ms of  acoustic  information

(Cornew, Carver, & Love, 2010; Jiang, Paulmann, Robin, & Pell, in press; Pell & Kotz,

2011; Rigoulot, Wassiliwizky, & Pell, 2013). However, it is unclear whether emotional

vocalizations are recognized over a similar time course if studied using similar behavioral

approaches; moreover, the temporal features of  on-line  recognition processes for either

type of vocal expression cannot be documented in a fine manner using this method. 
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ERP studies of vocal emotion expressions

A more sensitive comparison of the real-time temporal processing characteristics

of emotional prosody and vocalizations can be achieved by examining ERPs evoked as

listeners are exposed to each stimulus type. To date, there has been no focused attempt to

directly  compare electrophysiological  responses  to  each stimulus  type in  an  a priori,

controlled manner, although research has combined speech and non-speech vocal stimuli

in the same experiment to differentiate these stimuli from other sound categories such as

non-human  sounds  or  music  (Charest  et  al.,  2009;  Rigoulot,  Pell  & Armony,  2015).

Nonetheless, much has been learned about features of the neurocognitive system devoted

to each stimulus type. 

In  the literature  on emotional  prosody,  accumulating  data  show that  the  P200

amplitude  is  modulated  by  (pseudo)-utterances  encoded  with  different  emotional

prosodies (Paulmann, Bleichner, & Kotz, 2013; Schirmer & Escoffier, 2010; Schirmer,

Kotz,  & Friederici,  2005).  Early studies  reported P2 differences  as  a  function of  the

emotionality of the prosody, with greater amplitudes for neutral versus emotional stimuli

(Paulmann & Kotz,  2008), whereas more recent work reveals sensitivity of the P2 to

different emotional qualities conveyed by prosody (Paulmann et al., 2013) or even vocal

differences in expressed confidence (Jiang & Pell, in press). According to Paulmann and

colleagues,  these results argue that the emotional or motivational salience of prosodic

information  is  robustly  encoded  around  200ms  after  exposure  to  speech-embedded

emotions, with increased amplitudes for  motivationally significant events. The idea that

the  P200  indexes  early  processing  of  semantically-relevant  acoustic  parameters  and

associative details, and not just sensory details of the acoustic input, remains debatable
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but fits with other data highlighting emotion-specific congruency effects of vocal cues on

a face when only 200ms of acoustic input was presented to listeners (Paulmann & Pell,

2010). 

Similar modulations in the P200 time window have been observed in response to

emotional interjections and non-linguistic vocalizations (Charest et al., 2009; Jessen &

Kotz,  2011;  Sauter  &  Eimer,  2009),  a  pattern  that  Sauter  &  Eimer  attributed  to

differences in stimulus  arousal rather than emotionality. In fact, Paulmann et al. (2013)

data on speech prosody imply that both discrete emotional qualities and general arousal

could contribute to rapid detection of “motivationally-salient” acoustic signals, depending

on the processing environment. The possibility that even earlier effects of emotionality

are encoded through differences in the amplitude and latency of the N100 response is also

suggested by some data on vocalizations (Jessen & Kotz, 2011; Liu et al., 2012). These

findings imply that specific emotion effects in the ERP data could emerge at an earlier

time point for vocalizations than for speech prosody, although this hypothesis has not

been tested comprehensively. Collectively, these and related data (Rigoulot et al., 2015,

Stekelenburg & Vroomen, 2007) motivate a concerted look at how early ERP components

associated with attention, acoustic-sensory processing, and early meaning detection (i.e.,

N1-P2  complex)  are  modulated  by  “pure”  versus  speech-embedded  vocal  cues  that

convey basic emotions.

In  addition  to  early  stages  of  acoustic  cue  extraction  and  course  semantic

encoding of vocal stimuli (e.g., salience detection), later processing stages permit a fine-

grained analysis of the emotional meaning of evolving vocal expressions, with enriched

cognitive elaboration of their  social  relevance in reference to memory representations
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(Kotz & Paulmann, 2011; Schirmer & Kotz, 2006; Wildgruber, Ethofer, Grandjean, &

Kreifelts,  2009).  These  later  cognitive  stages  have  been  tied  to  alterations  in  N300

(Bostanov & Kotchoubey, 2004) or N400 (Liu, Rigoulot, & Pell, 2015; Paulmann & Pell,

2010;  Schirmer  &  Kotz,  2003)  responses  to  non-linguistic  and  speech-embedded

emotions, respectively, using priming or conflict paradigms that pair emotional voices

with a related or unrelated stimulus (word or face). Recent data have also linked ongoing

semantic  analysis  of  vocal  emotion  expressions  to  changes  in  the  Late  Positive

Component (LPC), which exhibits differences according to emotion type (Jessen & Kotz,

2011; Paulmann et al., 2013; Schirmer et al., 2013). For example, it was reported that

LPC amplitudes differ significantly for six basic emotions, and a stronger positivity was

generally  observed  for  expressions  high  in  arousal,  at  central-posterior  brain  regions

approximately  400-800ms  post-onset  of  emotional  prosody  (Paulmann  et  al.,  2013).

These  findings  converge  with  behavioral  data  arguing  that  discrete  emotional

representations underlying speech prosody are first registered in this time window (Pell &

Kotz,  2011;  Pell  &  Skorup,  2008;  Pell,  2005b).  Corresponding  data  showing  LPC

modulations for non-linguistic vocalizations are still largely unavailable (however, note

that Jessen & Kotz (2011) found no significant LPC amplitude differences for anger, fear,

and neutral  vocalizations in the “audio only” condition of their  study).  These various

findings, along with claims that the LPC reflects deeper analysis of emotionally relevant

visual  stimuli (Hinojosa, Carretié, Méndez-Bértolo, Míguez, & Pozo, 2009; Kanske &

Kotz,  2007),  act  as  a  foundation  to  evaluate  changes  in  the  LPC to  index  enhanced

cognitive processing of emotions expressed by vocalizations when compared to speech.
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The current study

Building on related work from functional neuroimaging (e.g., Fecteau et al., 2007;

Frühholz, Trost, & Grandjean, 2014), our goal was to shed new light on the  temporal

dynamics of processing two functionally related auditory signals of emotion—emotional

speech prosody and non-linguistic vocalizations—to investigate potential differences in

neural  response  sensitivity  at  early  and  late  on-line  processing  stages  identified  in

previous research. Based on the literature, we hypothesized that differences in emotion

would  modulate  P200  amplitudes,  for  both  vocal  expression  types,  and  that  “raw”

emotions encoded by vocalizations may promote stronger, and possibly earlier (N100),

effects  in  the  ERP  data  than  speech-embedded  emotions.  We  also  speculated  that

differences due to emotion and/or expression type observed at early processing stages,

which reflect differences in motivational salience (Paulmann et al., 2013), would persist

at later stages of enhanced emotion processing (Schirmer et al., 2013) with increased LPC

amplitudes  for  highly  arousing  or  socially  salient  expressions  that  require  sustained

analysis for adaptive behavior.

As a corollary to  our  main goal,  we also explored how individual  differences

affect the processing of vocal emotions encoded by each stimulus type. Differences in

cultural  background  (Liu  et  al.,  2015),  social  orientation  (Ishii  et  al.,  2010),  and

neuroticism (Brück et al., 2011) are known to alter neural responses to emotional auditory

stimuli, and there are growing indications in the literature that cognitive biases present in

highly anxious individuals promote differential sensitivity to the type and quality of vocal

emotion cues they encounter (Kreifelts et al., 2014; Martin-Soelch et al., 2006; Peschard

et al., 2014; Sander et al., 2005; Schirmer & Escoffier, 2010). To build on these insights,
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we therefore monitored the relationship between core measures of (state or trait) anxiety

and personality characteristics of our participants in the context of processing emotional

vocalizations and emotional speech.

Methods

Participants

Twenty-four  native  speakers  of  English  completed  the  study (12  female/12  male,  all

right-handed). Participants had a mean age of 22.9 (± 3.5) years and were all students at

McGill  University,  Montréal,  Canada.  Participants  volunteered  to  take  part  after

responding  to  on-line  campus  advertisements;  individuals  with  reported  hearing

difficulties were excluded from the experiment. Informed written consent was obtained

before initiating the study, and each participant completed questionnaires to assess their

state of alertness, anxiety (STAI, Spielberger, Jacobs, Russell, & Crane, 1983), and main

personality traits (NEO-FFI-3, Costa & McCrae, 2010). The study was ethically approved

by the Institutional Review Board of the Faculty of Medicine at McGill University.  

Materials

Stimuli consisted of two types of vocal expressions, speech-embedded emotions (prosody

condition)  and  non-linguistic  vocalizations  (vocalization  condition),  which

communicated one of three basic emotions: anger, sadness, and happiness. We focused on

these emotions because they are well studied in the immediate literature and have discrete

expressive  forms  for  each  expression  type  (e.g.,  Hawk et  al.,  2009),  while  allowing

potential  differentiation  in  our  results  according  to  the  valence,  arousal,  and discrete
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emotional  qualities  of  the  stimuli.  All  stimuli  were  taken  from published inventories

based on simulated expressions elicited from actors. Incidental to this report, all vocal

expressions  were  followed  by  static  pictures  of  facial  expressions  to  investigate  the

contextual effects  of  different  vocal  expressions  on  face  processing,  the  subject  of  a

forthcoming companion study.  

Stimuli in the prosody condition were seven-syllable pseudo-utterances selected

from  a  database  of  recordings  produced  by  male  and  female  speakers  of  Canadian

English  (Pell  et  al.,  2009;  Pell,  2002).  Pseudo-utterances  are  language-like  stimuli

frequently  used  in  published  work  that  concentrates  on  prosodic  effects  of  speech

independent  of  language  content;  here,  these  speech  stimuli  contained  appropriate

phonological and morpho-syntactic markers of English but were devoid of linguistic cues

about emotion (e.g.,  He placktered the tozz). These items can be produced by speakers

with  relative  ease  to  express  basic  emotions  in  a  natural  and  culturally  appropriate

manner  (Liu & Pell,  2012;  Pell  et  al.,  2009;  Scherer  et  al.,  2001).  Pseudo-utterances

produced by 10 different speakers (6 female/4 male) to convey each of the three emotions

were chosen (3 emotions x 10 speakers = 30 total speech items). Mean group accuracy

for these items in the respective validation studies, based on a seven emotion forced-

choice  recognition  task,  was  93% correct  for  anger,  91% for  sadness,  and  89% for

happiness. Stimuli in the vocalization condition were non-linguistic vocalizations free of

linguistic  content,  such as  growls (anger),  sobbing (sadness),  or laughter  (happiness),

selected from Belin, Fillion-Bilodeau, & Gosselin (2008). Vocalizations of each emotion

were produced by 10 speakers (5 female/5 male), yielding 30 unique vocalizations in the

study (3 emotions x 10 speakers) with an average recognition accuracy of 75% for anger,
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77% for sadness, and 81% for happiness in the respective listener validation study (Belin

et al.,  2008). Apart from differences in how emotion recognition was characterized in

each original dataset, the mean duration of selected recordings varied considerably due to

differences  in  how speech  and  vocalization  stimuli  were  initially  constructed  by  the

respective authors, as well as inherent differences in the temporal encoding of discrete

emotions  in  the  vocal  channel  (Juslin  &  Laukka,  2003).  To  control  for  effects  of

encountering varying amounts of  acoustic  information for each expression type,  each

pseudo-utterance  was  individually  paired  with  a  vocalization  and  edited  to  the  same

duration (mean duration for anger = 924ms, sadness = 1990ms, happiness = 1435ms).

Basic acoustic parameters of the selected and edited stimuli are shown in Table 1.

To directly gauge how major perceptual features of our stimuli may have differed

when the two databases are combined, all vocalizations and edited speech stimuli, as well

as an equal number of neutral tokens selected from each inventory for the same speakers,

were intermixed and presented in random order to a group of 14 listeners who did not

take part in the subsequent EEG study (10M/4F, native English speakers, undergraduate

students at McGill University). Stimuli were presented in two separate tasks:  in the first,

participants rated “how aroused the speaker sounds” along a scale from 1 to 5 (where 1 =

not at  all,  5 = very much); in the second, they heard the same tokens presented in a

different random order and made a two-part judgment of a) “how pleasant the speaker

sounds” (1 = not at all, 5 = very much), followed immediately by b) “what emotion is the

speaker expressing” (choices=angry, sad, happy, neutral). These three measures, reported

in Table 1, were then analyzed in a separate 2 x 4 (Voice Type x Emotion) ANOVA,
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including the filler category “neutral” which was only used in the pilot study (and not the

EEG study) to help specify perceptual features of the emotional stimuli.

For accuracy, results showed that emotion categorization was significantly better

overall for vocalizations (M = 91%) than for speech prosody (M = 74%, Voice Type main

effect: F(1,13) = 16.69, p = .001). Accuracy also differed independently by Emotion type,

F(3,11) = 8.24,  p<.01. Happiness (M = 91%) was recognized significantly better than

anger (M = 72%) irrespective of voice type; expressions of sadness (M = 82%) did not

differ from either happiness or anger (neutral utterances, M = 84%, were also recognized

better than anger). The interaction of Voice Type and Emotion was not significant for

accuracy. Ratings of perceived arousal yielded significant effects of Voice Type (F(1, 13)

=5.55, p<.05), Emotion (F(3, 11) = 23.61, p<.001), and the interaction of these variables,

F(3,11) = 7.85, p < .01. In the case of speech, anger and happiness were perceived as

significantly more aroused than sadness (and neutral), whereas for vocalizations arousal

ratings did not differ for anger, happiness, or sadness (all emotions were perceived as

more  aroused  than  neutral  vocalizations).  Comparing  between expression  types,  only

happiness differed significantly in perceived arousal, with higher ratings for vocalizations

(laughter) than for speech prosody (joyful speech tone). 

Finally,  ratings of perceived  pleasantness (valence) of selected stimuli  differed

significantly by Emotion (F(3,11) = 51.26, p<.001) and the combined effects of Voice

Type and Emotion (F(3,11) = 25.70, p<.001). In general, expressions of happiness (M =

4.04) were perceived as significantly more pleasant than expressions of anger (M = 2.23)

and neutral (M = 2.65), which were both rated as significantly more pleasant than sadness

(M = 1.57). Interestingly, the perceived pleasantness of positive emotions (i.e., happiness)
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was significantly  greater when  encoded  by  vocalizations  versus  speech,  whereas  the

pleasantness of negative emotions (i.e., anger, sadness) was always significantly  lower

for  vocalizations  versus  speech,  implying  that  vocalizations  tended  to  amplify  the

perceived positive or  negative valence characteristics  of  emotional  vocalizations  over

corresponding speech signals. There was no perceived difference in the pleasantness of

neutral expressions encoded by vocalizations and speech. 

-- Table 1 Stimulus features about here – 

Task and Procedures

For the purpose of a companion study on how different types of auditory cues influence

face processing, each vocal emotion expression was individually paired with a face for

cross-modal presentation in the Facial  Affect Decision Task (Pell,  2005).  The general

structure of  each trial  was as follows: a  prime stimulus (speech or  vocalization)  was

presented,  followed  immediately  by  a  static  target  face.  Participants  made  a  yes/no

decision  about  whether  the  “facial  expression  represents  an  emotion”,  where  faces

portrayed  one  of  the  three  emotions  of  interest  or  a  non-emotional  grimace.  The

processing of discrete emotions in this task is therefore considered implicit for both the

unattended vocal stimulus (prime) and the subsequent face that is the object of explicit

attention; participants are never required to name an emotion,  only to access emotion

knowledge  to  judge  whether  faces  conform to  stored  prototypes,  similar  to  a  lexical

decision  (Pell,  2005a,  2005b).  Thus,  while  our  task  demands  center  on  emotion

evaluation, it is assumed that vocal emotion expressions encountered in the current study

were processed in a relatively implicit manner, outside the focus of attention.
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Participants were tested individually in an electrically shielded, sound-attenuated

booth seated in front of a computer screen. Vocal emotion expressions were presented

through  insert-style  earphones  at  a  comfortable  listening  level  that  was  individually

adjusted at the onset of the experiment. Participants were told they would hear different

types of sounds that might sound like “gibberish” at times, but that they should attend

closely  to  the  facial  expression  that  follows  the  voice  to  decide  whether  or  not  it

represents an emotion. No instruction was given to ignore the vocal expression, only that

these would occur prior to the face.  After participants judged the face (yes/no button

press), there was a 2500ms inter-trial interval when participants were encouraged to blink

before the next vocal stimulus was played. In total, 1,080 trials were presented during the

experiment to allow for different voice-face pairings in a full factorial design; half of the

trials  involved speech stimuli  (n=540) and half  involved vocalizations  (n=540).  Each

vocal stimulus (speech or vocalization) was repeated 18 times in the experiment, paired

with different face targets, to create identical combinations of trials beginning with either

speech stimuli or vocalizations (2 vocal expression types x 3 emotions x 10 speakers x 18

different face conditions = 1080 total trials). Stimuli were presented in six blocks of 180

trials,  with an equal  proportion of  trials  containing speech and vocalizations  pseudo-

randomized within blocks (ensuring that no auditory stimulus was repeated across 12

consecutive trials within the same block). Participants always began with two practice

blocks  followed by the  six experiment  blocks  counterbalanced for  presentation  order

across  participants.  The  entire  experiment,  including  mandatory  breaks  and  EEG

preparation,  lasted  around  3  hours  with  compensation  of  $40  CAD.  Data  for  one

participant who performed very poorly in the behavioral task (44% errors across trials,
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where the group mean was 91% correct, sd = 12%) were removed from further analysis

as this individual may not have understood task goals.

EEG Recording 

The  EEG was  recorded  by 64  active  Ag/AgCl  electrodes  mounted  in  an  elastic  cap

(actiCAP, Brain products); we gathered scalp readings from the whole head to analyze

ERPs evoked by vocal as well as facial expressions (in our companion report), associated

with  different  spatial  distributions.  For  artifact  rejection,  horizontal  and  vertical

electrooculogram recordings  were  taken from two additional  electrodes  placed at  the

outer canthus of each eye, and two more placed above and below the right eye. The signal

was recorded continuously in reference to FCz with a band pass between DC and 125 Hz,

digitized at a sampling rate of 250 Hz, maintaining impedance of all channels below 5

KΩ.  The  continuous  EEGs  were  first  visually  inspected  and  signals  with  excessive

movement artifact, alpha activity or amplifier saturation were manually excluded from

analysis. The subsequent data were re-referenced offline to the average of the electrodes

and then filtered with a band pass of 0.01 and 30 Hz using EEGLab (Delorme & Makeig,

2004). ERPs were baseline-corrected, time-locked to the onset of the vocal expression

and averaged to 800ms post-stimulus onset (approximating the shortest vocal stimulus)

with a 200ms pre-stimulus baseline. Rejection of ocular artifacts (e.g., blinks) and drifts

was performed on the epoched data by automatically rejecting VEOG-artifacts above 75

μV, and segments in other channels with voltage deflections exceeding 200 μV within a

1000-ms sliding window, followed by manual inspection of the data. Approximately 38%
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of trials were rejected in this manner across participants. The remaining artifact-free trials

were then averaged separately for each experimental condition and participant. 

ERP Analysis

Recall  that  participants  listened  passively  to  vocal  expressions  before  rendering  an

emotional judgment about a face that could not be predicted from the preceding auditory

context;  thus,  no  behavioral  measures  were  relevant  to  our  current  analyses  of  ERP

responses evoked by the auditory stimulus. For the ERP analyses, after  rejections the

mean number of trials per experimental condition and participant was 112 (VocAng =

115, VocSad = 112, VocHap = 114, SpeAng = 111, SpeSad = 110, SpeHap = 111). Mean

amplitude and peak latency of components in the N100-P200 complex, as well as the

Late Positive component (LPC), evoked by different auditory primes were of a priori

interest (Paulmann et al., 2013; Schirmer et al., 2013). Based on visual inspection of the

averaged data and consistent with previous work (Jessen & Kotz, 2011; Paulmann et al.,

2013),  changes in the N1-P2 complex were analyzed in the fronto-central  region and

surrounding electrodes (19 electrodes: F3, F1, Fz, F2, F4, FC1, FC3, FC2, FC4, C3, C1,

Cz, C2, C4, CP3, CP1, CPz, CP2, CP4). The N100, which showed a mean peak latency

of 140ms in the averaged data, was analyzed between 90-160ms, whereas the P200 was

analyzed in the 170-300ms time window (mean peak latency of 220ms in the averaged

data).  Mean  LPC amplitudes  were  analyzed  in  the  450-700ms  post-onset  window at

typical central posterior electrode sites (O1, Oz, O2, PO3, POz, PO4, P5, P3, P1, Pz, P2,

P4,  P6).  Greenhouse-Geisser  corrected  ANOVAs  were  then  performed  on  the  peak

amplitudes (N100, P200, LPC) and latencies (N100, P200) with repeated measures on

Voice Type (speech, vocalization) and Emotion (anger, sadness, happiness).
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Results

N100 

The N100 amplitude was significantly reduced overall for vocalizations when compared

to speech (Voice Type effect, F(1,22) = 19.12, p < .001). There was no significant main or

interactive effect  of  Emotion for these data  (F’s < 1.0,  p’s > .84).  In  addition,  N100

latencies varied according to differences in Voice Type and Emotion,  F(2,21) = 5.21,

p=.015. Pairwise comparisons showed that the interaction was driven primarily by happy

vocalizations (i.e., laughter), which were associated with reduced N1 latencies relative to

angry and sad vocalizations. There were no emotion-related differences in N100 latency

in the context of speech. For each expression type, N100 latencies differed only for happy

(and not anger or sad) expressions, which were shorter for vocalizations/laughter than for

happy prosody.

P200 

The amplitude of the P200 wave was significantly larger in amplitude for vocalizations

than speech (Voice Type,  F(1,22) = 43.88,  p<.001), although these patterns varied by

Emotion in the form of a significant interaction (F(2,21) = 8.45,  p=.002). An increased

positivity was observed for vocalizations over speech for anger (F(1,22) = 53.12, p<.001)

and  sadness  (F(1,22)  =  22.21,  p<.001),  with  similar  but  marginal  differences  for

happiness (F(1,22) = 3.83, p=.063). When each voice type was examined separately, P2

amplitudes  evoked  by  vocalizations  were  significantly  reduced  for  sadness  when

compared to  other  emotions (F(2,21)  = 7.37,  p=.004;  sad vs.  happy:  p=.015;  sad vs.

anger:  p=.011). For speech, the P2 amplitude was reduced for both sadness and anger
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when compared to happiness (F(2,21) = 18.08, p<.001; happy vs. sad: p<.001; happy vs.

anger: p<.001).

Vocalizations were further marked by shorter P200 latencies than speech overall

(Voice Type, F(1,22) = 22.40, p<.001). An interaction of Voice Type x Emotion (F(2, 21)

= 36.50, p<.001) indicated that this pattern was only significant for anger and happiness

(not sadness). For vocalizations, the P2 latency was significantly different for all three

emotional expressions, with shortest latencies for happiness, followed by anger, followed

by  sadness.  No  emotion-related  differences  in  P200  latency  were  evoked  by  speech

prosody. The combined influences of Voice Type and Emotion on the N1-P2 response are

illustrated in Figure 1.

-----Insert Figure 1 about here ------ 

Late Positive Component (LPC)

LPC amplitudes (450-700ms) tended to be larger for vocalizations than for speech overall

(Voice Type,  F(1,22) = 25.90, p<.001). A significant Voice Type x Emotion interaction

(F(2,21) = 3.48, p=.05) revealed a stronger (more positive-going) LPC response to angry

vocalizations  when  compared  to  sad  and  happy  vocalizations,  whereas  the  type  of

emotional  expression did  not  affect  LPC amplitude  in  the  context  of  speech.  Further

inspection of these data (Figure 2) implied that emotion effects on the LPC for speech

may have occurred somewhat later than for vocalizations; to explore this possibility, a

sliding window analysis was performed on the mean amplitudes at 50ms-intervals in a

larger time window terminating with the auditory stimulus (450-800ms). Results showed

that the interaction of Voice type x Emotion was significant beginning in the 550-600ms

time window (F(2, 21) = 3.68, p<.05) and at all subsequent intervals, with more positive
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waveforms for anger (i.e., growls) compared to sad and happy vocalizations. Beginning

at  650-700ms  (F(2,21)  =  5.88,  p<.01)  and  at  consecutive  intervals,  the  interaction

showed  additional  effects  of  emotion  in  the  context  of  speech,  again  with  stronger

positive responses to anger prosody versus sad and happy prosody (which never differed).

The  overall  effect  of  voice  type  on  the  LPC (vocalizations>speech)  was  significant

immediately from the first analysis window (beginning at 450ms), whereas the general

effects  of  emotion (anger>sad=happy)  emerged somewhat  later  in  the stimulus  (from

550ms). Voice and emotion-related differences in the time course of the LPC are shown

in Figure 2.

-----Insert Figure 2 about here ------ 

Correlation analysis

At a final step, Pearson correlations (two-tailed,  p< .05) were computed to examine the

relationship between participant variables such as anxiety (state or trait, STAI raw scores)

and the amplitude of N1, P2, and LPC components  as a  function of Voice Type and

Emotion.1 The N1 amplitude for vocalizations was significantly associated with trait (but

not state) anxiety (R = .417, p < .05); there was no apparent relationship between anxiety

scores and the N1 amplitude for speech. Trait anxiety was positively associated with the

P2 amplitude for both vocalizations (Rangry = .642, p < .001, Rsad = .596, p < .01, Rhappy = .

436, p < .05) and speech prosody (Rangry = .601, p < .01, Rsad = .558, p < .01, Rhappy = .649,

p < .001). Thus, for both N1 and P2 waves, increased anxiety levels were associated with

amplified responses in these early components. For the LPC (450-700ms), trait anxiety

1NEO-FFI-3 personality dimensions (T scores) were entered into an initial analysis but removed for clarity 
of exposition in the text. In general, trait anxiety of individuals bore a significant positive relationship to 
neuroticism (R = .821, p < .001) and a negative relationship to conscientiousness (R = -.676, p <. 001). The 
inter-relationship of these three variables and their impact on specific ERP responses are shown in Table 2. 
No significant correlations were observed between state anxiety and the five personality variables.  
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was  negatively associated  with  the  amplitude  of  responses  evoked  by  speech,  as

participants with lower anxiety scores exhibited more positive-going LPC amplitudes for

sad (R = -.474, p < .05) and happy (R = -.414, p < .05) prosody. No association was

observed between anxiety and LPC amplitude for vocalizations. Finally, the amplitude of

P2 and LPC responses was negatively correlated when processing speech, for angry (R =

-.406, p =.05) and sad (R = -.398, p = .06) prosody. Enhanced P2 to angry and sad speech

was associated with reduced LPC waves. There was no relationship between the P2 and

LPC amplitude for vocalizations. Correlation results are supplied in full in Table 2.

[Insert Table 2 about here]

Discussion

Our  study  provides  new  evidence  that  non-linguistic  vocalizations  are  given

precedence  by  the  neurocognitive  system,  and  may  be  more  salient  to  listeners  at

particular  decoding stages,  than  similar  expressions  of  emotion  embedded in  speech.

Implicit  processing  of  vocalizations  and  speech  prosody  yielded  distinct

neurophysiological  responses  in  both  early  and  late  temporal  processing  windows

involved in vocal expression decoding (e.g., Schirmer & Kotz, 2006); these differences

characterized initial stages of sensory and cognitive evaluation of a vocal stimulus (N1-

P2), as well as later cognitive operations presumably linked to stimulus elaboration, in-

depth appraisal, and mental imagery (LPC). 

Early decoding stages:  sensory and motivational significance

Previous studies focusing on how the brain differentiates sound categories (e.g.,

vocal  and  environmental  sounds,  music)  imply  that  human  vocalizations  and  speech

NOT THE FINAL VERSION



22

prosody are associated with early differences in neuronal activity in the 100-300ms time

window (Charest et al., 2009; Rigoulot, Pell, & Armony, 2015) although speech and non-

speech-embedded emotions were combined in most analyses conducted by these authors.

Here, we uncovered direct evidence that vocalizations are robustly differentiated from

speech prosody, and seem to be treated  preferentially, as early as 100ms after listeners

were exposed to acoustic input. Both amplitude and latency of the N100 and P200 were

modulated by vocal  expression type;  for  example,  vocalizations  were associated with

reduced N1  amplitude  and  enhanced  P200  waveform when  compared  to  emotional

speech. 

In the context of auditory processing, the N1 component gauges early sensory

encoding  of  physical  properties  such  as  frequency,  complexity,  and  intensity  of  the

stimulus (e.g., Näätänen & Picton, 1987). With notable exceptions (Jessen & Kotz, 2011;

Liu et al., 2012), the amplitude of N1 seems to be insensitive to emotional characteristics

of a stimulus, in keeping with our findings, although perceptual processes at this stage

robustly differentiate sound categories, such as human and non-human sounds (Charest et

al., 2009) and music versus human vocal sounds (Kaganovich et al., 2013; Meyer, Elmer,

Baumann,  & Jancke,  2007;  Rigoulot  et  al.,  2015  for  negative  findings).  Our  results

extend literature on the auditory N1 by establishing that  human vocal  expressions of

emotion encoded as non-linguistic vocalizations (or ‘affect bursts’, Scherer, 1994), and

the  same  emotional  signals  embedded  in  speech,  are  registered  as  distinct  sound

categories  as  early  as  100ms after  acoustic  onset.  Vocalizations,  which  are  relatively

unconstrained by the segmental structure of language, emanate in large part from glottal

and sub-glottal  activity  associated with autonomic/physiological  responses to  emotion
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(Trouvain, 2014). This renders these expressions acoustically distinct and less complex in

many ways from emotional prosody (Meyer et al., 2007; Szameitat et al., 2009), since

speech requires fine control of the entire vocal apparatus to preserve specific vocal tract

configurations associated with segmental distinctions in linguistic communication. Our

data show that these differences in the perceptual-acoustic quality of vocalizations, such

as growls and laughs, are registered by the neurocognitive system as distinct ‘objects’

from speech-based signals as early as 100ms, analogous to differences between other

sound categories  that  exemplify  the  functional  specialization  of  the  human  brain  for

behaviorally relevant sounds (Belin, Zatorre, Lafaille, Ahad, & Pike, 2000; Formisano,

De Martino, Bonte, & Goebel, 2008). 

As was true here,  effects of stimulus  emotionality are routinely observed after

processing 200ms of vocal expressions, with fronto-centrally distributed modulation of

the P2 amplitude for different types of speech and non-speech vocal expressions (Liu et

al.,  2012;  Paulmann et  al.,  2013;  Sauter  & Eimer,  2009;  Schirmer et  al.,  2005).  The

directionality  of  this  effect  remains  controversial,  perhaps  owing  to  task-related

variability across studies; whereas some work reports enhanced P2 amplitudes for neutral

over emotional prosody (Paulmann & Kotz, 2008), other studies show a larger P2 for

emotional over neutral vocalizations (Liu et al., 2012) or for vocalizations associated with

high versus low arousal (Sauter & Eimer, 2009). Changes in P2 amplitude have been

attributed  to  attentional  shifts  that  facilitate  preferential  processing of  emotionally  or

motivationally significant events (Paulmann et al., 2013; Paulmann, Ott, & Kotz, 2011).

Neuronal  activity  in  the  P2  time  window has  also  been  tied  to  the  auditory  “what”

sensory  processing  stream  involved  in  object  classification  (Charest  et  al.,  2009;
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Schirmer,  Fox,  &  Grandjean,  2012),  as  this  response  seems  to  index  motivationally

salient voice  qualities  beyond  emotions,  such  as  voice  familiarity,  gender,  speaker

identity, and even speaker confidence (e.g., Beauchemin et al.,  2006; Jiang & Pell, in

press). 

In  a  study that  presented  non-linguistic  vocalizations  of  happiness  (laughter),

anger (humph), and neutral (mmm), Liu et al., (2012) observed reduced N1 and increased

P2 responses to emotional (angry and happy) vocalizations when compared to neutral

ones; this pattern is analogous to the one witnessed here with reduced N1 and enhanced

P2 responses to vocalizations versus speech prosody. On the basis that motivationally

salient  stimulus  characteristics  rapidly  evoke  sustained  attention  and  preferential

processing (Jessen & Kotz, 2011; Paulmann et al., 2013), it can be said that vocalizations

elicited a preferential response in our experiment when compared to vocal expressions in

speech, just as emotional vocalizations were treated preferentially over neutral sounds in

Liu  et  al.'s  (2012)  study.  Here,  early  preferential  processing  of  vocalizations  should

facilitate initial stages of perceptual processing in the form of reduced N1 amplitudes,

where speech is associated with more effortful (complex) demands on acoustic analysis

(Meyer  et  al.,  2007).  At  the  same time,  P2 amplitudes  would  be  enhanced  by rapid

deployment of attentional resources to vocalizations at the stage of “salience detection”,

where  initial  encoding  of  motivational  properties  of  the  stimulus  takes  place  (e.g.,

emotionality, valence, arousal). This result fits the notion that non-linguistic vocalizations

are  more  primitive  and  salient  signals  of  emotion  than  spoken  utterances  in  an

evolutionary sense (Scherer, 1994). 
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Further evidence that vocalizations were treated preferentially at initial stages of

perceptual decoding and salience detection is that P2 latencies were significantly reduced

overall for vocalizations than speech prosody for most emotions (except sadness). In fact,

P2  latencies  displayed  a  highly  differentiated  pattern  only  for  different  types  of

vocalizations:  peak  latencies  occurred  earlier  on  average  for  happiness  (laughter),

followed by anger (growls), and then sadness (sobs). In contrast, no differences in P2

latency were noted among emotions for speech prosody. Inspection of major acoustic

parameters of the stimuli up to the end of the P2 time window (0-300ms, Table 1) does

not readily explain P2 modulation based solely on mean acoustic differences and/or the

time point of local pitch or amplitude peaks in the stimulus. Rather, these results suggest

that during early emotion evaluation, vocalizations not only take general precedence in

their  encoding,  but  that  the  brain  encodes  the  distinct  qualities  of  each  type  of

vocalization for rapid identification of these signals, at an earlier time point than when

listeners  are  exposed  to  speech.  Registering  the  specific  emotional  qualities  of

vocalizations in the P200 time window may be viewed as another example of how the

neurocognitive apparatus quickly ‘tags’ the motivational salience of this class of signals

to  facilitate  a  behaviorally  adaptive  response,  given  that  the  consequences  of

vocalizations  and  related  action  tendencies  vary  considerably  in  their  biological

significance to the organism. 

In  terms of  the  impact  of  specific  emotions  on early  ERP components,  vocal

expressions of sadness, irrespective of their  form of expression,  were associated with

reduced P2 amplitude when compared to other emotions (Paulmann et al., 2013) and a

delayed P2 response for sad vocalizations. Since events high in arousal tend to be more
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motivationally salient (Lee et al., 2014; Mather & Sutherland, 2011), it is possible that the

P2 response is  partly  sensitive  to  general  arousal  features  of  vocal  expressions,  with

increased  response  to  stimuli  that  are  high  in  arousal  irrespective  of  their

positive/negative  valence  (Sauter  & Eimer,  2009 for  vocalizations;  see also trends  in

Paulmann et al., 2013 for speech prosody). As our sad stimuli were rated as lower in

arousal  than  other  emotions  (and  speech  was  perceived  as  less  arousing  than

vocalizations overall), sensitivity to arousal features in the P2 time window could explain

some of the ERP patterns we observed, pending new studies that employ a wider range of

stimulus  types.  Another  pattern  of  interest  in  our  data  refers  to  laughter  (i.e.,  joyful

vocalizations), which uniquely displayed an early N1 peak and earliest P2 response when

compared to all other voice/emotion types. Laughter in our study was rated as notably

more aroused and more pleasant than all other stimulus types (Table 1), underscoring the

distinctiveness of these signals and the likelihood that they elicited positive affect, since

different types of laughter (joyful, taunting, etc.) are associated with distinct behavioral

responses and neural activation patterns (Bachorowski & Owren, 2001; Wildgruber et al.,

2013). Similarly, responses to  spontaneous or reflexive laughter, which are presumably

captured by the stimuli  we used (Belin et  al.,  2008),  are  known to differ  from those

evoked by volitional, social forms of laughter (Bryant & Aktipis, 2014; Szameitat et al.,

2010). Our data add to this literature by showing that neural responses to laughter are

associated  with  a  distinct  time course at  early  processing stages,  an  observation  that

should be examined in a more concerted manner in future studies. 
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Late decoding stages:  cognitive elaboration of social significance

A deeper fine-grained analysis of vocal expressions in the context of evolving

stimulus properties, stored memory representations, and task demands occurs at a later

processing stage, evoking different ERP responses sensitive to vocal cues in the 400-

800ms  post-stimulus  time  window (Bostanov  & Kotchoubey,  2004;  Jiang  & Pell,  in

press;  Rigoulot,  Fish, & Pell,  2014; Schirmer & Kotz,  2003, 2006). Emotion-specific

modulation of the Late Positive Component (LPC) has been observed for speech prosody

(Paulmann  et  al.,  2013;  Schirmer  et  al.,  2013),  with  a  more  positive-going  wave  at

central-posterior brain sites for expressions high in arousal Paulmann et al., 2013; Jessen

& Kotz, (2011) who reported no significant LPC amplitude differences for anger, fear,

and  neutral  vocalizations  in  the  “audio”  condition  of  their  study).  Here,  the  LPC

amplitude between 450-700ms was strongly influenced by both voice and emotion type;

angry vocalizations  (i.e., growls) exhibited a sustained, more positive-going wave than

sad or happy vocalizations in  this  time frame (beginning around 550ms).  Subsequent

analyses  pinpointed  a  similar  effect  of  angry  speech on  the  LPC after  650ms,  with

increased positivity over sad and happy prosody. Note that these patterns do not align

neatly with underlying valence-arousal dimensions of the stimuli  as perceived by our

pilot raters, who judged anger to be less aroused than happiness but more pleasant than

sadness.

These findings underscore qualitative differences in how discrete expressions of

anger influence later processing stages where in-depth (or second pass) analysis of vocal

signals  is  thought  to  occur  (Paulmann  et  al.,  2013),  while  showing  that  this  neural

response can be detected earlier when anger is encoded non-linguistically. Of the three
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emotions studied here, anger is uniquely associated with external signals of aggression

and  threat,  which  tend  to  promote  increased  psychophysiological  responses  (Öhman,

1987; Siegman, Anderson, & Berger, 1990) and capture and  hold attention to a greater

extent  than  non-aversive  stimuli  when  facial  expressions  are  presented  (e.g.,  Koster,

Crombez,  Van  Damme,  Verschuere,  & De Houwer,  2004).  Our  ERP data  imply  that

listeners automatically engage in sustained monitoring of anger voices, irrespective of its

acoustic form, to fully specify the significance of these unique and potentially threatening

events (Frühholz & Grandjean, 2012) and that some of these operations are indexed by

changes in the late positivity. Quite possibly, these patterns are further influenced by task

goals,  stimulus  factors  (e.g.,  predictability)  and  individual  variables  that  impact  on

attentional mechanisms and coping potential (e.g., Mogg & Bradley, 1998). For example,

the observation that P2 amplitudes evoked by angry (and sad) speech were associated

with  significantly  reduced LPC  waves  is  informative,  as  it  implies  that  individual

differences  in  how  salient  negative  prosody  is  encoded  at  early  processing  stages

(stronger P2 response) influence the extent of cognitive analysis paid to these signals

“downstream” in  the  400-750  time  window (reduced  LPC;  see  also  Schirmer  et  al.,

2013). New studies that examine our effects in the context of a broader array of vocal

emotion types will help to clarify and extend these claims.

Effects of anxiety on vocal emotion processing

Although  not  our  primary  focus,  both  early  and  late  ERP  responses  were

modulated  by  the  trait  anxiety  level  of  participants  within  our  sample  (and  related

personality  dimensions  such  as  neuroticism),  suggesting  that  the  temporal  neural
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dynamics for processing emotional sounds can be altered at several processing stages in

anxiety-related  disorders.  It  is  well  known that  anxiety  disorders  are  associated  with

maladaptive changes in information processing due to an attentional bias (Bar-Haim et

al.,  2007; Mogg & Bradley, 1998)characterized by pre-attentive shifts in attention and

enhanced processing of threat-related cues (Koster, Crombez, Verschuere, Van Damme, &

Wiersema,  2006;  Zvielli,  Bernstein,  & Koster,  2014).  Here,  it  seemed  that  high  trait

anxiety  was  linked  to  deeper/more  effortful  acoustic  processing  of  non-linguistic

vocalizations (promoting stronger N1 amplitudes for vocalizations), followed by a broad-

based  increase  in  the  deployment  of  attention  to  all vocal  emotion  expressions  to

determine  their  motivational  relevance  (i.e.,  increased  P2  amplitudes  to  both

vocalizations and speech in individuals with high versus low trait anxiety). 

These  results  provide  new  evidence  that  individuals  with  trait  anxiety

preferentially allocate their attention to emotional voices at very early stages of stimulus

encoding in the 100-200ms time window (Schirmer & Escoffier, 2010), similar to early

attentional  biases  for  face  stimuli  (Mogg,  Philippot,  &  Bradley,  2004).  Moreover,

individuals with high trait anxiety continue to show differences in their neural response

sensitivity  at  later  cognitive  processing  stages  as  they  continue  to  process  emotional

speech. Our findings justify the opinion that heightened vigilance to emotional voices

represents an important feature of trait anxiety and related disorders such as social phobia

(Peschard et al., 2014; Quadflieg, Wendt, Mohr, Miltner, & Straube, 2007), a topic that is

ripe for exploration.
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Neurocognitive mechanisms for processing emotion in and out of speech

Vocalizations of a non-linguistic nature (e.g., cries, growls, laughs) and emotional

speech prosody are both natural signals humans exploit to convey emotion, with inherent

communicative  value  and  decoding  mechanisms that  differ  from those  used  in  other

forms of communication such as language (Wilson & Wharton, 2003). However, when

processing of these stimuli is examined with fine temporal resolution, our data underscore

that vocalizations are processed preferentially by the neurocognitive system as distinct

signals that are more motivationally salient than speech-embedded emotions, particularly

in the early time course of auditory processing. Thus, while speech and non-speech-based

vocal expressions share many core acoustic features that refer to basic emotions (Juslin &

Laukka, 2003), vocalizations appear to have the advantage of conveying rich affective

meanings that promote a more immediate, deeper analysis of the motivational properties

of these signals when compared to many speech stimuli, measurable at different stages of

the  neuronal  response  (Bestelmeyer  et  al.,  2014).  This  is  consistent  with

neurophysiological  studies  on  primary  auditory  cortex  in  nonhuman  primates,  which

suggest that species-specific  vocalizations  are highly affective stimuli  that can induce

greater neural responses than other less behaviorally relevant sounds (Wang and Kadia,

2001).

In human communication, vocalizations are considered a “raw” form of emotional

expression  in  the  vocal  channel  because  they  are  often  the  spontaneous  product  of

reflexive (neuro) physiological responses to an emotional event (Bostanov & Kotchubey,

2004)  without  precise  articulatory  targets  (Trouvain,  2014).  In  contrast,  emotional

prosody represents  the  socialization of  emotional  cues  in  speech behavior,  a  context
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where attention and mental resources are simultaneously deployed in service of linguistic

information  sharing;  in  this  context  the  acoustic  expression  of  segmental  and

suprasegmental features necessary for speech intelligibility must be rigorously preserved.

Human  systems  for  producing  vocal  emotions  in  their  raw form (i.e.,  non-linguistic

vocalizations)  are  phylogenetically  older  and  share  critical  properties,  including

underlying neural organization, with the vocal call systems of other primates and many

mammalian species (Meyer et al., 2007; Owren, Amoss, & Rendall, 2011). However, as

human language evolved in the face of an existing vocal system for expressing emotion, a

functionally distinct, more volitional capability for expressing emotions in speech may

have simultaneously developed, supported by functionally-distinct neural pathways. That

is, vocal systems for communicating emotion in humans are likely supported by a dual

neural pathway architecture and partly independent (Frühholz, Trost, & Grandjean, 2014;

Owren et al., 2011). 

In light of our findings, we speculate that emotional vocalizations are more salient

to listeners, or given temporal precedence by the neurocognitive system, because they

emanate  from  a  functionally  distinct,  affectively-triggered  neural  control  system

dedicated  to  vocal  production  that  is  not  consistently  engaged  by  speech.  In  the

neuroimaging literature, there is evidence that vocalizations predominantly activate the

amygdala  and other  subcortical  structures  (Fecteau  et  al.,  2007;  Phillips  et  al.,  1998;

Sander & Scheich, 2005; Szameitat et al., 2010), whereas this evidence is less consistent

for emotional prosody (Wiethoff et al., 2009). On the basis that vocalizations selectively

trigger limbically-dominated processes that form part of the ancestral subcortical system

for regulating emotional responses (e.g., Frühholz, Trost, & Grandjean, 2014; Jürgens,
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2008; Meyer et al., 2007; Sander & Scheich, 2005), activation of this circuitry would

strengthen input used to tag the urgency and biological salience of vocal expressions to

listeners  by  dedicated  temporo-frontal  cortical  mechanisms  that  process  voice

information (Belin et  al.,  2000; Schirmer & Kotz,  2006; Schwartz & Kotz,  2013).  In

terms  of  the  time  course of  emotion  processing,  our  data  show  that  this  leads  to

preferential deployment of attention to the type and quality of different vocal signals in

the 100-200ms time window, even when vocal stimuli are not the subject of attentional

focus (Aschliemann et al., 2008; Fecteau et al., 2004; Gädeke et al., 2013). 

In contrast, processing emotional expressions within speech is likely dominated

by species-specific,  cortically-based circuitry  involved in  the  volitional  production  of

language and emotions, engaging a distinct (parallel) set of processing routines (Dietrich,

Hertrich, et al.,  2008; Kotz, Kalberlah et al.,  2013; Owren et al.,  2011). Pending new

studies, especially those that consider the temporal specificity of these effects, it can be

argued that as emotion expression and spoken language co-evolved, the need for greater

emotional  control  in  the context  of  speech behaviour  (Jablonka et  al.,  2012)  became

associated with less urgent, more socially-constructed responses to emotional prosody at

the neurocognitive level. Over time, this experience-guided learning would yield subtle

changes in the nature  and time course for processing emotions from vocalizations and

speech prosody. 
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Table 1. Perceptual and acoustic features of emotional vocalizations and speech stimuli at 

different time points in the stimulus.

Stimulus Type

Vocalization Speech Prosody

Measure Angry Sad Happy Angry Sad Happy

Full stimulus

Emotion ID (%) 88 79 99 57 84 83

Arousal (1-5) 3.2 2.8 3.7 3.0 2.2 3.2

Pleasantness (1-5) 1.9 1.3 4.4 2.5 1.8 3.7

F0 Mean (Hz)* 297 284 269 242 208 257

F0 SD (Hz)* 67 56 54 38 39 42

Intensity Mean (dB) 73 66 65 71 72 73

Intensity SD (dB) 6 11 12 9 8 7

To end of N100 Time Window (0-160 ms)

F0 Mean (Hz)* 317 289 224 214 230 250

F0 SD (Hz)* 41 21 30 17 15 12

Intensity Mean (dB) 74 71 73 69 72 75

Intensity SD (dB) 4 3 2 7 3 4

To end of P200 Time Window (0-300 ms)

F0 Mean (Hz)* 328 305 252 239 237 265

F0 SD (Hz)* 44 32 53 34 17 27

Intensity Mean (dB) 76 73 73 70 71 74

Intensity SD (dB) 4 5 6 10 7 5
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*unnormalized values, representing the average of 10 speakers who produced non-linguistic 
vocalizations and 10 different speakers who produced speech (does not permit valid emotion 
comparisons between voice types due to inter-speaker differences).Table 2.

Relationship between participant features (anxiety, personality dimensions) and mean amplitude

of ERP response to emotional stimuli at early and late processing stages.

ERP component
N100

(90-160ms)

P200

(170-300ms)

LPC

(450-700ms)

Measure Vocal Speech Vocal Speech Vocal Speech

Anxiety state .381 .337 .160  .270 - .230 - .129

Anxiety trait .417* .287    .578**    .620** - .231 - .408*

Neuroticism    .093 - .046    .357    .420* - .002 - .217

Extraversion    .145    .181    .086 - .007 - .087 - .071

Openness - .150    .004    .028    .052    .296    .166

Agreeableness - .070 - .033    .235    .116    .103    .173

Conscientiousness -. 178 - .050 - .389 - .453* - .043    .149

* p < .05, ** p <  .01; LPC = Late Positive Component, Vocal = non-linguistic vocalization.
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Figure Captions

Figure 1.  Illustration of N1 and P2 at F3, Fz, and F4. Top: The effect of voice type across

different emotions; bottom: the effect of emotion for each voice type.

Figure 2. Illustration of LPC at PO3, POz, and PO4. Top: The effect of voice type across

different emotions; bottom: the effect of emotion for each voice type.
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Figure 1
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Figure 2
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	Stimulus Type
	Vocalization
	Speech Prosody
	Measure
	Angry
	Sad
	Happy
	Angry
	Sad
	Happy
	Full stimulus
	Emotion ID (%)
	88
	79
	99
	57
	84
	83
	Arousal (1-5)
	3.2
	2.8
	3.7
	3.0
	2.2
	3.2
	Pleasantness (1-5)
	1.9
	1.3
	4.4
	2.5
	1.8
	3.7
	F0 Mean (Hz)*
	297
	284
	269
	242
	257
	F0 SD (Hz)*
	67
	56
	54
	38
	39
	42
	Intensity Mean (dB)
	73
	66
	65
	71
	72
	73
	Intensity SD (dB)
	6
	11
	12
	9
	8
	7
	To end of N100 Time Window (0-160 ms)
	F0 Mean (Hz)*
	317
	289
	224
	214
	230
	250
	F0 SD (Hz)*
	41
	21
	30
	17
	15
	12
	Intensity Mean (dB)
	74
	71
	73
	69
	72
	75
	Intensity SD (dB)
	4
	3
	2
	7
	3
	4
	To end of P200 Time Window (0-300 ms)
	F0 Mean (Hz)*
	328
	305
	252
	239
	237
	265
	F0 SD (Hz)*
	44
	32
	53
	34
	17
	27
	Intensity Mean (dB)
	76
	73
	73
	70
	71
	74
	Intensity SD (dB)
	4
	6
	10
	7
	5
	Vocal
	Vocal
	.337
	.160
	.270
	.357
	.420*
	.181
	.086
	.028
	.052
	.296
	.166
	.103

