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Abstract. The current era of advanced display technologies, such as a head mounted displays, smart glasses and handheld devices, have supported the usage of mixed-reality and augmented reality concepts in smart educational classrooms. These advanced technologies have enabled enhanced collaboration and an interactive communication between distance learners and local learners. Being present is a key factor in both worlds (real and virtual) as it plays an important role in increasing the students’ collaborative engagement during the learning activity. However, few studies have considered how much using such immersive interfaces with various learning scenarios may ultimately affect learning outcomes, and whether students feel fully engaged or not in such environments. This work-in-progress paper will demonstrate a MiRTLE+ prototype of how remote students can collaborate within mixed-reality environments by using an augmented reality approach. Secondly, it will explore the learning effectiveness based on the following factors: students’ presence, engagement, and immersion in smart environments. With regard to the learning task, we will consider a card game task to measure the learners’ progress as they progress from novice to expert player. To evaluate these factors, we utilise several existing frameworks which have been applied to our mixed-reality worlds that help us to examine the learning outcomes from using these environments.
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1. Introduction

Advances in 3D virtual environments and the use of other equipment such as head mounted displays, goggles and new smartphones can provide new opportunities for teaching and learning. These new environments can potentially lessen the sense of isolation of distant learners [1] and allow students to communicate in a more natural way with a greater sense of “being there”.

Some recent studies [2][3] have used mixed-reality concepts to achieve interactive communication amongst remote and local people in 3D virtual-reality environments (VE). For example, Gardner and O’Driscoll [4] and Schmidt et al. [5] found that
representing remote students as avatars on a screen in a real smart classroom could enhance the remote students’ sense of engagement and increase their feeling of ‘being there’ (through virtual connections to their real teacher and fellow students). On the other side, concerning platforms and immersive interfaces in teaching environments, newly announced technology innovations, such as Microsoft’s Hololens [6] provide the prospect that, within the next few years, there will be affordable platforms available for education what will make the realisation of the hologram-style vision described later in this paper a realistic prospect.

However, users of virtual environments have usually very limited interactions with their real teaching environments and people within it. Our research is firstly focusing on developing the MiRTLE system in order to increase the interactivity between remote virtual and ‘real’ students in the teaching environment using augmented reality technologies. So far, however, there has been little done to increase the interactivity of remote virtual students in physical smart spaces based on the dynamics of interconnecting physical objects and people with their virtual counterparts using augmented reality technologies and various immersive interfaces. In this respect, we are also investigating the learning effectiveness considering the students sense of presence, engagement and immersion factors in such learning environments.

In the remainder of this paper, we discuss this further, in four parts. The first part describes the background and related work. In the second part, various learning scenarios and the system architecture of our research experiment are presented. The third part will demonstrate the experimental approach which includes our MiRTLE+ prototype, test bed and research challenges. Finally, conclusions arising from this approach and future work are discussed.

2. Background and Related Work

2.1. Mixed Reality

Previous work has demonstrated how a mixed reality approach can be used as an advanced tele-presence method, which connects a virtual environment with a physical environment [7]. With regard to the Reality-Virtuality Continuum as shown in Figure 1, mixed-reality has been divided into two components: Augmented Reality and Augmented Virtuality, where the world is mostly real, or virtual (computer-generated), respectively, with the two extremes at either end of the Mixed Reality continuum correspondingly being reality and virtuality (i.e. where the world is 100 per cent real or computer-generated). As a result, [8] observed that “the most straightforward way to view a mixed reality environment, therefore, is one in which real world and virtual world objects are presented together within a single display, that is, anywhere between the extreme of the Virtuality Continuum” [8]. The Mixed Reality Teaching and Learning Environment (MiRTLE), from the University of Essex [9], and the Holodeck system from the University of Hawaii [5] are examples of mixed-reality learning environments.
2.1.1. MiRTLE

MiRTLE has been deployed in the iClassroom, which is a high-tech teaching environment at the University of Essex. It consists of speakers, microphones, and a voice-bridge (in the system) to enable voice communications between remote and local students. Furthermore, the iClassroom also includes an Internet camera and a large display screen, which are both MiRTLE components. Thus, physical students can be viewed in the virtual world screen through the use of the camera, which is mounted on the iClassroom’s back wall. The virtual students are displayed in the real environment through the screen positioned at the rear of the iClassroom. This screen allows the teacher and real students in the iClassroom to see virtual students in the lecture as shown in Figure 2.

Moreover, the remote student’s avatar can be viewed on the screen based on the user’s preferences [7][9]. Therefore, the virtual student’s presence in the real world is screen-based, which can be seen as a limitation in terms of having more interactive communication with real students in the physical classroom.

2.2. Augmented Reality

The Augmented Reality (AR) term was defined by Caudell and Mizell [10]. AR is used in the real-world (physical) environment where elements are augmented by computer-generated sensory input such as sound, video, graphics or GPS data. It relates to the more general concept called mediated reality in which a view of reality is modified by a computer [11]. AR systems generally consists of three key points [12][13]:

- Binding real and virtual objects in a real environment.
- Registering real and virtual objects with each other.
- Making the use of 3D and 2D objects in a real environment.

Recently, engineers at Microsoft have developed a fully immersive augmented reality headset called the Hololens [6]. It is a computer headset that enables the projection of hologram-style images within the real world, which is different to technologies such as the Oculus Rift that present a fully immersive virtual environment.
around the user [14]. In our study we plan to investigate the use of these technologies from a pedagogical perspective. We also plan to determine the learning affordances of such augmented and mixed reality devices.

For educational purposes, the use of AR promises new opportunities for fostering a greater sense of engagement and motivation amongst students. For instance, an AR based game called “Learning Words”, which uses a head mounted display (HMD) device, was developed and tested among 32 pupils. The results indicates that more than 80% of the audience preferred AR systems over conventional systems for learning [15].

Our study plans to more deeply investigate the impact of using different user interfaces in a mixed and augmented reality space particularly for increasing the sense of presence and engagement of the users. Moreover, it will examine other factors that may affect the users sense of presence and engagement in these spaces, such as the choice of learning tasks being carried out in collaborative learning groups.

Several factors can contribute to measuring the sense of presence in a VE based on the users sense of ‘immersion’ and ‘involvement’ in the task. These factors include control, sensory, realism, and distraction factors as shown on Table 1. These factors can be used to help form the content of subjective questionnaires for measuring the users sense of presence. Some studies [16][17][18] have applied these factors to measure presence and other emotional and subjective feelings. Also, these studies have already shown their validity for generating questionnaires for measuring these factors in 3D mixed and virtual environments. In our study we plan to consider some of these factors to help us generate questionnaires in order to measure the users sense of presence and immersion in a range of collaborative learning tasks.

**Table 1. Factors hypothesised to contribute to a sense of presence [17]**

<table>
<thead>
<tr>
<th>Control Factors</th>
<th>Sensory Factors</th>
<th>Distraction Factors</th>
<th>Realism Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree of control</td>
<td>Sensory modality</td>
<td>Isolation</td>
<td>Scene realism</td>
</tr>
<tr>
<td>Anticipation of events</td>
<td>Environmental richness</td>
<td>Selective attention</td>
<td>Information consistent with objective world</td>
</tr>
<tr>
<td>Mode of control</td>
<td>Multimodal presentation</td>
<td>Interface awareness</td>
<td>Meaningfulness of experience</td>
</tr>
<tr>
<td>Physical environment modifiability</td>
<td>Consistency of multimodal information</td>
<td></td>
<td>Separation anxiety/disorientation</td>
</tr>
<tr>
<td></td>
<td>Degree of movement perception</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. MiRTLE+

Our ongoing research project is based on the original MiRTLE concept [1]. However, we plan to extend this approach to investigate more interactive and engaging techniques for merging local and remote learners within a real classroom setting. By using augmented and mixed reality concepts within MiRTLE, we plan to bring remote students (by using their virtual representation), more closely together with their local (physically present) students. We hope that this approach will enrich the learning activities within the mixed-reality learning environment and will particularly improve the collaboration and sharing between local and remote learners. We refer to this new system as MiRTLE+. 
3.1. Learning Scenario

Alrashidi et al. [19] proposed a 4D learning activity framework that structures learning activities from simple single learner discrete tasks to more complex group learning sequenced tasks. We are using this framework to define the scope of learning tasks being considered for MiRTLE+. Thus, in our learning activity scenario, we focus on group learning with multiple sequenced task. Typically in our scenario this involves four students, two local and two distant, who work together to achieve the learning tasks being undertaken.

We propose a simple learning activity task where a group of students are asked to play a card game, which will have a number of rules and instructions. Usually, people prefer to learn these types of games by being able to practice with experts whilst playing a real game. Thus, we will be using a ‘learning by doing’ approach. We plan to apply this approach to our learning activity by splitting the group into two expert and two novice students. This will hopefully help the novice learners who do not have any previous background or knowledge of playing the card game to practice and play with their expert peers.

Moreover, as the group working together, turn-taking coding approach will be considered as a key factor in our study to allow equal rights between members, since there is no teacher to decide who plays next and when. Thus, the software will enforce the turn-taking and controlled play, and however the expert from each team may also take over the turn once the novices need.

By mixing the group, the novice learners will start learning the game concepts by questioning experts, and discussing the rules before playing the game for real. We plan to examine the effect of mixing the novice and expert pairs across the different real and virtual spaces to explore how the virtual and real world dynamics affect the performance of the collaboration and the learning outcomes achieved.

3.2. System Architecture

The MiRTLE+ architecture extends the approach already developed by the original MiRTLE system to more closely involve remote students in live classroom teaching sessions. It particularly aims to develop this work by more closely involving remote (virtual) learners in the real classroom by using new approaches based on augmented reality and the use of head-mounted immersive displays. The main focus for integrating the real and virtual students is the development of a virtual classroom that synchronises the activity that is taking place in the real and virtual settings. Figure 3 shows the main view layers and components in both the virtual and real classroom. All of these components are mirrored in both classrooms, as discussed in the following subsections.

1) User interfaces layer: this uses several augmented and mixed reality displays such as traditional PC screens, handheld displays, AR glasses and MR glasses. The learner can use these displays as a means to communicate between the different learning environments. We anticipate that this will support the following learning affordances:
   1. Visualising remote learners in a real environment – enhanced collaboration.
   2. Supporting richer problem solving learning activities.
3. Supporting seamless voice communication between the participants.
4. Providing real-time feedback on the learning activity.
5. Allow for greater interaction with the objects being used.

2) **Real environment layer:** this is where the local learners attend. For this we are using the iClassroom at the university of Essex [20]. This iClassroom consists of smart objects such as a meeting table, tablets, smart windows, light sensors, air-conditioning and chairs. These smart objects have virtual representations in the virtual world. In addition, each local learner will have a virtual representation in the virtual world. The remote students will also be displayed within the real environment as an avatar using augmented reality. Thus, this layer utilise a marker-based augmented reality approach to combine both local and remote students within a real classroom.

![System Architecture](image)

**Figure 3.** System architecture.

3) **3D Virtual environment layer:** is where the remote learners meet the local learners in a virtual classroom. Both local and distant learners are presented each as an avatar within the 3D virtual environment. This virtual classroom is identical to the iClassroom in terms of the objects within it and its shape. This
layer provides the view for the distant learner as a means to collaborate with their peers in the real environment.

4) **Synchronisation layer:** Manages the interactions and communications between both worlds in real time. Any changes that occur in the real or virtual world should be notified and updated to both worlds. The main components, which the system keeps track of, are as follows:
   a. **Voice component:** Is responsible for delivering multi-party voice communication over the network. It allows distant learners to use voice communication to discuss and interact with their local learners.
   b. **Shared objects component:** Contains all the materials required for the learning activity: such as screens, chairs and tables. For example, the remote (virtual) student, whose avatar will be ‘sitting down’ on a remote virtual chair, can be viewed as an augmented avatar in the same chair in the real environment. At the same time, the real student can choose to sit down on the available (not already occupied by a virtual student) chair in the real environment.
   c. **Shared web browsers component:** This is responsible for providing the shared content and learning instructions for real and virtual students and allows the students to collaborate together on the learning activities in both the real and virtual iClassroom environments.

5) **Learning Design layer:** Defines the role of the learners (local and distant), and the specification of the learning activity, and the assessment and feedback strategies that will be used.
   a. **Real students component:** Allows the usage of augmented reality tools and physical smart boards, objects (chairs, table and tags) and a physical screen for displaying shared content in the real world.
   b. **Virtual students component:** Allows the usage of all 3D virtual objects (i.e. web browsers textures, chairs, table and voice) in the virtual world.
   c. **Learning content:** Provides students with the instructions and learning content to begin and achieve the learning tasks. It’s main objective is also to support and guide the students as they work through the tasks.
   d. **Learning assessment component:** Is responsible for monitoring the students performance and providing feedback.

6) **Repository layer:** Is responsible for communicating with the server and clients in order to store and retrieve the users’ roles and profiles, environment settings, and learning content and feedback.

4. **Experimental Approach**

Based on the learning activity scenario proposed (see section 3.1), we have divided our group into four possible scenarios. This division is based on two factors; the students’ location (real or virtual world) and their level of expertise (expert (E) or novice (N)).
This will be used to determine whether their location (in the real or virtual space) has an affect on the learning outcomes and their overall performance. The following figure 4 illustrates these scenarios.

The learning activity will have 4 players, with two teams of 2 players. In the first scenario, each team will have an E and N player. The E of each team will play from the real environment, and the N of each team will play from the virtual environment. In the second scenario, the distribution of players based on their levels is the same as in the scenario 1. However, the team 1, which consists of E and N player, who will play from the real environment and the team 2 will play from virtual environment. The third scenario is the opposite of the scenario 1 in terms of the students’ locations, and therefore the E of each team will play from the virtual environment, and the N of each team will play from the real environment. The scenario 4 is also the opposite of scenario 2, and therefore the team 1 will play from the virtual environment and the team 2 will play from the real environment. However, the groups will go through two phases:

1. Phase 1 (using tablets for real learners and VW screens for the remote learners).
2. Phase 2 (using an AR headset for the real learners and an Oculus Rift headset for the remote learners).

4.1. Research Questions

We proposed the four scenarios and both phases to answer the following research questions:

1. Is there any difference in the students’ sense of presence, engagement and immersion depending on which of the learning platforms they are using (i.e. real or virtual)?
2. Is there any difference in the students’ learning effectiveness depending on which of the two platforms being used?
3. Are students more immersed and engaged in the phase 2 than phase 1?
4. Is there any difference in students’ learning effectiveness relying on the phase 1 and phase 2?
5. Is there any difference in the students’ sense of presence, engagement and immersion depending on the learning scenario/activity being used?
6. Is there any difference in the students’ learning effectiveness depending on the learning scenario/activity being used?
4.2. Technical Implementation

Our initial implementation of the MiRTLE+ prototype is illustrated in Figure 5 and 6, for a local (female) student and a remote (male) student, respectively. The female student will have entered the real iClassroom and logged in to the virtual environment using a tablet interface. Then using the augmented reality interface she will have seen on the left chair that her virtual colleague was already sitting down (with a red t-shirt as shown in Figure 5). While she can see his avatar and communicate with him (via the tablet), the male student on the other side (virtually) can see her as an avatar and communicate with her using his microphone.

![Figure 5. A screenshot during real user communication with the virtual user as an augmented reality avatar, using their iPad.](image1)

![Figure 6. A screenshot during the virtual user communication with the real user (via her avatar), using his PC.](image2)

In our first phase prototype, we have developed two collaborative learning platforms. First, we have developed an Augmented Reality Collaborative Application (ARCA) to be used within the real iClassroom to allow local students to communicate with the remote students. This ARCA is based on our system architecture as shown in figure 4. This AR based platform was developed with the Unity3D game engine [21] by using the Metaio Augmented Reality Software Development Kit [22].

In the second phase platform, we have developed a 3D virtual environment where all the students are visualised. This environment is similar to the first platform (ARCA) in terms of shape and components. We have used the SketchUp [23] modeling software and Unity3D environment in order to build this VR-based platform. This platform consists of chairs, table, boards speakers, web browsers, lights and avatars. Furthermore, we have developed the voice communication interface by using the
DFVoice package [24], and a shared web browser by using the uWebKit package [25]. Both packages are integrated within the Unity3D environment.

The aim is to synchronise all activity in both the real and virtual worlds. To do this we have used a SmartFoxServer [26] server. This also integrates with the real iClassroom web services in order to communicate with its intelligent components (i.e. lights, sensors, air-conditioning system and electronic window) and synchronise them with the virtual world.

4.3. The iClassroom Test Bed

We use the iClassroom for our learning activity as a test bed. Figure 7 shows two environments; the iClassroom on the left side, and the simulated 3D virtual environment on the right side. The real iClassroom as well as the simulated 3D space (virtual iClassroom) have the following components:

- A table.
- Four chairs.
- Markers on chairs.
- Two iPads in the real iClassroom.
- Smart boards.
- Two Web browsers in the virtual environment.
- A PC on the real table.

![Figure 7. The real iClassroom (left) and the simulated virtual iClassroom (right).](image)

The local students will enter the iClassroom and log into the virtual iClassroom using their tablet. At the same time, the remote students will log into the virtual environment using their personal computer (laptop or PC). Once both learners (local and distant) are logged in, then they can go to the discussion table. Here, the system will give the learners the choice of their preferred seat. The local learner can check the availability of the seat by pointing their tablet’s camera at the marker that is placed on the chairs. If the local learners see an avatar overlay on top of the marker that will mean that this chair is already reserved (see figure 5), otherwise the learner can see a text overlay asking them to confirm their choice for sitting on the chair. The local learners interact, communicate and discuss with the virtual learners by pointing their device camera at the chairs to see their avatar as an overlay on the real world. This is the first phase of our experiment.
In addition, the second phase, which is still under development, will enable both local and remote students to use immersive headsets and they will follow the same scenario as in phase 1. This will allow us to explore whether the level of immersion (provided by the end user device) will have an effect on the performance of the session.

The real and virtual learners can look at the learning activity task by using a shared electronic board; this will include information on the learning instructions, objectives and assessment being used. Once the students are familiar with the learning activity and their roles, then they can start the learning activity. In each above-mentioned scenario, the novice of each team starts to discuss the rules of the card game with the expert using either the voice or chat interfaces. They also play and discuss their achievements using the smart board in the real iClassroom and virtual iClassroom. The real smart board is synchronously connected with the virtual one, so that both worlds share the same web-resource.

4.4. Evaluation Design

We will use 6 groups of students who play in both phases. Each group will have four students: two are experts in playing cards, and two are novices. The participants will complete a basic pre-test in order to allocate their roles in the game.

Our study will follow between-subjects design. Thus, the groups will be distributed based on our learning scenarios (see section 3.1), and our control groups are: all players in the real world and all players in the virtual world. Therefore, our independent variables are based on the students' expertise (experts and novices), students' locations (real and virtual environment) and students' interfaces (phase 1 and phase 2).

To evaluate our experiment, participants in each group will also be given an electronic pre-survey questionnaire in order to test their knowledge in playing cards as well as the use of augmented and mixed reality technologies. Subjective post-survey questionnaires including presence, engagement, and immersion measurements will also be given to the participants after they finish the learning activities. An example question used for measuring the users' sense of presence which is derived from the work of Witmer and Singer [17] that specifically focuses on the 'involvement' factor is presented in table 3.

Table 3. Questions in the 'involvement' category [17]

<table>
<thead>
<tr>
<th>Question</th>
<th>Scale 1–5</th>
</tr>
</thead>
<tbody>
<tr>
<td>How strong was your sense of being involved in the visual environment?</td>
<td>1 = none, 2 = poor/mild, 3 = moderate, 4 = good, and 5 = excellent:</td>
</tr>
<tr>
<td>How strong was your sense of events occurring in the real world around you while involved in the environment?</td>
<td>1 = none, 2 = poor/mild, 3 = moderate, 4 = good, and 5 = excellent:</td>
</tr>
<tr>
<td>How strong was your sense of being involved in the experimental task?</td>
<td>1 = none, 2 = poor/mild, 3 = moderate, 4 = good, and 5 = excellent:</td>
</tr>
<tr>
<td>How strong did you feel comfortable inside the environment?</td>
<td>1 = none, 2 = poor/mild, 3 = moderate, 4 = good, and 5 = excellent:</td>
</tr>
<tr>
<td>To what extent did you feel confused or disoriented at the beginning of break or the end of the experimental session?</td>
<td>1 = none, 2 = poor/mild, 3 = moderate, 4 = good, and 5 = excellent:</td>
</tr>
<tr>
<td>How quickly did you adjust to the AR environment experience?</td>
<td>1 = very quickly, 2 = quite quickly, 3 = moderate, 4 = quite slowly, and 5 = very slowly:</td>
</tr>
</tbody>
</table>

Considering the turn-taking technique in our experiment, we also have other quantitative factors to be measured. Novices’ time taken to achieve their turn will be calculated and compared with the control group. Additionally, the number of queries and questions made by the novices, which indicate their progress in learning, will be taken in account and measured too.
In addition, the learning outcomes for the users, which is based on novices learning the rules for a new game, will be measured based on the participants (novices) learning achievements as well as the feedback of participants (experts). Their achievements will be recorded as marks during the learning process. These marks will be compared with the control groups marks later on to basically evaluate the performance of learning in our experiment.

5. Conclusion and Future Work

With the increasing development of display technologies such as smart glasses, handheld devices and AR tools, we have demonstrated in this work-in-progress paper a further elaboration and development of our MiRTLE+ system to enhance the collaboration between remote students in a mixed-reality smart classroom using AR technologies and various handheld and head-mounted devices. Our paper mainly focuses on exploring the learning effectiveness based on several factors; the students’ sense of presence, engagement, and immersion in a smart mixed-reality space (across different scenarios, immersive interfaces and learning tasks). Our initial proposed learning activity is based on a well know card game which will be used for the quantitative evaluation of the system with expert and novices learners. Furthermore, our proposed qualitative evaluation is based on several established frameworks for measuring the aforementioned factors in 3D virtual and mixed reality spaces. We are aiming to present the results from this research in future publications.
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