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Abstract

The thesis reports on three corpus-based studies in a Saudi university context. The first study is a
computer-aided error analysis (CEA) of a corpus of Saudi English majors’ writing. The second and

third studies employ the DDL approach to teach collocations and lexical phrases.

The errors in the Saudi learner corpus (SLC) were tagged following the Louvain Error Tagging
Manual 1.2. The CEA revealed that the ten largest error subcategories were (Form, Spelling), then
(Grammar, Verb Tense), (Lexical, Single), (Grammar, Articles), (Grammar, Verb Number),
(Grammar, Noun Number), (Word Redundant, Singular), (Word, Missing), (Lexical, Phrase) and
finally (Punctuation, Missing). These error types are analysed qualitatively to identify the linguistic

features that seem to be problematic for Saudi EFL learners.

Multiword units are notoriously difficult for L2 learners, and the Saudi EFL context is no
exception; in the second and third studies a number of collocations and lexical phrases were
selected from the SLC to be taught using DDL paper-based and dictionary-based materials. The
results showed that learners in general learn better under the DDL treatment. Learning gains as a
result of the DDL instructional condition in short-term delayed posttests were not significantly
better than the dictionary-based instructional condition in the case of collocations, but they were
significantly higher for the lexical phrases. The DDL long-term delayed posttests results were
significantly better than the dictionary results for both the collocations and lexical phrases. A
questionnaire and retrospective interviews were used to investigate students’ and teachers’ attitudes
and the results encouragingly revealed that they felt positive about the DDL materials. The data
shed light on strengths and weaknesses of the DDL and the traditional approaches.

The thesis closes with a discussion of the pedagogical implications, particularly with reference to

the use of corpus tools and corpus-based materials in the Saudi EFL context.
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Chapter 1 Introduction

1.1 Background to the thesis

Corpora, in the broad sense of the term, have played a role in language teaching and learning since
nearly 70 years. Most commonly, corpora have been utilized indirectly, particularly for identifying
frequent linguistic items forms, and their meaning and usage features for collection in dictionaries
and teaching syllabuses. Examples include The teacher's word book of 30,000 words (Thorndike &
Lorge, 1944), and the General Service List (West, 1953). This practice continues today in the
British tradition of lexicography, in particular, where almost all current major dictionaries and
grammar book publishing houses use corpora and their products are corpus-based to some extent.
Some of the recent advances in lexicography in the UK are attributed to the COBUILD project,
which was a turning point in lexicography history, and to the work of the late corpus linguist John
Sinclair (1987). In addition, recent lexicography projects of note feature corpus-based frequency
lists, e.g. Routledge Frequency Dictionaries, the Academic Word List (Coxhead, 2000), the Phrasal
Expressions List (Martinez & Schmitt, 2012), and the Phrasal Verbs List (Garnier & Schmitt, in
press). We are indebted to corpus linguists for all of these projects and more, and there are many
other avenues which can be explored by means of corpora. Fligelstone (1993) identified three aims
of corpus-based linguistics in teaching: teaching about the principles and theory behind corpus
linguistics, teaching to exploit corpora through theoretical and practical training in the use of
corpus data, and exploiting corpora to derive or drive teaching materials. In the current thesis we

are concerned with the last strand.

Applied corpus linguistics researchers started applying research methods already exploited in
applied linguistics particularly in second language acquisition (SLA), such as Contrastive
Interlanguage Analysis, longitudinal data analysis, individual case studies, (e.g., Hasko, 2013;
Myles, 2008, 2015; Vyatkina, 2013) and fields like error analysis (e.g., Granger, Hung, & Petch-
Tyson, 2002; Thewissen, 2013). Such methods were borrowed because they are readily applicable
for applied corpus linguistics and learner and native corpora seemed to provide new avenues and

lead to wider and more informed SLA investigations. The attention turned from corpus linguistics



to language pedagogy and how can corpus linguistics tools and techniques advance language
learning. This venture is largely led by applied linguists and language teachers rather than corpus
linguists (Boulton & Pérez-Paredes, 2014). Error-analysis studies of learner corpora are discussed

in more detail in chapter two.

In the 1980s, during the early years of corpora development, a separate venture emerged, where
language teachers and researchers working on corpus data saw a potential for corpus data in
pedagogical applications. Such explorations were mainly led by the late Tim Johns, however,
according to Boulton and Pérez-Paredes (2014), the first academic publication was that of McKay
(1980) where the aim was exploring verb patterns in context via printed corpus materials. Ahmad,
Corbett, and Rogers (1985) employed a more ambitious approach as students directly accessed an
electronic corpus pursuing their own enquiries. In 1990 Johns proposed the term ‘data driven

learning’ (DDL) (see also Johns & King, 1991).

Boulton and Pérez-Paredes (2014, p. 123) argue that it is possible today to find a hundred academic
papers or so evaluating some aspect of a corpus to benefit L2 learners; although it is “clear that
more diverse and rigorous research designs are needed to focus on the complex phenomenon
covered”. The second and third studies in this thesis address their plea by providing empirical
results on the effectiveness of the DDL approach for learning two types of formulaic language:
collocations and lexical phrases. Further details on the theoretical underpinning of DDL and its
relationship to second language acquisition and language teaching along with an overview of its
significant features and studies conducted to evaluate its effectiveness are presented in chapter

three.

1.2 Computer learner corpora: a new field of linguistic
research

Learner corpus research (LCR) is a relatively recent field of research. Granger (2002, p. 7) does not
approve of defining computer learner corpora as “Electronic collections of learner data”, and
considers this definition a “fuzzy” one because, according to this definition, data types that are not
corpora at all may be called corpora. Thus, she suggests, based on Sinclair (1996) definition of

corpora, defining computer learner corpora as follows: “Computer learner corpora are electronic



collections of authentic FL/SL textual data assembled according to explicit design criteria for a
particular SLA/FLT purpose. They are encoded in a standardised and homogenous way and

documented as to their origin and provenance”.

In a recent study, Granger (2008a, p. 338) defines computer learner corpora as “electronic
collections of (near-) natural foreign or second language learner texts assembled according to
explicit design criteria”. According to Granger (2002), academics and publishers started building
corpora of non-native varieties in the late 1980s and early 1990s. Their aims were often to improve
our understanding of the system and process of second language acquisition, and/or the
developmental stages of learners’ interlanguage, and/or developing language teaching materials
and methods to address more accurately the needs of language learners. Learner corpus researchers
can achieve these aims by collecting samples of learners’ output and then analysing them to
examine the linguistic features they use, evaluating their development over time and investigating
the linguistic items that seem to be problematic and have not been mastered. Furthermore, Granger
asserts that LCR’s power is evident in its links with a number of related disciplines- in particular,
second language acquisition, foreign language teaching, sociolinguistics, cognitive linguistics,

contrastive linguistics, lexicography, language testing, translation and natural language processing.

However, there are several issues that need to be considered when dealing with learner corpora
because of the nature of data and the purposes of collecting it. As pointed out by Granger (2004),
computer learner corpus research has been able to rely to some extent on the methods and analysis
apparatus used in the field of corpus linguistics. The two main methods of analysis in corpus
learner research are contrastive interlanguage analysis (CIA) and computer-aided error analysis

(CEA) (cf. Granger, 1998a; Granger, 2002, 2009; Leech, 1998).

The first strand of learner corpus research is Contrastive Interlanguage Analysis studies. According
to Granger (2009, p. 18), “Contrastive Interlanguage Analysis (CIA) involves quantitative and
qualitative comparisons between native language and learner language (L1 vs. L2) and between
different varieties of interlanguage (L2 vs. L2)”. The majority of CLC research has been CIA
studies. There are many studies covering different linguistic features, though it has been attested in

the literature that some features have received more attention than others

The second strand is computer-aided error analysis studies. As its name suggests, computer-aided

error analysis is an error analysis approach that relies on computer corpus annotation (Dagneaux,



Denness, & Granger, 1998). In comparison with CIA studies, a limited number of LCR studies
involve CEA. Some articles are descriptions of error-tagging systems (Dagneaux et al., 1998; Diaz-
Negrillo & Dominguez, 2006; [zumi, Uchimoto, & Isahara, 2004; J. C. P. Milton & Chowdhury,
1994; Nicholls, 2003), while others focus on specific error categories, such as lexical collocation
errors (Chi, Wong, & Wong, 1994; Laufer & Waldman, 2011), lexical errors (Lenko-Szymanska,
2003) and tense errors (Granger, 1999). The limited number of CEA publications should not come
as a surprise given the huge amount of time and energy required to tag errors and analyse the

results in learner corpora.

Aston (1995, p. 261) asserts that “corpora constitute resources which, placed in the hands of
teachers and learners who are aware of their potential and limits, can significantly enrich the
pedagogic environment”. Corpus data can feed mainly into the fields of materials and syllabus
design and classroom methodology (Reppen, 2010, 2011). Granger (2009) talks about two types of
usage of learner corpora: delayed pedagogical use and immediate pedagogical use. Delayed
pedagogical use of corpora is not used directly by the learners who have produced them. Such
projects are often built by publishers or researchers who want to describe a specific interlanguage
and/or design tailor-made pedagogical materials, which will be of use to learners of similar profiles
and the ones who produced the data in the first place (i.e., learners with the same mother tongue,
same level of language proficiency ). The more recent type of learner corpora is learner corpora for
immediate pedagogical use. They are compiled by teachers or researchers and the learners who
produced the corpus data are at the same time the users of the corpus-informed tools. The data can

also be used later by other learner groups of similar profiles.

Learner corpora for delayed pedagogical use are large and allow for wider generalisability.
Longman's Learner Corpus and Cambridge Learner Corpus are good examples of this type of
learner corpora. They are ideal resources for designing “generic” ELT tools like EFL dictionaries,
grammars or textbooks (cf. Gillard & Gadsby, 1998). Learner corpora for immediate pedagogical
use are much smaller and their advantage over delayed pedagogical corpora is that “they are
arguably more relevant” (Granger, 2009, p. 20), since learners use their own output. Mukherjee and
Rohrbach (2006, p. 228) argue that “the localization of learner corpus compilation” is a very

promising avenue in learner corpus research since:

[Flirstly, the focus on their own students’ output will involve many more teachers in corpus-based

activities and that, secondly, the exploration of learner data by the learners themselves will motivate



many more learners to reflect on their language use and thus raise their foreign language awareness.

1.3 The value of multiword units for L2 learners

Today, it is widely accepted that a large proportion of the language we meet and use is made up of
multiword units. Phraseological mastery is the key to native-like fluency and native-like accuracy.
Knowing the most useful multiword units plays an important role in foreign language learning and
teaching. Not only does “phraseology bind words, grammar, semantics, and social usage” (N. C.
Ellis, 2008, p. 5), it also has a strong impact positively or negatively on the three elements of
learners’ language proficiency: complexity, accuracy and fluency (Housen & Kuiken, 2009).
Meunier (2012, p. 111) states that the fact that language is highly formulaic by nature can be
regarded as basically “bad news for second language (L2) learners, and for many nonnative L2
teachers alike”. This difficulty stems particularly from phraseology not being subject to rule-based
knowledge. Martinez and Schmitt (2012) pointed out the key reasons why formulaic sequences are
so essential in language. They stated that formulaic language is pervasive in language output, and
various studies have similarly produced high percentages. Furthermore, formulaic language fulfills
a wide array of meanings and functions to the point where it has been claimed that there are
conventionalized language patterns for all communication incidents. Formulaic language has also
been found to have processing advantages for L1 and sometimes L2 speakers and it is often read
more quickly. L2 learners’ high competence in formulaic language use improves their language

fluency and accuracy, and consequently, the perception of their L2 language proficiency.

Instruction can help and it has been shown to make a difference. The aim of language teaching is to
improve learners’ L2 language proficiency. Thus, it should focus on promoting learners’
knowledge and use of multiword units. Meunier (2012, p. 112) summarized in three reasons why

teaching multiword units is relevant in L2 teaching:

(a) formulaicity is ubiquitous in language; (b) formulaic language use has been shown to be a
marker of proficiency in an L2...; and (c) studies have demonstrated that L2 language learners find
formulaicity particularly challenging as it is impossible for them to use the innate native intuition
usually associated with formulaic language use....



1.4 English in the Saudi education system

In this section, given that these studies are located in Saudi Arabia, I provide an account of the
Saudi education policy to enable the reader to better appreciate the nature of the participants’

learning experiences both at school and at university.

In general, all school pupils in Saudi Arabia study English from grade four in primary school at
nine or ten years of age until they complete their secondary school education. The participants in
the current thesis had studied English from the first year of intermediate school aged about 13 years
old. Primary school consists of six grades; intermediate and secondary school both consist of three
grades. The Saudi educational system mandates the same curricula and textbooks for the whole
country. Both state and private schools follow this system. The Ministry of Education is
responsible for designing course books and revising them. Thus, we can say that the participants in
the current thesis had received similar prior instruction, following the same syllabus and textbooks

during their schooling.

Throughout their schooling, pupils have four English lessons a week of 45 minutes each. Based on
my experience as an EFL teacher and learner, the grammar translation method is the dominant
approach in English classrooms. Vocabulary teaching often consists of giving learners a list of the
target lexical items, and the teacher explaining their meanings through translation into Arabic.

Pupils are asked to memorize lexical items, sometimes by repetition, i.e. rote learning.

1.4.1 The target context

The study took place at the English Language and Translation Department at Qassim University.
Recently, the department started following the semester system. Students have to study eight
semesters to graduate with a bachelor degree in English language and translation. The
undergraduate program consists of professional modules involving language and linguistics,
literature, translation, foreign language teaching methodology and general modules such as Islamic
culture, psychology, sociology, and the Arabic language. The target population of this study were

sophomore students in their second year. Students at this level have taken modules on listening,



speaking, reading, grammar, vocabulary, translation, prose and other general modules. They are
introduced to the writing module in the second semester. The writing textbook they are taught in
the second semester is Effective Academic Writing 1 (Savage and Shafiei, 2007), and in the third
semester the next book in the series, Effective Academic Writing 2 (Savage and Mayer, 2005). In
Effective Academic Writing 1, students are introduced to the academic paragraph in the first unit.
Then, the following five units present five different rhetorical modes: descriptive paragraphs,
example paragraphs, process paragraphs, opinion paragraphs, and narrative paragraphs. In Effective
Academic Writing 2, students are introduced to three and four paragraph essays. Then, they are
taught descriptive essays, narrative essays, opinion essays, comparison and contrast essays, and
cause and effect essays, respectively. At the time of data collection, they were studying the opinion
essay. Examining the types of essays with which students were familiar was important for me to

decide on an appropriate topic/genre when collecting the data for the first study.

All academic modules are taught over a fifteen/sixteen-week term followed by an achievement
examination which is supposed to represent most of what has been covered during the semester.
The reading and vocabulary modules are covered by Interactions I (Kirn and Hartmann 2006),
Interactions 2 (Hartmann and Kirn, 2006), and Mosaic 2 (Wegmann and Knezevic, 2005). These
reading series are designed to prepare students for academic content. In the classroom, students are
assigned to read selected passages from textbooks in different subjects, do comprehension

exercises and study the new vocabulary found in the texts.

Besides this, students are given an intensive course in vocabulary before they are admitted into the
department. In this course, the teacher presents new lexical items, synonyms, definitions and
phrases based on general topics covered in the course material. In addition, students are
familiarized with activities for improving dictionary-using skills. In particular, they are trained to
be effective and practical users of a monolingual dictionary. By the end of this course, English
majors are expected to able to use an English—English dictionary well, find the information quickly
and use it in their English studies, check spellings, phonetic symbols, grammatical information,

correct forms of idioms, phrasal verbs and collocations.



1.5 Significance of the present study

In this thesis I aim to provide a detailed description and discussion of an empirical computer-aided
error analysis (CEA) of a learner corpus. The CEA will be conducted to identify the most common
errors that Saudi university students in the Department of English Language and Translation at
Qassim University make in writing. The results will give us authentic and accurate examples of
these learners' erroneous usage of many linguistic features, which will be to some extent
generalizable to any learner group from the same mother tongue and with the same language
proficiency level. CEA is a comprehensive and systematic process which is labour intensive and
time consuming, but it helps us to gain a clear understanding of what this group of learners can get
wrong in the target language better than most of the other available resources. As pointed out by
Granger and Tribble (1998), the process of selecting language items for form-focused instruction
has long been based on teachers’ and materials designers’ intuitions. While this approach can be
effective sometimes, it cannot provide a complete and detailed description of L2 learners’
problems. Further, Rundell and Granger (2007) assert that experienced teachers will usually have
some knowledge about the areas of difficulties for their L2 learners; however, good corpus data can

pinpoint recurrent problematic areas.

Data from what turned out to be two of the most common error types, namely lexical single and
lexical phrase, will be used as the basis for ELT materials that target these errors and which aim to

provide learners with the information they need to achieve greater accuracy and fluency.

Recently, researchers have stressed the need to introduce multiword units to L2 learners. They have
explicitly called for empirical research in this field to investigate the most effective methods for

learning multiword units. Surprisingly, however, there are few empirical studies of this type:

[An] issue that will need to be addressed in the future is the paucity of solid empirical studies
reporting on formulaic-enhanced teaching practices. We desperately need studies that focus on
questions such as: How many times do teachers draw learners’ attention to the formulaic nature of
language? What words or expressions do they use to refer to formulaicity? Which concrete
exercises do they do in class with their students to promote the productive use of formulas?
(Meunier, 2012, p. 123)



It is likely that rule-based grammar knowledge plays a relatively small role, while knowledge of
memorized sequences plays a much larger role. If research confirms this, then it is important to
know a range of effective ways of developing knowledge of the sequences, or multiword units
(Nation & Webb, 2011, p. 175)

It was therefore essential for me to select potentially appropriate teaching methods and exercise
types when designing my study to investigate the improvement of L2 learners’ knowledge of
multiword units. There was no guarantee at that point of the study that they would be effective for
that purpose; nevertheless, it seemed a valid quest. Corpus data seemed a strong candidate because
of its authenticity. The amount and quality of input is of immense importance (N. C. Ellis, 2002a,
2002b, 2003). Sinclair (2004a) stated that the language teaching practitioners realized that teaching
of lexical and phraseological units needed a higher priority and they are best accessed through
corpora to retrieve reliable information. Corpus data and sometimes dictionary data has been
recommended for learning multiword units because of its efficiency in revealing the formulaic
aspects of multiword units in context (Cheng, 2010; Gilquin & Granger, 2010; Greaves & Warren,
2010; Meunier, 2012). Corpora and their digital tools can compensate for the lack of authentic

English inherent in foreign language learning contexts.

In the framework of the noticing hypothesis, Schmidt (1995, p. 20) claimed that “what learners
notice in input is what becomes intake for learning”. Although the role of noticing and the claim
that it results eventually into uptake is debated in the literature on instructed input in L2 language
teaching, its facilitative role is undeniable. Furthermore, some researchers attribute L2 learners’
struggle with formulaic language to the fact that they are simply unable to notice them. Howarth
(1996, p. 186) states that L2 learners’ problems with multiword units are the result of “a lack of
awareness of the phenomenon”. Along the same lines, Wray (2002, p. 206) argues that learners are
at a disadvantage when “trying to express ideas idiomatically” because of their weak ability to
distinguish formulaic patterns from nonformulaic patterns. Thus, input enhancing techniques
should be used by teachers to promote noticing. The use of corpus data can facilitate the
typographical enhancement of multiword units, for instance, through the key word in context

feature in concordances and through bold font.



1.6 Overview of thesis

The first chapter is an introduction that addresses the major bases underlying the three studies in
the thesis and a description of the studies context. It includes a brief review of the role of error
annotated learner corpora, the DDL approach and multiword units in the L2 learning field. The
second chapter focuses on the computer-aided error analysis of a Saudi learner corpus of written
English. A literature review of the studies addressing the effectiveness of the DDL approach is
presented in the third chapter. The fourth and fifth chapters are detailed accounts of the methods
used in the collocations and the lexical phrases studies, respectively, together with their results and

the relevant discussion. The last chapter is the conclusion chapter.
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Chapter 2 Computer aided error analysis of
Saudi students’ written English

2.1 Introduction

The first section in this chapter is an overview of the field of learner corpus and error analysis
research. The second section provides an overview of computer-aided error analysis studies. The
third section gives a description of error taxonomies in error analysis. This is followed by a review
of studies of Arab learners’ common errors in the fourth section, and research questions are
presented in the sixth section. A detailed account of the current study methodology and findings is
provided in the seventh section. The first subsection in the seventh section provides information
about the target population. The second subsection describes the characteristics of the error tagging
system employed in this study, and the rationale behind choosing this specific system. After that,
the procedures followed in collecting and analysing the data are reported. In the fifth subsection, I
will present the results of the CEA of the Saudi learner corpus (SLC). The findings of the CEA will
be described and discussed quantitatively and qualitatively. The most frequent errors in the SLC
will be illustrated in tables and graphs. The results will also be discussed in relation to the literature

where possible.

2.2 Development of learner language and error analysis
research

R. Ellis and Barkhuizen (2005) define error analysis (EA) as “a set of procedures for identifying,
describing and explaining learner errors”. Errors can occur in comprehension and production, but
comprehension errors are often difficult to spot due to the near impossibility of detecting the exact
linguistic source of an error. Thus, “EA is de facto the study of the errors that learners make in

their speech and writing” (p. 51).
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As a research tool for investigating L2 learner language, EA has a short history dating from the
1960s, when it was introduced as a superior, alternative approach to contrastive analysis (CA).
However, CA itself was not a method for examining learner language; rather it involved comparing
the system of the learner's L1 with that of the target language (TL). It was believed that errors were
the product of a negative transfer, and CA was concerned with the identification of the mismatches
between the L1 and the TL in order to predict what errors learners would make. Proponents of CA
claimed that the differences in linguistic features between the mother tongue and the TL could be
utilised in designing language teaching materials as according to the CA hypothesis: “Where two
languages were similar, positive transfer would occur; where they were different, negative transfer,
or interference, would result” (Larsen-Freeman & Long, 1991, p. 53). Researchers were concerned
with cross-linguistic influence (i.e. language transfer) and the expected negative influence of the
learner's first acquired language on his/her learning of the second language. A good example of a
CA book is Stockwell, Bowen and Martin's 7The Grammatical Structures of English and Spanish
(1965).

The dominance of the CA approach came at a time when structuralism and behaviourism were the
influential paradigms. Hence errors were considered as something to be avoided at any cost.
Language learning was thought to be a mechanical process of habit formation, thus errors were not
to be accepted in the language classroom for fear of them becoming permanent in L2 learners’
output due to repetition. Errors were not considered a normal transitional stage when learning a
language, and teachers were advised to correct learners’ errors immediately when they occurred

during rote exercises (Larsen-Freeman & Long, 1991).

However, in the 1960s, CA faced criticism. It was found that many of the errors predicted by CA
did not occur, and furthermore, errors that were not supposed to occur were present in learner
language (see Klein, 1986; Sridhar, 1980; Upshur, 1962). These findings, along with the rejection
of behaviourism (see Chomsky, 1959) on which CA built its theoretical bases, led researchers at
the time to look for another method for studying learner language. In addition, CA’s close
association with the structuralist approach to language, which was challenged and eventually seen

as inefficient, contributed to its dismissal. Chomsky and DiNozzi (1972) questioned the
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structuralist approach and claimed it could be efficient for phonology and morphology because
both have a complete collection of units, but that it is insufficient for syntax since an infinite
number of sentences can be produced, thus a complete collection is impossible (see Chomsky &
DiNozzi, 1972; Mitchell, 1984). Most of all, CA did not involve identifying and describing
performance errors in learners’ production, which was what language practitioners were concerned
with, rather it focused on predicting error occurrence based on the differences between the

linguistic systems of the L1 and the L2.

Following this development, EA was the method that researchers turned to. Corder (1967) was the
first to point out the significance of errors in the language learning process, and he believed learner

errors were significant in three different ways:

First to the teacher, in that they tell him, if he undertakes a systematic analysis, how far
towards the goal the learner has progressed and, consequently, what remains for him to
learn. Second, they provide to the researcher evidence of how language is learned or
acquired, what strategies or procedures the learner is employing in his discovery of the
language. Thirdly...they are indispensible to the learner himself, because we can regard the
making of errors as a device the learner uses in order to learn. (p. 167)

Corder’s ideas were influential to the EA paradigm, and a number of studies appeared in the late
1960s, the 1970s and early 1980s, such as Corder’s Error Analysis and Interlanguage (1981),
which aimed to compare the learners' interlanguage—that is, the learners' version of the target

language (Selinker, 1972) with the target language—and Richards' Error Analysis (1974).

EA is associated with nativist theories of language learning which attribute the process of learning
a language to the mental processes that occur in the mind. Furthermore, EA is also closely linked to

the interlanguage theory. Indeed, as pointed out by R. Ellis and Barkhuizen (2005), it

[b]ecame the testing ground for the respective claims of behaviourism and nativist learning
theories...The closeness of the link between EA and interlanguage theory is demonstrated
by the title that Widdowson gave to the posthumous 1981 collection of Corder’s articles:
Error Analysis and Interlanguage. (p. 56)

The interlanguage hypothesis was formulated by Adjemian (1976), Corder (1967) and Selinker
(1972), among others. According to Adjemian (1976), the sine qua non of the interlanguage
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hypothesis is that interlanguages are natural languages and, therefore, subject to language
universals at any developmental stage, and consist of “a set of linguistic rules which can generate

novel utterances” (p. 299).

According to Corder (1974), EA consists of the following stages: (1) collection of a sample of
learner language; (2) identification of errors; (3) description of errors; (4) explanation of errors; and
(5) error evaluation. These procedures are not straightforward and there are different problems
associated with some of the stages. In particular, and of direct relevance to the purposes of the

present study, are problems related to stages (2) and (3) (see section 2.3 below).

EA has been criticised in a number of aspects (e.g. Bell, 1974; Long & Sato, 1984; Schachter &
Celce-Murcia, 1977; Van Els, Bongaerts, Extra, Van Os, & Janssen- Van Dieten, 1984). R. Ellis
(2008Db, p. 60) states that “[t]he criticisms levelled at EA fall into three main categories: (1)
weakness in methodological procedures; (2) theoretical problems; and (3) limitations in scope”.

The first problem is discussed in section 2.3 below, while I focus on the other two drawbacks here.

Some researchers consider EA to be theoretically flawed because it considers a certain target
language variety as its reference point. This is considered a problem because “it is not always clear
what the learners' reference group is and that, in some cases (for example, a Hispanic living in an
African American area of New York), they may be targeted on some non-standard variety” (p. 61).
Moreover, Bley-Vroman (1983) argued that learner language should be studied as a variety in its
own right, and accused EA of falling for the comparative fallacy, that is examining learner
language solely in terms of the target language norms. James (1998, p. 17) responded to this
criticism by pointing out that “as long as FL learners are prepared to see and call themselves
learners, the assumption that they wish to conform [to the native speaker's standard] is surely a

reasonable one to make”.

Another frequent criticism is that EA fails to provide a complete picture of learner language, as it is
important to see what learners can do correctly as well as what they do incorrectly. R. Ellis (2008b)
referred to this criticism as “overstated”, and as far back as 1971, Corder (1971) argued that

learners' production should be examined in totality. Furthermore, R. Ellis (2008b, p. 61) contended
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that “there is nothing to prevent the researcher doing this”. In addition, EA is perceived as limited
because most of the studies are cross-sectional, being collected at a single point in time, and
therefore fail to provide a comprehensive view of learner language at different stages of
development. However, as pointed out by R. Ellis (2008b), this problem is not “a necessary one”,

and EA can be used in longitudinal studies of learner language (e.g. Chamot, 1978, 1979).

The most serious criticism of EA is related to avoidance, defined as when learners avoid using
structures they find difficult or are unsure of. A number of studies have provided evidence for L2
learners resorting to avoidance (e.g. Dagut & Laufer, 1985; Hulstijn & Marchena, 1989;
Kellerman, 1977; Kleinmann, 1978; Schachter, 1974). Learners resorting to avoidance may lead
researchers to conclude that they have no difficulty with these structures: “EA, which focuses
exclusively on what learners do, has no way of investigating avoidance and is, therefore, seriously
limited” (R. Ellis, 2008b, p. 62). However, there are researchers who argue that utilising some
corpus tools and methods can help in investigating avoidance in learner language. This point is
discussed in more detail in section 2.7.2.1 as one of the advantages of modern day computer tools
and learner corpora. A further weakness attributed to EA is that of error taxonomies, which are
often not data-driven, contain subjective characteristics and include overlapping categories

(Abbott, 1980; Dulay, Burt, & Krashen, 1982).

Therefore, it is clear the heyday of EA was in the 1960s and 1970s, before it fell out of favour
temporarily due to the criticisms highlighted above (see Hammarberg, 1974; Long & Sato, 1984;
Schachter, 1974; Schachter & Celce-Murcia, 1977). However, studies in EA continued and
responses to the criticism appeared in a number of studies (e.g. Abbott, 1980; Corder, 1971;
Faerch, 1978; Zydatiss, 1974). Today, it seems that EA has had a rebirth following significant
research in the past three decades, such as James (1998, 2013), Kellerman (1995), Kellerman and
Smith (1986), and Odlin (1989) and the availability and advancement of tools for computer-based
analyses of learner language (R. Ellis, 2008b).
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2.3 Computer-aided error analysis

The roots of CEA are found in the methodology of EA, but the process claims to overcome the
limitations of EA in several areas. For instance, since learners' output texts are computerised, they
are more manageable than traditional EA data, and can be subjected to a wide array of software
tools for corpus analysis, which results in systematic analysis and greater possibilities (Granger,
1998a). Furthermore, since learner corpora are systematic collections of data, given the strict
design criteria that should be followed, CEA data and results can be considered representative,
balanced and generalisable for similar environments (Granger, 2003; Nesselhauf, 2003, 2005).
Moreover, CEA data can be viewed in a larger overall context of output, meaning “learner corpora

give us access not only to errors but to learners' total interlanguage” (Granger, 1998a, p. 6).

Clearly, CEA opens doors for large and sophisticated EA, a possibility discussed in detail in
section 2.7.3.1. Finally, as asserted by R. Ellis (2008b, p. 65) “error analysis continues to have a
role to play in remedial approaches to the teaching of writing”. For example, Ferris (2011) revived
Hendrickson's (1978) call for researchers to examine L2 learners' errors to help decide which

linguistic features to teach.

2.3.1 Overview of previous CEA studies

Given the limitations of space, it is not possible to cover many CEA studies. Instead, I will refer to
two studies that are of particular interest to the present study, Dagneaux et al. (1998) and D. J. Lee
(2007) as both utilised the same error tagging system as the one used in this study: Université
Catholique de Louvain Error Editor (UCLEE). In Dagneaux et al.’s study, the data were collected
from French speaking learners of intermediate and advanced levels. The learner corpus in Lee’s
study was compiled from Korean speaking EFL students who were at a high beginner/elementary

level of English.
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2.4 Error taxonomies in error analysis

Before conducting an EA, a workable definition of what is to be considered an error is essential.
However, this is not a completely straightforward task. It has long been discussed in the EA
literature that there are many problems and different arguments associated with defining,
identifying, describing and explaining errors. One of the main difficulties is selecting the criterion
of identifying an ‘error’, whether according to grammaticality or acceptability. If grammaticality is
the criterion chosen, then following Corder (1971) and James (1998) we will consider the grammar
of that language variety as the ‘code’, and errors can be defined as “breaches of rules of the code”
(Corder, 1967, p. 101). Some researchers find this problematic because what is well-formed in one
form of the target language might not be considered so in another form, and this particularly
applies in the areas of semantics and phonology. On the other hand, acceptability depends on the
subjective evaluation of the researcher and her/his stylistic judgments, rather than her/his
grammatical ones. Thus, it is regarded as a highly subjective approach. However, as R. Ellis and
Barkhuizen (2005) pointed out, the distinction between grammaticality and acceptability in the
practice of EA can be blurred, as is evident in the definition of error used by Lennon (1991) in his
own research: “A linguistic form or combination of form which, in the same context and under
similar conditions of production, would, in all likelihood, not be produced by the speakers' native

speaker counterparts” (p. 182).

Another difficulty related to the identification of errors is whether to restrict the analysis to
absolute errors or include dispreferred forms. R. Ellis and Barkhuizen (2005, p. 59) argued that
“[t]he distinction between absolute errors and not preferred forms is a continuous one with the
result that deciding what to count as an error is likely to be at least partly subjective”. Lennon
(1991, p. 191) referred to two dimensions which are partly responsible in identifying errors—
domain and extent—defining domain as “the rank of the linguistic unit which must be taken as
context in order for the error to become apparent”. This may include a word, a phrase, a clause, a
previous sentence or extended discourse that might include the whole text. Extent refers to the rank
of the linguistic unit (i.e., a morpheme, a word, a phrase or a sentence) that needs to be
reconstructed to repair the error. Clearly, if the domain and/or extent are narrow, it is easy to

identify the error, and conversely if the domain and/or extent were broad, identifying the error
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would be much more difficult. In the following example from R. Ellis and Barkhuizen (2005, p.
59), the domain of the error is shown by [ ] while the extent is shown by italics: They [passed near

a zoo and stop] in a forest.

Most researchers agree that describing errors is a comparative process (e.g. Corder, 1974, p. 128).
Consequently, describing learners' errors involves explaining how the form used by the learner
differs from the form used by a native-speaker counterpart. R. Ellis and Barkhuizen (2005, p. 60)

described the two steps involved in describing learners' errors:

(1) The development of a set of descriptive categories for coding the errors that have been

identified.
(2) Recording the frequency of the errors in each category.

James (1998, p. 95) argued that certain criteria should be taken into account when developing a
system for describing learners’ errors. The system of categories (referred to as a taxonomy) must
be “well-developed”, “highly elaborated” and “user-friendly” since errors are sometimes complex
even when they are produced by beginners. Dulay et al. (1982) suggested that there are four types
of error taxonomy: the comparative taxonomy, the communicative effect taxonomy, the linguistic
taxonomy and the surface structure taxonomy. The first two types deal with error causes and error
gravities, respectively, but for the purposes of the present study we are only concerned with

descriptive taxonomies: the linguistic taxonomy and the surface structure taxonomy.

As indicated by its name, a linguistic taxonomy describes errors in terms of linguistic categories
“based on the linguistic item which is affected by the error” (Dulay et al., 1982, p. 146). First, the
system specifies the level of language the error is located in: grammar, lexis, discourse or text.
Then there is a specification of the category to which the error belongs. For instance, if it is a
grammatical error we have possible categories including auxiliaries, sentence complements and so
on. James (1998) suggested a refinement to this system and argued that after establishing the level
of the error, the next step should be specifying its class. For example, if it were a grammatical
error, the classes would include noun, verb, adjective, adverb, preposition, conjunction, determiner,
pronoun and so on. After that, “we need to assign a rank to the error, in terms of where it lies on
the hierarchy of units that constitute its level” (p. 105). Therefore, if it is an error on the grammar

level, and in the class of noun, we need to assign a rank to the error, for example, morpheme, word,
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phrase, clause or sentence. Finally, we need to specify the grammatical system that is affected:

tense, countability, voice, number and so on.

A linguistic taxonomy is often based on a classification system derived from the descriptive
grammar of the target language, e.g. Quirk, Greenbaum, Leech, and Svartvik’s 4 Comprehensive
Grammar of the English Language (1985). R. Ellis and Barkhuizen (2005) argued that a
descriptive taxonomy has an advantage over other types of taxonomy because “it utilises well-
established grammatical categories and thereby maximises the practical applications (for example,

for teaching)”. They asserted that:

The categories finally chosen for the analysis need to be data driven. That is, rather than start with a
fully elaborated set of categories derived from a descriptive grammar, the analyst should develop
categories (based on a descriptive grammar) to reflect the errors identified in the sample. (p. 60)

The aim is to minimise subjectivity in the process of error diagnosis and classification (Dagneaux

et al., 1998; Dulay et al., 1982; James, 1998).

According to Dulay et al. (1982, p. 150), the surface structure taxonomy is based on “the ways
surface structures are altered” in erroneous forms. They found four main ways in which learners

alter target forms:

1) Omission: This should not be confused with ellipsis (E) and zero (Z) elements that are
grammatical, whereas omission is ungrammatical.
He’ll pass his exam but I won’t [pass my exam]. Ellipsis.
* He’ll pass his exam and I [@] too. Omission.
2) Addition: Dulay et al. (1982, p. 156) suggested that this is the “result of all-too-faithful use of
certain rules”. It includes the following three subcategories:
a. Regularisation (for example, *buyed for bought)
b. Double-marking (for example, *He doesn't knows me)
c. Simple additions, which includes all additions not describable as
regularisations or double markings

3) Misformation: the use of the wrong form of a morpheme or structure. It also has been divided
into three subcategories:
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a. Regularisation, for example, *Do they be happy?
(Ellis and Barkhuizen, 2005, p. 61)

b. Archiform, which Dulay, Burt and Krashen (1982,
p. 160) defined as “[t]he selection of one member of a class of forms
to represent others in the class”, e.g. using only that from the set of
this, that, these, those

c. Alternating forms (for example when in the learner's
interlanguage he alternates between the correct use of
negation *I don’t play and the wrong one *I no play)

4) Misordering: the incorrect placement of parts of a word, a word, or words in an utterance (for
example *He every time comes late home). Dulay et al. (1982, p. 163) attributed this type of error
to “word-for-word translation of native language surface structures” when producing utterances in
the target language.

James (1998) suggested adding another category to this taxonomy:

5) Blends: “It is typical of situations where there is not just one well-defined target, but two. The
learner is undecided about which of these two targets he has ‘in mind’” (p. 111). An example of
this is *The punishment consists of a sentence to prison, which is a combination of the noun

phrases a prison sentence and being sent to prison (Examples taken from James, 1998, pp. 106-
113).

However, as pointed out by R. Ellis and Barkhuizen (2005):

Such a taxonomy is, by itself, of less obvious practical use as grammar teaching is organised in
terms of traditional descriptive categories. However, it may still be of pedagogic use in helping
teachers to show learners how their productions deviate from target language norms. (p. 62)

The two taxonomies I have just described are not necessarily mutually exclusive. As R. Ellis and
Barkhuizen (2005) and James (1998) point out, a multidimensional taxonomy is possible, even
advantageous. A good example of such a taxonomy is found in Burt and Kiparsky (1972), The
Gooficon: A Repair Manual for English. Errors in this taxonomy are primarily organised by means
of linguistic categories, and the different types of errors within the linguistic category are
distinguished through utilising surface structure categories. For instance, the linguistic category
English clauses is subdivided into two surface structure categories, missing parts and misordered

parts.
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A number of recent studies have developed error taxonomies for their own purposes. In their study,
Dagneaux et al. (1998) analysed the data of'a 150,000-word learner corpus of English written by
French learners of intermediate and advanced level. They used version 1.1 of the error tagging
system developed at Louvain University by Dagneaux, Denness, Granger, and Meunier (1996),
which is a descriptive system (for further details see section 2.7.3.2). The study aimed to examine
the learners' rate of progress in a range of grammatical and lexical variables. They pointed out that
the approach they used had helped them discover some of the persistent errors these learners made

in writing.

Ferris and Roberts (2001) focused on five categories of errors to investigate the effect of explicit
feedback on learners' ability to edit their written texts by themselves. The error categories they used
were: verb errors in tense or form; noun ending errors (plural, possessive, missing or unnecessary);
article errors (missing or unnecessary or incorrectly used); word order (wrong word choice or word
form); and sentence structure (missing or unnecessary words, wrong word order, and sentence
fragments). Clearly, this small number of error categories does not help in identifying other types
of errors, such as stylistic and discourse errors. Chandler (2003) used a larger taxonomy with more
than twenty error categories, such as verb tense, spelling, article, punctuation, wrong word,
fragments and subject-verb agreement. However, while this study included more error categories
than Ferris and Roberts, it was unable to cover all possible errors in a learner's written text.
Furthermore, some categories overlap, thus we can conclude that it is not a definitive error

taxonomy for EA.

There are also error taxonomies developed specifically for learners from a certain L1 background.
Diaz-Negrillo and Garcia-Cumbreras (2007) revealed the results of a four-year project to develop
an error tagging system for use on English texts written by Spanish-speaking learners. The system
consisted of an error taxonomy and software tools derived from it. The aim was to provide “a
language-specific, fine-grained classification of errors” (p. 198). In addition, A. Y. W. Chan (2010)
developed an error taxonomy for Cantonese ESL learners of English that covered four levels:
morphological, lexical, syntactic and discourse errors. In her study, A. Y. W. Chan aimed to

identify the errors commonly found in Cantonese ESL learners’ written texts and to establish the
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error taxonomy based on these written data. In both studies, the error taxonomy developed is local
rather than universal, being appropriate for specific types of English learners. The argument has
been made that they can be expanded and developed to suit other environments, but the task is far
from straightforward. Another well-known annotated learner corpus is the Chinese Learner English
Corpus (CLEC), which consists of one million words of essays written by Chinese L2 learners of
English at five proficiency levels. The corpus is annotated using an error taxonomy that consists of
61 error types under 11 major categories (Gui & Yang, 2002). The aforementioned studies are by
no means an exhaustive list of the studies on tagging errors of L2 learners from specific L1s. They

merely represent a sample of the available ones.

2.5 Overview of studies of Arab learners' common errors in
writing

2.5.1 Computer-based studies of Arab learners’ common errors

To the best of my knowledge, it seems there is only one corpus-based EA project, the BUiD (The
British University in Dubai) Arab Learner Corpus (BALC), which aims to examine Arab learners'
spelling errors. This is a work in progress research project led by researchers at the British
University in Dubai, The United Arab Emirates and the University of Birmingham, UK. According
to Randall and Groom, the corpus consists of 1,865 texts written by first year university students
and third year secondary school students (the last year of general schooling). Randall and Groom

(2009) argued that:
Such an analysis will assist in the design of pedagogic materials to improve the spelling and
word recognition skills of Arab learners. Such language-specific programmes are important

as it is clear from this and other analyses that different L1 language users have different
problems when faced with English orthography. (p. 9)
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2.5.2 Non computer-based studies of Arab learners’ common errors

A number of studies have investigated Arab learners’ errors in English, and while some have
focused on certain error categories, others have tried to provide a comprehensive picture. Haggan
(1991) analysed Arab learners' spelling errors according to eight categories: consonant doubling;
other consonants; errors involving schwa; errors involving silent e; other vowels; letter
misordering; unanalysable; and homophones. The subjects in her study consisted of two groups:
first and fourth year university students who were all English majors. Haggan wanted to compare
the spelling errors produced by the two groups, examine any improvement in the learners' ability to
spell in English by comparing the production of the two groups and identify the spelling errors that
seemed to be persistent in the learners’ writing. For the first year students, the most frequent errors
occurred in the other vowels category. The second most frequent error category was errors
involving silent e, followed by consonant doubling, errors involving schwa, unanalysable,
homophones, other consonants and finally letter misordering. For the fourth year students, the most
frequent error category was also other vowels. The second most common error category was errors
involving schwa, followed by other consonants, unanalysable, consonant doubling, errors involving
silent e, letter misordering and finally homophones. Haggan concluded that mispronunciation and

L2 learners lack of awareness of spelling rules and patterns are the major underlying causes.

In another study, Haded (1998) focused on Arab learners’ errors in using six English tenses,
excluding the future. The subjects were twenty students in their last year of high school. The
percentage of errors in his study was calculated by dividing the number of errors per category by
the number of items assigned for each tense category, then the result was multiplied by the number
of participants. Finally, it was multiplied by a hundred to derive a percentage. According to his
analysis, the most difficult tense is the past perfect 66.25%. The past progressive 63.75% came
second, followed by the present perfect in third place with an error rate of 63%. The fourth tense
error category is present progressive 61.25%, and the simple past, with an error rate of 47.5%, is
fifth, and the present tense seems to be the lowest tense category in errors with an error rate of

24.5%.

In a project aiming to tackle the problems Arab learners of English have in using English articles,

Kharma (1981) included learners at primary, secondary and university levels. In order to identify
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the problematic areas, a fill in the blank test was administered and a sample of each student's
writing collected and analysed. For the students at the primary and secondary levels, the easiest
article was ‘the’, followed by ‘a/an’, while ‘no article’ seemed to constitute the greatest problem. In
the case of university English majors, fewest errors occurred with the use of ‘the’, while errors in
the use of ‘a/an’ were more frequent than that of ‘no article’, although less intensive. Other studies
which focused on specific features or categories include errors related to the use of the English
definite/indefinite articles (Willcott, 1978), spelling errors (Ibrahim, 1978) and stylistic errors
(Doushaq, 1986).

M. S. Scott and Tucker (1974) examined Arab learners’ errors on a larger scale. The subjects in
their study were twenty-two L1 Arabic EFL learners enrolled in their first semester of an intensive
English language course at the American University of Beirut. The learners needed to complete
two, three or four semesters of intensive English courses to be able to enter the university. M.S.
Scott and Tucker collected samples of the learners' oral and written output at the beginning and end
of the semester to record any possible improvements and compare errors. They analysed errors
according to fourteen categories: finite verbs, prepositions, articles, relative clauses, sentential
complements, repetition of subject or object, nouns (wrong number and pronouns), wrong word,
word order, quantifiers, adverbs, adjectives and genitive constructions. It was found that learners
made most errors in the areas of verbs, prepositions and articles, while relative clauses errors were
also frequent. However, none of these studies provided clear pedagogical implications or enough

examples of Arab learners' errors for ELT practitioners to draw on in designing ELT materials.

To the best of my knowledge, the most comprehensive record of Arabic-speaking learners errors in
English is Kharma and Hajjaj’s Errors in English Among Arabic Speakers: Analysis and Remedy
(1989, 1997). The authors claimed to be presenting problems and difficulties of Arab learners when
learning English based on genuine data collected from actual students at different English
proficiency levels. However, we are not provided with any further information about the processes
of collecting the written texts, or analysing them. The book covers four major error categories—the
sound system, vocabulary, the sentence and discourse—and each is further subdivided into many
sections. In most cases, the authors tried to present the attested difficulty then identify its source,
sometimes by comparing the linguistic system of the mother tongue and the target language, and

suggested some teaching measures to help learners overcome these difficulties.
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Most of these EA studies, which are not CEA, suffer from some methodological issues, and they
are subject to the same problems and limitations of traditional EA. Furthermore, their contribution
to ELT is also limited, as they do not provide enough information on the learning context, the
learners' linguistic background or examples of the erroneous forms, instead presenting mere
numbers of error frequency. In addition, we do not have access to errors in context or examples of
learners' correct forms along with the wrong forms, mainly because the texts are not computerised.
Information about the errors' original contexts and examples of correct usage can better pinpoint
the difficulties the learners are facing. The error taxonomies used in these studies also suffer from a

number of limitations, chief among them, their limited categories.

The present study is the first part of a larger project where the results of the detailed CEA were
used in the next two studies for designing corpus-based materials. The aim of the second and third
studies is to evaluate the efficiency and the outcomes of these materials and the DDL approach for
ELT in the context of a Saudi university. The CEA in the present study is carried out to generate
comprehensive lists of specific error types, and then compute and classify them in different ways.
Furthermore, this method will enable us to view errors in their context and alongside non-error
instances by using text retrieval tools. All of these features will help clarify precisely the types of
difficulties Saudi learners in this study face in learning English, and eventually some of these
findings are drawn on to devise more useful 'learner aware' and finely-tuned ELT materials. With
the hope of providing a comprehensive and systematic view of the types of errors committed by
English major Saudi university students, I analysed a corpus of written texts using the error tagging

system developed by Dagneaux et al. (2005).
2.6 Research Questions

RQ1. What are the most common errors English majors at Qassim University make in writing?

a. What are the most and least frequent of the major error categories in the corpus?
b. What are the ten most frequent error subcategories?

¢. What are the most common error subcategories in each of the eight major error

subcategories?
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While the research questions focus mainly on identifying error-type frequencies in the SLC, the
selection process in the later stages of the project was based on the criterion of whether an error
was likely to lead to a misinterpretation of the author’s intended meaning by the reader.
Consequently, collocations which are in the third most frequent error type in the SLC and lexical
phrases which are in the ninth most frequent error category in the SLC were chosen. Llach (2011)
stresses that:

Because of their negative impact on communication, lexical errors are judged to be the most serious
and severe of all types of errors among different types of judges. Lexical errors are considered to be
very damaging to communication, because they affect the meaning of the message (p. 103)

2.7 The computer-aided error analysis of the Saudi Learner
corpus

2.7.1 The Target Population

In Saudi Arabia, education is segregated according to gender, and Qassim University is no
exception. That is, the Department of English Language and Translation has two sections in two
separate campuses. However, it is worth mentioning that the two branches are managed by the
same head and governed by the same regulations. The data of the present study were collected
from the female section. The target population were students in the third semester in the English
Language and Translation Department at Qassim University. The number of students in the third
semester was almost 150. However, only 104 female students participated in the current study
because of absence and elimination (to collect data from a homogenous group). For further detail,

see Section 2.7.2.1.

This specific population was chosen for the present study for several reasons. Since this study is
part of a large research project where I will first identify the types of written errors this specific
population makes in the present study, teaching materials will be designed to remedy these
difficulties and finally, the efficiency of these materials and their short and long term effects on
improving learners' accuracy will be tested. Thus, this population was chosen and not a higher level
population so that I would be able to use the remedial materials later and test their efficiency with
the same group of students before they graduate, i.e. when they are in the fourth semester, but it

was not feasible later and I used the teaching materials with another group in their fourth semester
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from the same institution. Furthermore, the large number of students in this semester enabled me
to divide them into an experimental group and a control group for the purposes of future research.
One of the reasons students in the second and fourth semesters were not considered is the small
number of the population in these semesters, almost 50-70 in each semester. I wanted to collect the
data from a larger group of learners who were relatively familiar with academic essay writing and

the student population in the third semester met all these requirements.

2.7.2 Data Collection

2.7.2.1 Data collection instruments

I was aware from the outset that in order for the data to have ‘corpus status’, very strict design
criteria must be adopted. Therefore, I adhered as closely as possible to Atkins, Clear, and Ostler’s
(1992) corpus design criteria. As pointed out by Granger, Dagneaux, Meunier, and Paquot (2009),
learner language data is by its nature highly heterogeneous. The importance of adopting a rigorous
system for data collection has been emphasized by many researchers. R. Ellis (1994, p. 49) asserts
“the importance of collecting well-defined samples of learner language so that clear statements can
be made regarding what kinds of errors the learners produce and under what conditions”. R. Ellis
(2008Db) also identifies a number of factors that should be considered when collecting samples of
learner language. As shown in Table 2.1, these factors are mainly related to the learner, the

language sample and the production process.
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Factors Variables Description

Learner Proficiency level Elementary, intermediate, or
advanced
Other languages The learners' L1; other L2s
Language learning experience This may be classroom or
naturalistic or a mixture of the
two.
Language sample Medium Learner production can be oral
or written
Genre Learner production may take the

form of a conversation, a
lecture, an essay, a letter, etc.

Content The topic the learner is
communicating about.
Production Unplanned The discourse is produced
spontaneously.
Planned The discourse is produced

spontaneously or under
conditions that allow for careful
online planning.

Table 2:1 Factors to consider when collecting samples of learner language (R. Ellis, 2008, p. 47)

R. Ellis (2008b, p. 47) states that “[u]nfortunately, many EA studies paid little attention to these
factors, with the result that they are difficult to interpret and almost impossible to replicate”.
Similar to Ellis’ list, Granger et al. (2009) recorded a number of variables in the International

Corpus of Learner English that are relevant to the task and the learner, as shown in Figure 2:1.

Task Learner
variables variables
M Medium H Age
M Genre M Gender
) ried |1 Mother

tongue
M Length M Region
1 Tonic ] Other
P FLs
Task Sta){ in lli(pglish-
setting 1 scpoe:“:;lyg
|| Learning
context
L] Proficieny
level

Figure 2:1 The International Corpus of Learner English (ICLE) task and learner variables (Granger,
et al., 2009, p. 4)
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Therefore, in the current study, in keeping with the general principles of corpus linguistics, the data
were collected based on rigorous design criteria. Variables pertaining to the learner (age, language
background, L1, L2 language proficiency, number of years learning the L2, learning context, etc.)
and the language situation (medium, task type, topic, etc.) were taken into account in order to
compile a homogeneous corpus. To control the variables related to the learners I administered a
learner profile questionnaire (see Appendix 2A) to ensure that the data were collected from a
homogenous group. The questionnaire included all the clear-cut variables, as it aimed to collect
information about the learners’ age, mother tongue, other foreign languages, and stay in English-
speaking countries. The learners’ gender and learning context were already known to me, and are
described in Section 1.4.1 and 2.7.1. As for the learners’ proficiency level, they were all

sophomore English majors in the same institution.

The Saudi Learner Corpus compiled for this study consisted of about 16,023 words of English
written by Arab undergraduate students (20-24 years old) whose English language proficiency
varied a bit (Common European Framework of Reference levels mostly ranged from A2 to B2).
Although the size of the corpus is relatively small, following D. J. Lee (2007, p. 93), the argument
is that:

There has been no uniformity of learner corpus size in CEA and a researcher must decide on the
appropriate size of his/her corpus depending on his/her own research purpose...[and]...there is no
'magic number' in regards to corpus size and the appropriate size will depend upon what the analyst
wishes to study.
Furthermore, Nelson (2010, p. 54) argues that “the purpose to which the corpus is ultimately put is
a critical factor in deciding its size”. Consequently, because the current CEA aim to investigate the

relatively common errors of this specific group of students, I felt the size of this corpus was large

enough to accommodate the purposes of the current research.

The corpus was collected from 104 female students studying in the third semester in the English
Language and Translation Department at Qassim University. Students were asked to write an in-
class essay on the topic: ‘My high school experience’. Though it might be more appropriate to call
students’ writing task a ‘composition’ rather than an ‘essay’, given its length, the term essay was
used because it is what the learners are accustomed to in the target context. It was a free

composition and they were required to write for approximately 45 minutes without any access to

29



reference tools. The option of collecting samples of learners’ written texts from previous exams
scripts was not considered, for fear that the texts would not properly reflect the learners' natural
language. Learners sometimes resort to avoidance, that is, they may avoid long or complex
sentences and use only basic vocabulary and simple structures because they know they are being
marked on grammar and accuracy (Kepner, 1991; Kleinmann, 1977, 1978; Perkins & Freeman,
1975; Schachter, 1974; Sheppard, 1992). In contrast, when informed they will not be marked, they

would be expected not to follow this strategy.

The rationale behind choosing this topic was that [ wanted a topic that was interesting, motivating
and not threatening; a topic that every student would be able to, and hopefully want to write about.

As pointed out by Ruth and Murphy (1988, p. 12):

Students write best when they find something they want to say to someone. No matter how highly
motivated they may be to perform well on a writing test, no matter how concerned they are to
achieve a good score, they will not be able to do their best if they find the topic dull, confusing, or
intimidating. They need to seize on the germ of an idea and begin writing with confidence if they
are to generate a complete piece of writing in the time allowed.

In addition, I wanted to give students a topic on a genre with which they were familiar, that is,
narrative essays. For instance, argumentative essays were avoided because not all students were
familiar with their structure. Besides, after examining the writing textbook they had studied in the
second semester and the one they were studying at the time of data collection, it was found that the
argumentative essay had not been introduced. Furthermore, this topic was selected after examining
previous exam scripts as well as the topics introduced in the writing textbooks, to ensure this exact
topic had not been previously assigned to students. Sometimes when students are aware of the
topics assigned for exams, they prepare in advance and memorize some sentences or complete

essays about these topics for this purpose.

The topic used in the current study to collect samples of learners’ written English was piloted with
students in the second semester from the same department. They were given the same instructions
as the ones given to the target population in the present study (see Appendix 2B). They were also

given another piece of paper and asked to evaluate the topic: How did you find the topic? 1 wanted

to ensure that it was an interesting and motivating topic and one about which at least the majority
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of students had an opinion. The students' comments were generally encouraging, and they were
able to produce complete texts within the allotted time. Thus, only minor changes in relation to
essay instructions and topic prompt were made. A sentence explaining that the essay is not part of
any test or course and will not be marked was added to the actual paper instructions, instead of just
informing participants about it orally to put them at ease and let them be confident and reminded it
is just for research purposes. Furthermore, because during piloting some students asked whether
they are allowed to write about more than one aspect in their high school experience or what aspect
they should focus on, so the topic prompt was modified to explain they can write about any aspect,

and one or more than one aspect.

The length of the students' essays varied, depending on the students. On average, each essay is
between twelve and eighteen sentences. All variables of the present corpus are constant: age (20-24
years old), gender (females), mother tongue (Arabic), knowledge of other languages (their second
language is English), proficiency (ranges from A2 to B2), learning context (EFL), medium
(writing), genre (essay writing), length (approximately 150-300 words), task type (in class writing
task with no access to reference tools), task setting (not part of an exam and timed), topic (My high
school experience). Table 2.2 presents an overview of the Saudi learner corpus. Here is a part of a
typical student's essay :
I always remember My three-years in the high school that were the first stage of finding out
My self. The teachers were directing us to think about out future, choose our increase
Paths and try to increase our levels in the last year to register in the Collages witch we
want. In this age, the teenagers need to someone who advise them they don't know what
they want from the life or what they have to do to obtain a great future. So the high schools
have to be as a institution to help them to be aware of their selves. But My high school was

a best place to finding out My self. Every things was because of the good education,
teaching and culturing I have got there.
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Number of texts 104

Token 16,023
Types 1,643
Type/Token Ratio 10.28
Average word length 4.07
Sentences 1,190
Average Sentence Length 13.43

Table 2:2 Overview of the Saudi Learner Corpus

2.7.2.2 Data collection procedure

According to the research policy at Qassim University, the head of the department should be
contacted when a researcher wishes to conduct any type of research in that department. After
gaining permission, [ went to the female section and explained to the department coordinator and
the teacher of the writing module the aim of the research and the type of data I needed to collect
from students, and the data and materials already available in the department (i.e. previous exam
scripts, textbooks, students' writing assignments) that I needed to get access to. At the time of
collecting students’ data, I presented the aim of the research as it appeared on the participant
consent form: to study the characteristics of Saudi students' written English, as it is not advisable to
draw learner attention in some types of research to the exact aim of the research, that is examining
their errors (Mackey & Gass, 2005), since this could have affected their writing as they may have

become overcautious and preoccupied with grammatical accuracy.

After explaining the general aim of the research to the students and the type of data that would be
collected from them if they accepted to participate, I informed them of their rights as participants in
the current study and their right to withdraw at any time. Also, I assured them of the confidentiality
of all the submitted data, and the fact that only me (the researcher) would have access to these data
which would only be collected for research purposes. In addition, they were advised that they were
not part of any module and their work would not be assessed by the department. After that, I read
and administered the participant consent form to be signed by the students with the help of one of
the members in the department to speed up the process. Then, all the students who agreed to

participate were given a learner profile questionnaire (Appendix 2A) which also was read and
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explained to the students to avoid any possible ambiguity.

The writing task was the next on the list. Students were handed the papers with a prompt printed at
the top (Appendix 2B). Again, I read it aloud and encouraged them to ask if anything was not clear.
Students were given 45 minutes to write their essays. In the context of the present study, students
take all their exams using pen and paper. With respect to the assignments, the students are often
free to submit them handwritten or in an electronic format, although some lecturers only accept
assignments in an electronic format. The decision was made to collect handwritten data for several
reasons. Firstly, because it is a way of writing with which all the students are familiar and
hopefully comfortable. Secondly, I did not want any technical problems to affect learners'
performance. Thirdly and most importantly, I wanted to avoid the possibility of subjects consulting
Google or any electronic reference and to prevent any access to grammar or spelling checkers

which are often built into word processing programs.

2.7.3 Data Analysis

2.7.3.1 Data analysis instruments

For analysing learners' errors, the error tagging system developed by Dagneaux et al. (2005) at the
University of Louvain was employed. Two computer-aided methods can be used to analyse
learners' errors: the text retrieval method and the error tagging method. The former involves
choosing a word, phrase, or grammatical structure that the researcher believes learners are using
erroneously, and then searching the corpus for that item by using a concordancer. However, the
error tagging method involves identifying all of the errors in the corpus. Nowadays, the majority of
this process is carried out manually and can be partially aided by computer software. A text
retrieval software tool such as WordSmith Tools (M. Scott, 1996, 1999, 2004, 2008) can be used

for retrieval purposes.

In the current study, the decision was made to utilise the second method. An error tagged learner
corpus has several advantages over traditional EA methods and the text retrieval method. Firstly, as
pointed out by Dagneaux et al. (1998), this method of CEA gives a comprehensive analysis and
deeper insights regarding the proportion of the major error categories in a given learner corpus in a
way that other methods can never achieve. Here is an example from Dagneaux et al. (1998, p. 169)

findings and the pedagogical implications of such findings:
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The breakdown of the GV category brings out GVAUX as the most error-prone subcategory (41%
of GV errors). A search for all GVAUX errors brings us down to the lexical level and reveals that
can is the most problematic auxiliary. At this stage, the analyst can draw up a concordance of can to
compare correct and incorrect uses of the auxiliary in context and thereby get a clear picture of what
the learner knows and what he/she does not know and therefore needs to be taught.

Thus, non-errors can be examined along errors, and accurate accounts of learners' difficulties can

be drawn up. This is a major advantage of CEA over traditional EA methods.

Secondly, a comprehensively error-tagged learner corpus displays all the errors of a certain learner
population, both ones likely to occur and totally unforeseen ones. Thirdly, a comprehensively error
tagged learner corpus spotlights non-native language forms, that are referred to sometimes as false
friends and infelicities, which is what the retrieval method fails to do. For instance, a search for
non-native connectors can uncover instances like those shown in the following sentences from
Dagneaux et al. (1998, p. 172):

* Example 3. In this point of view, television may lead to indoctrination and

subjectivity...
» Example 4. But at the other side, can we dream about a better transition...

» Example 5. According to me, the root cause for the difference between men and women is
historical.

Fourthly, error tagging uncovers cases when the learner fails to supply the needed article, word,
preposition, connector, conjunction, pronoun, etc. This is a result the retrieval method cannot
achieve, since, as Dagneaux et al. (1998, p. 172) argue, “it is impossible to search for a zero
form!”. In the error tagging system, the zero form can be employed to code the error itself or its
correction. In their study, Dagneaux et al. (1998, p. 172) revealed a very interesting finding using

this zero form tagging technique:

...an interesting non-typical use of the subordinating conjunction that, was revealed in this way. In
Example 6 use of that would be strongly preferred, in Example 7, it would usually not be included.
» Example 6. It was inconceivable *0 (that) women would have entered universities.
* Example 7. How do you think *that (0) a man reacts when he hears that a
woman...

A fully error-tagged learner corpus will give access to comprehensive lists of specific types of
errors, and help researchers compute and sort them in different ways and examine them in their

original contexts and compare them with instances of non-errors. As this method is very efficient in
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revealing the areas of difficulty for English learners, it is highly informative to ELT materials

designers; it can help them to devise materials that can increase learners' accuracy and fluency in

English.

Consequently, based on the drawbacks of traditional EA methods and the text retrieval method (see
Section 2.2), in the current study, following D. J. Lee (2007, p. 95), the decision was made to adopt

the error taxonomy of Dagneaux et al. (2005) for the following reasons:

1) “It is necessary to do error tagging based on a standardised system of error tags in order to identify
the common errors..[Saudi university]... students make in writing in their entirety;

2) It is helpful to use a semi-automatic error tagging and correction-inserting software program, such
as UCLEE, which speeds up the unavoidable manual work involved in CEA;

3) It is necessary to use a predominantly descriptive error taxonomy to ensure consistency of analysis
which enables researchers working independently on a range of language varieties to conduct fully
comparable analysis;

4) Since descriptive categories may not be enough to ensure consistency, an error tagging manual,
which provides sufficient definitions, descriptions and illustrations of the error tagging procedures,

1S necessary;
5) It is also essential to use the descriptive system to avoid the high degree of subjectivity associated

with diagnostic error categories’.
6) UCLEFE is also a multidimensional error tagging system, since it combines the features of
linguistic taxonomy and surface structure taxonomy (see section 2.4), Thus, it is more

informative (James, 1998).

2.7.3.2 Description of the error tagging system

The error tagging system is hierarchical. There are eight major error categories and 56 error tags in
total (Dagneaux et al., 2005), see Table 2.3. The first category involves formal errors (F), whereas
the second is devoted to grammatical errors (G). The third category deals with lexico-grammar
errors (X), which consist of errors where the morpho-syntactic properties of a word have been
violated. The fourth error category of lexical errors (L) involves the semantic (conceptual,
collocational, or connotative) properties of words or phrases. The fifth error category (W) deals
with three error subcategories: word redundant, word missing and word order. The sixth error

category (Q) involves punctuation errors. The seventh error category (S) is devoted to unclear or

35



incomplete sentences. The final category (Z) deals with register problems, questions of political
correctness and stylistic problems. In accordance with the hierarchical properties of the error

tagging system, each category is broken down into a number of subcategories.

There are 56 error tags in total. The first letter of the tag indicates the major error category: F
stands for form, G for grammar, X for lexico-grammar, L for lexis, etc. The second letter generally
denotes the sub-category, while the following letter gives more precision about the type of the
error. For instance, for the category (QG), to distinguish word classes that begin with the same letter,
one or two additional letters are added: A stands for articles, ADJ for adjective, ADV for adverb,
etc. The following letters indicate the type of error: O stands for order, CO for complementation,

PR for dependent preposition, etc. Table 2.3 shows each of the 56 error categories in the taxonomy.

To help in identifying the type of the error and to ensure consistency, the error tagging system
includes an error tagging manual (Error Tagging Manual Version 1.2, Dagneaux et al., 2005),
shown in Appendix 2C. This manual defines and gives descriptions and illustrative examples of
the error tagging procedures. It also offers clear guidelines on which code to assign to particular
errors, and warning boxes where necessary to warn the annotator about exceptions. These features
can help the annotators when they face a fuzzy error to choose the corresponding tag and can
enhance consistency so that all analysts using Dagneaux et al. (2005) taxonomy and following their
manual will assign the same tags to the errors they are annotating and finally arrive at the same
results. Furthermore, the error tagging work is aided by a specially designed software tool, the
UCLEE. As explained in Section 2.7.4, the UCLEE software can speed up the inevitably long
process of inserting the error tags and their corrections into the learner text files. After error codes
are inserted they can be searched and counted, and comprehensive lists of error types can be

obtained and errors can be examined in context.
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Major categories Sub-categories

Form (F) Morphology (FM), Spelling (FS), Regional
spelling (FSR): 3
Grammar (G) Determiners: Demonstrative determiners (GDD),

Possessive  determiners  (GDO), Indefinite
determiners (GDI), Determiner other (GDT),
Atrticles (GA), Nouns: Noun case (GNC), Noun
number  (GNN), Pronouns: Demonstrative
pronouns (GPD), Personal pronouns (GPP),
Possessive pronouns (GPO), Indefinite pronouns
(GPI), Reflexive and reciprocal pronouns (GPF),
Relative and interrogative pronouns (GPR),
Unclear pronominal reference (GPU), Adjectives:
Adjective order (GADJO),Adjective number
(GADIJN), Comparative Superlative (GADICS),
Adverbs: Adverb order (GADVO), Verbs: Verb
number (GVN), Verb Morphology (GVM), Non-
Finite/Finite verb forms (GVNF), Verb voice
(GVV), Verb tense (GVT), Auxiliaries
(GVAUX), Word class (GWC):25

Lexico-grammar (X) Erroneous  complementation  of  adjectives
(XADJCO), Erroneous complementation of
conjunctions (XCONIJCO), Erroneous

complementation of nouns (XNCO), Erroneous
complementation of prepositions (XPRCO),
Erroneous complementation of verbs (XVCO),
Adjectives with the wrong dependent prepositions
(XADJPR), Nouns used with the wrong dependent
preposition (XNPR), Verbs used with the wrong
dependent  preposition  (XVPR),  Nouns:
uncountable/ countable (XNUC): 9

Lexis (L) Lexical single (LS), False Friends (LSF),
Lexical phrase (LP), Lexical Phrase, False friends
(LPF), Lexis, Logical connectors: Single Logical
Connectors (LCLS), Complex Logical Connectors
(LCLC), Coordinating conjunctions (LCO),
Subordinating conjunctions (LCS): 8

Punctuation (Q) Punctuation confusion (QC), Punctuation lexical
(QL), Punctuation missing (QM), Punctuation,
redundant (QR): 4

Word redundant/ missing/wrong Word Order (W), Word redundant (WRS/WRM),
order(W) Word missing (WM),
Word order (WO): 4
Style (S) Sentence Incomplete (SI),
Sentence Unclear (SU):2
Infelicities (Z) Z (infelicities): 1

Table 2:3 The 56 error categories (adapted from Dagneaux et al., 2005)

2.7.3.3 Text retrieval tools

WordSmith Tools is a computer software suite that assists in the text analysis of either a single text

or a large corpus (see M. Scott, 2010). In the current study, WordSmith Tools version 5 (M. Scott,
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2008) was used for counting, sorting and retrieval purposes. The main components of WordSmith
Tools are a concordance program, a wordlist program, and a keywords program. WordSmith Tools
is widely used in corpus research and is popular among corpus linguists because of its efficiency

and user-friendly interface.

2.7.4 Data Analysis Procedure

As explained in Section 2.7.2.2, the written texts compiled for the current corpus were originally
handwritten by learners, that is, they were not in an electronic format. Consequently, the first step
in analysing the data was to transform the handwritten texts into electronic documents. This is
inevitably a time-consuming process, and caution should be exercised so that no changes or
modifications are added to the original texts either manually or automatically. Thus, checking and
re-checking was essential in the process to ensure the handwritten texts were accurately
transcribed. After that, I reviewed the original papers and identified the errors, underlined them and
wrote the corrections. In the correction process, I tried not to change the original words/expressions
as much as possible, and in accordance with the manual, I chose the most plausible one when there
is more than one possible correction. For instance, when there are two corrections, the one that
entails fewer changes to the original expression and follows the style of the writer is chosen, e.g.
My father and my mother gave me (XNUC) many advice $much advice$ in this stage /My father
and my mother gave me (WRS) many $08 advice in this stage. In this example the first correction is
selected since it is closer to the original intended expression. The next stage was writing the
appropriate code above or next to the errors. Finally, the tags and corrections needed to be added to
the electronic documents, which is a very time-consuming and painstaking process. For that
purpose, they have to be in an electronic format compatible with the UCLEE software tool which
can help speed up the process . UCLEE is a kind of MS Windows error editor and among its tools,
on the upper left-hand side, there is the tab 'tags'. By clicking on it, a list of tags will appear, and
then the researcher can insert the appropriate tag in the appropriate place in the text file. Figure 2:2
shows an example of tagging an error. The error in the sentence: ‘I do not forget my days at high
school’, 1s in the choice of the auxiliary. Thus, it is tagged (GVAUX), and the correction is will
not. Figure 2:3 shows how the correction is inserted using the correction box: the correction is

identified by the presence of dollar signs.
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iversité Catholique de Louvain - Error Editor

Fie Edit Options

Zero Entor >
Category: F >
GA
Categos L »|  GADICS
Category: 0 > GADIN
Catego: 5 »|  GADID o
I(GVAUX) ¢ Caegow  »  GADVO days in high school
Category: X »  GDD
Category: Z »  GDO
" G0l
Zero Canection ¥ L
GNC
GNN
GFP
GFD
GFO
GPI
GPF
GPR
GPU

Figure 2:2 An example of using the error tagging window

iver:

2 Catholique de Louvai Error Editor.
File Edit Options Tags Help

I (GVAUX) do not $will not$ forget my days at high school.[

will not
Submit

~  Intemet Explorer 2 /-

Figure 2:3 An example of using the correction box

39



According to the Error tagging manual version 1.2. (Dagneaux et al., 2005), a number of
principles should be adopted when annotating errors. The first principle is: “Do not tag on the basis
of the corrected/targeted word/phrase, but on the basis of the incorrect word/phrase only” (p. 7).
For instance, the sentence: The main feature of a campus like Louvain-la-Neuve is the conviviality
should be corrected to The main feature of a campus like Louvain-la-Neuve is its conviviality. The
error should be tagged (GA) (misuse of article) rather than (GDO) (misuse of a possessive
determiner). The correction is inserted between the two dollar signs. The main feature of a campus
like Louvain-la-Neuve is (GA) the $its$ conviviality (Dagneaux et al., 2005, p. 7). However, there
is an exception: (GNC) is used to tag both erroneous uses of the Saxon genitive and erroneous uses
of phrases which should be a Saxon genitive, for example:

Behind the (GNC) Berlin's wall $Berlin Wall§ (GNC) The car of my sister $My sister's car$
(Dagneaux et al., 2005, p. 7)

Here are examples of adhering to this principle and its exception in the current CEA:

...my (FS) Frinds $friends$ (LCLS) then $and$ (GPP) I 308 (GVT) felt $feel$.. (LCLS for misuse
of single logical connector rather than LCC for misuse of coordinating conjunctions).

...(GNC) The life of school $school lifes$...
...(FS) theis $this$ (GNC) year $year's$ choice...

The second principle is “place the tag immediately before the error (word or phrase) that needs to
be corrected” (Dagneaux et al., 2005, p. 8). The tag is inserted immediately before the error. For
example, This type of exchanges is tagged and corrected as This type of (GNN) exchanges

Sexchange$. However, there are two exceptions to this rule:

“1- The tags (X*CO) and (X*PR) should be placed in front of the word that triggers the

complementation rather than the erroneous complementation.

e.g. Students have the (XNCO) possibility to leave $possibility of leaving$.

1t should be a (XNCO) way to help $way of helping$ people to reconcile themselves
with society.

(XADJPR) representative for $representative of$ their own identities
Women decided to take advantage of the situation and (XVPR) pressure the
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government in Spressure the government into$ recognizing the role that women played in society in
general.

2. The tag (XNUC) should be placed in front of the incorrect article rather than the noun.
e.g. (XNUC) an information $a piece of information$” (p. 8)

Here are some examples of following this principle and its exceptions in the current CEA:
...this grade was (GA) a $the$ best grade in my life ...

...(LCLS) despite $although$ there were a lot of subjects...

.1 felt (XADJPR) happy for 8happy about$...

...our (XNUC) homeworks $homework$ (FS) togather $togethers$...

My father and my mother gave me (XNUC) many informations $many pieces of informations$ (LS)
in $at$ this stage

The third principle is: “Place the correction immediately after the erroneous word / phrase. For
retrieval purposes, the corrected form is preceded and followed by a $ sign. If there is more than
one possible correction, choose the most plausible one” (p. 8). The following are examples of

errors that have been tagged in the present CEA, keeping this principle in mind:

My (GNN) teacher $teachers$ and my (GNN) frend $friends$ (FS) frend $friend$ were very (FS)
lovly Slovely$, (GWC) kindly $kind$ and helpful.

The new teachers were very nice and I hope to become (LS) same $like$ (GPP) her $them$. Now, I
remember what I (GVM) doing 8was doing$ in my high school...

The fourth principle is:

“When there are two types of errors in the same word/phrase, double tag this word/phrase.
Corrections should be inserted as follows:

they (GVN) puts forward Sput forward$ (LP) puts forward $ maintain$

rather than
(GVN) (LP) they puts forward $maintain$ (LP) puts forward $maintain$
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Other examples:

informatoins

There is a problem with the spelling and countable/ uncountable nouns. It

should be tagged:

(FS) informatoins $informations$ (XNUC) informatoins $ information$” (Dagneaux et al., 2005,

p.9).
Here are some examples following this principle from the current data:

My (GNN) teacher $teachers$ and my (GNN) frend $friends$ (FS) frend $friend$ were very (FS)
lovly Slovely$, (GWC) kindly $kind$ and helpful.

I had a lot of good (LS) remmbers Smemories$ (FS) remmbers $Sremembers$ in high school...
I'm very (F'S) Quite $quite$ (LS) Quite $quiet$, shy, and my personality is very...
[ felt (FS) unhappyness $unhappiness$ (GWC) unhappyness Sunhappy...

The fifth principle is:

“Use the ‘zero’ (0) to indicate a missing word or a correction that consists of the deletion of a
word/phrase. Even if more than one word has been added or deleted, only a single (0) should be

used.

e.g. not only does (GA) 0 $the$ economy take over...
in order to avoid (GDI) any $0$ conflicts.
They are doing everything possible (WRM) they can 303...” (Dagneaux et al., 2005, p. 9)

The following are examples from the present CEA :
There were (GA) a $08 good teachers and ..
(FS) Fienlly $finally$, (GA) the $08 high school is ..

The friends in class (GVT) are $were$ smart, lovely and (GVT) have $had$ (GA) a 308 good (FS)

behaivour 3behaviour$...

The sixth principle is:
“Do not tag errors resulting from the correction of a previous word. E.g.

cigarette $cigarettes$ is dangerous for your health
only GNN, not GNN + GVN
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(possible compromise: $cigarettes are$ as a correction)

he is an amoral
GWC only; not GA + GWC

Some people argue that the primary cause of (GDD) such $this$ a worrying situation is...
GDD only; not GDD+GA (a)

There are social reasons besides 3 there are also social reasons$
LCLS; not LCLS + WO

exceptions

Correcting a tense error may lead to the need for other tense changes even though in the actual
context there is no error. In such cases, all auxiliaries and tense forms that need changing should be
tagged separately.

e.g. What (GVAUX) shall $would$ we think for example if we (GVT) see $saw$ English people
driving on the right ?” (Dagneaux et al., 2005, pp. 9-10)

The following is an example of adhering to this principle in the current CEA:
...(GA)the 308 (GNN) subject $subjects are$ is easier than the first year...
And to its exception:

1 (GVAUX) do not $was not$ afraid when I (GVT) get $got$ the result ...

I found the tagging manual very informative and explicit. The warning boxes were very helpful and
the principles they outline have been applied very carefully where appropriate. However, given the
flexibility of the error tagging system, I decided to eliminate the category (FSR): Regional spelling.
This manual states that “instances of American spelling in an overall British text (or of British
spelling in an overall American text) should thus be tagged FSR” (Dagneaux et al., 2005, p. 14).
The decision was made to omit this category from the present CEA because this type of error was
not attested in the learners’ written texts. Learners were found to be consistent in their spelling
throughout their essays, that is students used either British or American spelling throughout their
texts. Furthermore, this type of error is not recognised as an error in the context of this study. Two

other error categories were eliminated from the error taxonomy: LSF (Lexical single, False friends)
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and LPF (Lexical phrase, False friends). Both categories are the result of the influence of learners’
mother tongue, and given the inevitable subjectivity in the process of classifying the source of
errors and the effect of the L1, both types of errors were excluded from the current CEA. It is well
for an error taxonomy to be completely descriptive (Granger, personal communication; Thewissen,
personal communication). (See section 2.4 and 2.7.3.1 for further details on the advantages of a

descriptive error taxonomy)

In his study, D. J. Lee (2007) found the two categories (SI) sentence incomplete and (WM) word

missing to overlap. He writes that in the sentence Everybody better than me, where the verb ‘is’ is
missing, it is difficult to decide which category to assign to this error, (WM) or (SI). He contends

that

[a]ccording to the error tagging manual, the (WM) category is for errors involving the omission of
words, such as the omission of independent prepositions (e.g. I will give all my love (WM) 0 $to$ my
mom.) or the omission of verbs after auxiliaries (e.g. I don't (WM) 0 $do$ well (WM) 0 $in$
science.). In contrast, the (SI) category includes sentences that are deliberately incomplete such as

verbless sentences (e.g., (SI) Another example. $Another example is$ Yesterday we spoke about the
Gulf War..., Dagneaux et al., 1996, p. 27) (D. J. Lee, 2007, p. 107).

Lee decided to assign all the cases of verbless sentences to the category (SI), rather than (WM). In
the present CEA, following the error tagging manual version 1.2, the (WM) category involves “the
omission of words. However, not all cases where a word is missing are to be labeled WM. This
category involves all missing words, EXCEPT: pronouns (GP*), dependent prepositions (X*PR),
articles (GA), auxiliaries (GVAUX), connectors (LC*)...” (Dagneaux et al., 2005, p. 37). For the
(SI) category “[t]his subcategory includes fragments such as verbless sentences. It is sometimes
possible to provide a potential correction. When no correction can be provided, we use the $?$
symbol for correction”. Under the provided examples, Dagneaux et al. warn the annotator: “Do not
confuse WM and SI. SI is used in the case of sentence fragments where a finite verb is missing”
(Dagneaux et al., 2005, p. 39). Thus, in the current CEA, when the missing word is a finite verb or
when the sentence is a sentence fragment, the error is tagged as SI. However, one must keep in

mind the following:

[t]he reason why finite verbs are so important is their unique ability to act as the sentence-root.
They can be used as the only verb in the sentence, whereas all the others have to depend on some
other word. Indeed, every word-class except finite verbs needs to depend on some other word, so
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finite verbs really stand out. (Hudson, 2010, p. 257, emphasis added)

The following are examples from the current CEA of errors tagged as SI or WM:
But, the teacher said (OM) 0 $:$ "No (SI) you very late 8you are very late$.
(SI) When I didn’t the full marks $when I did not get full marks$...

(S1) They still in my mind $they are still in my mind$ and each day changes my personality.
(S1) and the result, no (FS) attendence $attendance$ today $and the result is no attendance today3.

...because I (GVT) need $needed$ self-confidence. (WM) 0 $To3 Study all the days (GWC) special
Sspecially$ Math was very (GWC) tired $tiring$ for me.

My parents were (WM) 0 $0f8 no help. I was pressured to get higher grades to follow my father's
path.

..but I (LS) lost $wasted$ my time (WRS) in $0$ (GWC) think $thinking$ (WM) 0 $how$ can I
make good (GNN) friend $friends.

After that, 1 finished that stage and I (LS) took $got$ excellent (WM) 0 8grades$ almost 99%.

2.7.4.1 Ensuring Reliability

To enhance reliability, a sample of 20 papers out of 104 texts comprising the corpus were
annotated by a second annotator who is also a native speaker of Arabic, proficient in English and
holds a PhD degree in English Language and Translation. The fact that both the first and the
second analysts were both native speakers of Arabic with competence in English matched
Dagneaux et al. (1998, p. 165) recommendations: “In our experience efficiency is increased if the
analyst is a non-native speaker of English with a very good knowledge of English grammar and

preferably a mother tongue background matching that of the EFL data to be analyzed”.

The second analyst was first trained on a sample written by the same group of students in the
current study but on a different topic. This sample was collected from their previous unseen
midterm exam, that is, it was a recent sample of their written English. This was done to ensure the

texts she is trained on were at roughly the same level of English language proficiency and with
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similar types of errors as featured in the SLC. After a number of training sessions and when I
believed that she had understood the error tagging system in detail, I gave her the current sample.
A few disagreements emerged between the two analysts. For instance, the first analyst analysed the
sentence: [ surprised from its rules, ... as: I (GVV) surprised $was surprised$ (LS) from $by$ its
rules, ...;Whereas the second analyst analysed it as: I (GVAUX) 0 $was$ surprised (LS) from $by$
its rules,.. Another example is the sentence: It was very good from all of points.., which the first
analysed as: It was very good (LP) from all of Points § in all respects$ (FS) Points $points$,..;
whereas the second analyst analysed it as: It was good from all (WRS) of $0$ Points (FS) Points
Spoints$,... .

Figure 2:4 shows the total number of errors identified by each analyst for the eight major error
categories. H is the first analyst and K is the second analyst. The following are the eight categories:
F=Form, G=Grammar, X=Lexico-Grammar, L=Lexis, W=Word Redundant/missing/Word Order,
Q=Punctuation, S=Style, Z=infelicities.

3007
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Figure 2:4 The two analysts' total number of errors in each category
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Spearman Correlation coefficients were computed for all eight major categories and the total
number of tags used by the taggers. Spearman correlation coefficient was used because data were
not normally distributed. A p value of less than .005 (05/10 = .005) was required for significance.
The results of the correlational analyses are presented in Table 2.4. The results show that all the

eight correlations were statistically significant and were greater than or equal to .62.

Total Errors 970, p<.0001
Form 954, p<.0001
Grammar .822, p<.0001
Lexico-Grammar .858, p<.0001
Lexis 934, p<.0001
Word 712, p<.0001
Punctuation 985, p<.0001
Style 624, p<.003

Infelicities 922, p<.0001

Table 2:4 Correlations for the total errors and all eight categories of errors

The results of the interrater analysis are Kappa = 0.945 with p < 0.0001. The results are statistically
significant and the K value is high. This indicates a good level of agreement between the two
analysts. The percentage of agreement between the two analysts in identifying errors and coding

them was 93.50%.

In addition, deciding whether an expression was appropriate was not always a straightforward task
for me, a non-native analyst. Thus, I can only claim to having detected the errors that are obviously

incorrect to me.

2.7.5 Quantitative Findings

A total of 3,348 errors were identified and coded as a result of the analysis of the error-tagged SLC.
Of the 56 error categories in the UCLEE Manual version 1.2., 44 were found in the SLC, whereas
twelve categories (GADVO, GADJO, GPI, GPU, GDT, XPRCO, XADJCO, XVCO, XCONJCO)
were not found or excluded. The FSR (Form, Regional, Spelling), LSF (Lexical single, False
friends) and LPF (Lexical phrase, False friends) error categories were excluded for reasons given

earlier (see Section 2.7.4). Table 2.5 presents the number of errors and the proportion of errors in
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each subcategory in the SLC, and Table 2.6 shows the normalised frequency and cumulative

percentage for all error categories in the SLC.

Based on a frequency count, it was found that the category Grammar (G) was the most common
error type (1239/ 37%). Form (F) errors were the second most common error type (786/ 23.5%),
followed by Lexis (L) errors (469/ 14%). Word redundant/ word missing/ word order (W) came in
fourth place (374/ 11.5), followed by Punctuation (Q) errors (270/ 8%), Style (S) (114/ 3.4%)),
Infelicities (Z) (50/ 1.5%) and finally Lexico-grammar (X) (46/ 1.4%). Figure 2:5 shows the

breakdown of the major error categories.
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Major
Categories

Form

Grammar

Lexico-
Grammar

Lexis

Punctuation

Word

Style

Infelicities

Sub-
categories

FS:774
23.12

GVT:341
10.2

XVPR:30
0.9

LS:279
8.33

QM:112
3.35

WRS:141
4.21

SU:60
1.79

Z:50
1.49

FM:12
0.36

GA:232
6.93

XADJPR:5
0.15

LP:122
3.64

QR:72
2.15

WM:125
3.73

SI:54
1.61

FSR: 0
excluded

GVN:146
4.36

XNPR:5
0.15

LCC:34
1.02

QC:62
1.85

WO0:62
1.85

GNN:145
4.33

XNUC:5
0.15

LCLS:18
0.54

QL:24
0.72

WRM:46
1.37

GWC:85
2.54

XNCO:1
0.03

LCLC:12
0.36

GPP:72
2.15

XPRCO:0

LCS:4
0.12

GVM:70
2.09

XADJCO:0

LSF:0
excluded

GVAUX:30
0.9

XVCO:0

LPF:0
excluded

GADJCS:22
0.66

XCONJCO:0

GVV:17
0.51

GNC:16
0.48

GVNF:15
0.45

GPR:13
0.39

GDD:12
0.36

GDO:12
0.36

GPF:3
0.09

GPD:2
0.06

GDI:2
0.06

GPO:2
0.06

GADIJN:2
0.06

GADVO:0

GADJO:0

GPI:0

GPU:0

GDT:0

Total

786

1239

46

469

270

374

114

50

%

23.48

37.01

1.37

14.01

8.07

11.17

3.41

1.49

Table 2:5 Frequency of all the error categories in the Saudi Learner Corpus
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Order Error category Error type Number of occurrences Percentage (%)
1 F FS 774 23.12
2 G GVT 341 10.19
3 L LS 279 8.33
4 G GA 232 6.93
5 G GVN 146 4.36
6 G GNN 145 4.33
7 W WRS 141 4.21
8 W WM 125 3.73
9 L LP 122 3.64
10 Q QM 112 3.35
11 G GWC 85 2.54
12 Q QR 7 2.15
13 G GPP 72 2.15
14 G GVM 70 2.09
15 Q QC 62 1.85
16 \\ WO 62 1.85
17 S SU 60 1.79
18 S SI 54 1.61
19 Z V4 50 1.49

20 w WRM 46 1.37
21 L LCC 34 1.02
22 X XVPR 30 0.9
23 G GVAUX 30 0.9
24 Q QL 24 0.72
25 G GADIJCS 22 0.66
26 L LCLS 18 0.54
27 G GVV 17 0.51
28 G GNC 16 0.48
29 G GVNF 15 0.45
30 G GPR 13 0.39
31 F M 12 0.36
32 G GDD 12 0.36
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Number of

Order Error category Error type occUrTences Percentage (% )
33 G GDO 12 0.36
34 L LCLC 12 0.36
35 X XADJPR 5 0.15
36 X XNPR 5 0.15
37 X XNUC 5 0.15
38 L LCS 4 0.12
39 G GPF 3 0.09
40 G GPD 2 0.06
41 G GDI 2 0.06
42 G GPO 2 0.06
43 G GADIJN 2 0.06
44 X XNCO | 0.03
45 F FSR 0 0
46 G GADVO 0 0
47 G GADIJO 0 0
48 G GPI 0 0
49 G GPU 0 0
50 G GDT 0 0
51 X XPRCO 0 0
52 X XADIJCO 0 0
53 X XVCO 0 0
54 X XCONJCO 0 0
55 L LSF 0 0
56 L LPF 0 0

Table 2:6 The frequency and percentage of all error subcategories in the SLC
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Figure 2:5 Breakdown of the major error categories

Regarding the most common errors of the subcategories in the SLC, a further analysis of error

subcategories showed that FS (Form, Spelling) was the largest error subcategory (774/ 23.12%) in
the SLC. The second largest subcategory was GVT (Grammar, Verb Tense) (341/10.19%),
followed by LS (Lexical, Single) (279/ 8.33%), GA (Grammar, Articles) (232/ 6.93%), GVN
(Grammar, Verb Number) (146/ 4.36%), GNN (Grammar, Noun, Number) (145/ 4.33%), WRS
(Word Redundant, Singular) (141/4.21%), WM (Word, Missing), (125/3.73%), LP (Lexical,
Phrase) (122/ 3.64%), and finally QM (Punctuation, Missing) (112/ 3.35%). Figure 2:6 shows the

percentage of the ten most frequent error categories.

25

FS

GVT

LS

GA

OO0 00 .
GVN GNN WRS WM LP QM

Figure 2:6 The percentage of the ten most frequent error categories
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2.7.5.1 Grammar errors

A close examination of the subcategories of the (G) Grammar category revealed that the order of
the grammatical areas of difficulty for the Saudi students is as follows: Verbs (619/ 49.95%),
Articles (232/ 18.72%), Nouns (161/ 12.99%), Pronouns (92/ 7.43%), Word class (85/ 6.86%)),
Determiners (26/ 2.1%), Adjectives (24/ 1.94%), and finally Adverbs (0/ 0%). Consequently, we
can conclude that the three most problematic areas are: verbs, articles and nouns, respectively.
These three categories account for 81.66 percent of the total number of grammatical errors. Figure

2:7 presents the breakdown of the grammatical error (G) category.

Word class;
6.86

Determiners; Adjectives;
2.1 _Advfrbs, Q) g4

Pronouns; 7.43

Figure 2:7 Breakdown of the grammatical error (G) category

A further analysis of the GV (Grammar, Verbs) category showed that GVT (Grammar, Verb
Tense) is the most frequently occurring error of the GV errors (341/ 55.09%). The second largest
subcategory is GVN (Grammar, Verb Number) (146/ 23.59%). The third largest subcategory is
GVM (Grammar, Verb Morphology) (70/ 11.31%), followed by GVAUX (Grammar, Verbs
Auxiliaries) (30/ 4.85%), GVV (Grammar, Verb Voice) (17/ 2.75%), and finally GVNF (Grammar,
Non-Finite/Finite Verb Forms) (15/ 2.42%). Figure 2:8 shows the breakdown of the verb error
(GV) category.
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Figure 2:8 Breakdown of the verb error (GV) category

A closer look at the various subcategories in GN (Grammar, Nouns) revealed that GNN (Grammar,
Nouns Number) was the largest subcategory (145/ 90.06%), while the second category was GNC
(Grammar, Nouns Case) (9.94%). Figure 2:9 shows the breakdown of the noun error (GN)
category.
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Figure 2:9 Breakdown of the noun error (GN) category
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The breakdown of the GP (Grammar, Pronouns) errors showed that GPP (Grammar Personal
Pronouns) (72/ 78.26%) is the highest occurring error subcategory in the GP category. A likely
cause might be the fact that students were writing about their own experience and thus using the
personal pronouns frequently. The second most frequent error is GPR (Grammar, Relative and
Interrogative Pronouns) (13/ 14.13%). In third position is the error category GPF (Grammar,
Reflexive and Reciprocal Pronouns) (3/3.26%). Together in fourth position are the error categories
GPD (Grammar, Demonstrative Pronouns) (2/2.17%) and GPO (Grammar, Possessive Pronouns)
(2/2.17%). Neither of the error subcategories GPI (Grammar, Indefinite Pronouns) or GPU
(Grammar, Pronominal Reference) occurred in the SLC. Figure 2:10 summarises the results for the

pronouns error subcategories.
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GPP GPR GPF GPD GPO GPI GPU

Figure 2:10 Breakdown of the pronoun error (GP) category

For the GD (Grammar, Determiners) error category, both GDD (Grammar, Demonstrative
Determiners) and GDO (Grammar, Possessive Determiners) occurred at the same frequency (12/
46.15%). The error category GDI (Grammar, Indefinite Determiners) (2/ 7.69%) ranked second,
while the error GDT (Grammar, Determiner Other) was not found in the SLC. Figure 2:11 presents
the results of the GD category.
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Figure 2:11 Breakdown of the determiner error (GD) category

For the GADJ (Grammar, Adjectives) category, which consists of three subcategories GADJCS,
GADIJN and GADJO, the most common error was GADJCS (Grammar, Adjective
Comparative/Superlative) (22/ 91.67%). The second most common error was GADJN (Grammar,
Adjective Number) (2/8.33%). The error category GADJO (Grammar, Adjective order) was not
found in the SLC. Figure 2:12 shows the breakdown of the GADJ error category.
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Figure 2:12 Breakdown of the grammar adjectives (GADJ) category
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The category GA (Grammar, Articles) was the second most frequent error in the Grammar (QG)
category (232/ 18.72%). However, there are no further subcategories in the GA category. The
subcategory GWC (Grammar, Word Class) was also the fifth most frequent error in the Grammar
(G) category (85/ 6.86%) with no further subdivisions. In the GADV (Grammar, Adverbs)
category, there is one type of error, GADVO (Grammar, Adjectives Order) and no errors belonging
to the GADVO were found in the SLC.

2.7.5.2 Form errors

The second largest error category was Form errors (F). This category consists of three
subcategories: FM (Form, Morphology), FS (Form, Spelling), and FSR (Form, Regional Spelling).
The same analysis that was carried out on the Grammar (G) category was repeated on all the major
error categories, and it revealed that FS was the most frequent error in this category (774/ 98.47%),
followed by FM (12/ 1.53%), while I excluded the FSR type (see Section 2.7.4 for further details).

Figure 2:13 presents the breakdown of the Form errors.

Figure 2:13 Breakdown of the form (F) error category
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2.7.5.3 Lexis errors

The third largest error category was the Lexis errors category (L). This category consists of eight
subcategories: LS (lexical, single), LSF (False Friends), LP (lexical, phrase), LPF (Lexical phrase,
False friends), and the connectors LCLS (Single logical connectors), LCLC (Complex logical
connectors), LCC (Coordinating conjunctions), and LCS (Subordinating conjunctions). The most
frequent error in this category was found to be LS (279/59.49%). The second most common error
was LP (122/26.02%). The third most occurring error was LCC (34/7.25%), followed by LCLS
(18/3.84%), LCLC (12/2.56%), and finally LCS (4/0.85%), while LSF (0/0%) and LPF (0/0%)

were excluded. Figure 2:14 summarises the results of the lexis (L) category.
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Figure 2:14 Breakdown of the lexis (L) category

2.7.5.4 Word errors

The word category (W) contains four error subcategories: WRS (Word redundant, Singular), WRM
(Word redundant, Multiple), WM (Word missing), and WO (Word order). The most common error
in the word category is WRS (141/37.70%). The second most frequent error is WM (125/33.42%)),
followed by WO (62/ 16.58%), and finally WRM (46/12.30%). Figure 2:15 presents the results of
the analysis of the word category.
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Figure 2:15 Breakdown of the word error (W) category

2.7.5.5 Punctuation errors

The punctuation errors subcategory was the fifth largest error category in the SLC. It consists of
four error subcategories: QM (Missing punctuation), QR (Redundant punctuation), QC (Confusion
of punctuation marks), and QL (A Punctuation mark instead of a lexical item). The most common
error of these in the SLC is QM (112/41.48%), followed by QR (72/26.67%), then QC
(62/22.96%), and finally QL (24/8.89%). Figure 2:16 shows the breakdown of the Punctuation

error (Q) category.
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Figure 2:16 Breakdown of the punctuation error (Q) category

2.7.5.6 Style errors

Style errors came in sixth position. This category includes two error types: SU (sentence unclear)
and SI (sentence incomplete). The largest in the SLC was SU (60/52.63%), while SI scored
(54/47.37%). Figure 2:17 presents the breakdown of the style error category.
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Figure 2:17 Breakdown of the style error (S) category
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2.7.5.7 Infelicities errors

The infelicities error category includes register problems, questions of political correctness and
stylistic problems. There were 50 occurrences of these types of errors in the SLC, and this category

constituted 1.50% of all the major error categories in the SLC.
2.7.5.8 Lexico-grammar errors

The lexico-grammar (X) error category includes nine subcategories: XADJCO (erroneous
complementation of adjectives), XCONJCO (erroneous complementation of conjunctions), XNCO
(erroneous complementation of nouns), XPRCO (erroneous complementation of prepositions),
XVCO (erroneous complementation of verbs), XADJPR (adjectives used with the wrong
dependent preposition), XNPR (nouns used with the wrong dependent preposition), XVPR (verbs
used with the wrong dependent preposition), and XNUC (nouns: uncountable/countable). The most
common error of these subcategories is XVPR (30/65.22%). Three subcategories shared second
position: XADJPR, XNPR and XNUC (5/10.87%). XNCO came in third position (1/2.17%). Four
error subcategories were not found in the SLC: XPRXCO, XADJCO, XVCO and XCONJCO.

Figure 2:18 summarizes the results of the Lexico-grammar (X) category.
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Figure 2:18 Breakdown of the lexico-grammar (X) category
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2.7.6 Qualitative Findings

A qualitative analysis was conducted on the findings to provide further insights. Meunier (1998, p.
36) asserted the importance of qualitative analysis of learner corpora, stating that “quantitative
measures are essential in language analyses but they are not sufficient. Surface differences- or
similarities- between aspects of native and non-native language always require further qualitative
investigation”. In the following sections, the qualitative investigation will cover the ten most
frequent error subcategories in the SLC. The insights drawn from these analyses will inform the

design of the DDL materials in a later stage of this project.
2.7.6.1 The FS (Form, Spelling) error category

The FS category includes all spelling errors, the misuse or omission of capital letters, word
coinages that are created from scratch, rather than those that are the result of morphological
processes, borrowings, homophones, and the misuse or omission of hyphens/blanks in compound
words. This error category is responsible for 774 of all error occurrences, that is 23.12% of all the
error subcategories in the SLC. Obviously, it is a large group of errors. However, it is a result that
most EFL teachers of Arabic students would predict, as argued by Al-Shabbi (1994), Al-Kasimi,
Topan, and Khan (1990), and (Beck, 1979). Al-Shabbi (1994) specifically states that “error-
analysis studies in the Arab World reveal that spelling is the most prevalent error in the English

writing of Arab students” (p.21).

Bowen, Madsen, and Hilferty (1985, p. 284) argue that the system of English spelling is
particularly problematic for foreign learners of English whose L1s have a precise correlation
between pronunciation and spelling, like Spanish, Turkish or Arabic. Haggan (1991) adds two
factors to the reasons for the prevalence of spelling errors among Arabic-speaking EFL students.
First, the scripts of Arabic and English differ. Second, Arabic-speaking EFL students have “to cope
with the intricacies inherent in the English spelling system, and to particular spelling difficulties
arising out of lack of phonological correspondences between English and Arabic (e.g. the phoneme
/p/ 1s missing in Arabic)” (p.47). Another highly likely cause could be L2 learners not receiving
sufficient exposure to L2 words in their written form. In a study of the sources of spelling errors in
EFL Arab college students, Aljarf (2011) attributes Arab learners’ spelling errors to five causes:

ignorance of spelling rules, transfer of the Arabic spelling system, mispronunciation,
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overgeneralisation, and communication breakdown. In what follows, I will present some examples

from the SLC that appear to stem from each one of these causes.

An overarching underlying cause of Arab learners’ spelling errors seems to be the one identified by
Ryan (1997), who following a series of experiments noted that Arab learners seem to preserve the
consonant segments of words and make errors on vowels, that can be incorrect, omitted or showing
up in the wrong place of the word. Ryan argued that “[t]he problem seems to take the form of
ignoring the presence of vowels when storing vocabulary and also an almost indiscriminate choice
as to which vowel to use when one is needed” (p. 189). A large number of the examples from the

SLC below seem to stem from this difficulty.

According to Aljarf (2011), “Errors attributed to ignorance of the English spelling rules are those in
which phonics, orthographic and morphological rules were ignored such as rule of adding an -s to
a word ending in -y; adding -ing to a word ending in the vowel e” (p.5). This is probably a result of
the lack of spelling instruction in the context of the present study. Haggan (1991) also contends

that the “lack of awareness of spelling rules and regular spelling patterns were both strong
contributory factors underlying spelling errors even by [university] Fourth Year students” (p. 45).
The following are examples from the SLC of spelling errors caused by ignorance of English

spelling rules:

...(F'S) scientistic $scientific$ section. (FS) at $At$ the (FS) biggining 3beginning$, it was so
difficult for me...

When I was (FS) studing $studying8 in (GA) a 808 high school I was (GA) 0 $an$ (FS) exlent
Sexcellent$ student.

...because I (LP) felt in strong things 8had strong feelings$ and (FS) happyness $happiness$.

I (LP) have late $used to be late$ to history class for I felt (FS) unhappyness $unhappiness$
(GWC) unhappyness Sunhappy$ and it...

... to write about (FS) every thing $everything$ but I (FS) cann't $can't$ (FS) becaues 3because$ I
don’t have any...

1 (FS) studed $studied$ very hard and I (GVAUX) am $did$ not sleep at night. I (FS) staied
Sstayed$ in my room (LP) just for $in order to$ study.
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Regarding the second reason, transfer of the Arabic spelling system, as mentioned above, the
Arabic spelling system differs from the English spelling system. In Arabic, as Aljarf (2011) noted,
“[t]here is a one-to-one correspondence between phonemes (spoken sounds) and graphemes
(written symbols). Each consonant and each vowel has only one sound. Arabic has no double
letters, no silent letters, no consonant and vowel digraphs, and no hidden sounds” (p.8). This
explains why some Arabic-speaking EFL students tend to spell English words with a non-phonetic
spelling the way those words are pronounced. For example, Arab students may delete final silent

vowels or reduce double consonants. The following are examples of such cases from the SLC:

...Mathematics $mathematics$, (FS) letruers $literature$, English, (FS) Giographi $geographys$...
etc. In the second year..

1t was how we can (LS) out $take out$ the steam from (GA) 0 $a$ small (FS) piep Spipes$ ...

1 liked to (FS) descover $discover$ everything in life (OR) . $08 and ...

(GADJCS) nice more $nicer$ than (FS) intermediat Sintermediate$ (LCC) or $and$ (FS) elmantry
Selementary$ (FS) scool $school$

(FS) On $one8 day, I was very late. I (FS) nocked $knocked$ (GA) a $the$ door and opened
(WRM) the door $it$.

...and all the students (LP) conected together $had good relations$ (F'S) conected $connecteds.
When the final exam came I (GVT) feel $felt$ sad because I moved to....

The third cause of spelling errors, as pointed out by Aljarf (2011), is mispronunciation. It
contributes to the rate of spelling errors, as students spell English words the way they pronounce
them. Haggan (1991) also argues that mispronunciation contributes to spelling errors among Arab
EFL students, even at advanced levels. Some spelling errors from the SLC seem to be caused by
mispronunciation:

...happy and (GVT) thank $thanked$ me for my (GWC) honist Shonesty$ (FS) honist $honest$ and
gave (GPP) 0 8me$ a full mark for this.
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The (FS) Teacher $teacher$ asked (GPP) 0 $me$ to write (GA) 0 $a$ (FS) sentince $sentence$
and I (FS) wrot $wrote$ one (OM) 0 $.8 She came and saw it...

....my mother began (GVNF) to take $taking$ (LP) an appointment in midicen $medical
appointments$ (FS) midicen $medicine$ (OM) 0 $.$ (FS) somedays $some days$ she stayed all...
... have to (FS) dell $deal$ with (GPP) it $them$. One of the most (FS) beutfull $beautiful$

moments (WO) that time was $was that time$...

When I was in high school I was a very (FS) noty $naughty$ girl. I used to talk while the teachers
speak...

my (FS) cheer $chair$ next to my (FS) frind $friends ....

8.8when I was in (FS) highschool 8high school$ (OM) 0 $,$ I was (FS) bright and (FS) fany
Sfunny$ (OM) 0 3.3 also...

....like meeting friends and cousins and (FS) cuntino $continue$ doing my role as a family middle

daughter...

Finally, I appeared (LS) on $in front of8 (FS) audionece $audience$, but my (GWC) read
Sreading$ was ...

The fourth factor that affects Arab EFL spelling is overgeneralising some features of English
spelling such as adding silent letters, or doubling consonants in words that are not spelled with
double consonants. The following are examples from the SLC of such cases:

I hope to (FS) returne $return$ to this school (WRM) for me 303 ...

...because it is a basic step in my education, and I (FS) tooke $took$ (GA) 0 $an$ important (FS)
disation $decision$ (OR) . 308...

I met new teachers and good students. I made a strong (FS) realationshipe $relationship$ with

(LS) whole 3all the$ (GNN) student ...

Communication breakdown was found to be the fifth cause of spelling difficulties. When students

are unable to hear or identify all the phonemes in the words they hear, their spelling ability will
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inevitably be affected. For instance, the phoneme /p/ is missing in Arabic. Thus, it is difficult for
Arab EFL students to hear or identify this phoneme and differentiate the phoneme /p/ from the
phoneme /b/. This difficulty results in a number of spelling errors. The following are examples of

such cases from the SLC:

...popular in my (FS) scool 8school$ for acting (QC) ! $.8 that thing (GVT) makes $made$ me
more (FS) broued $proud$ of (FS) my self Smyself$ and (GVT) makes $made$ me believe that I

can do ...

We (GVM) was take $used to take$ about seven (GNN) class 3classes$. That was (FS) poring
Sboring$ and (GWC) tired $tiring$ and I don't (GVT) don'’t like 3did not like$...

My friend and I were sharing (F'S) every thing $everything$ (OC) . 8,8 (F'S) blaying $playing$
together in the break (WRS) time $0$ and having (GA) a $0$ breakfast.

The (FS) Petter $better$ the teaching of teacher and the fewer the (WRS) the $08 student of class

She told us about it. She said that "who (GVN) want $wants$ to teach my (FS) supject $subject$
just (WM) 0 $for$ one day (OM) 0 $?8' Then I said ...

I (FS) particebat Sparticipate$ (GVT) particebat $participated$ in school (GNN) activity
Sactivities$..

All (GA) 0 $the$ (GNN) student $students$ (GVT) wear Swore$ uniform (LCS) 0 $which$ (FS) i
SI$ (FS) brefer Sprefer$ (GPD) that 808 and (GPP) I $03 (F'S) likt $like$...

Also, in (FS) tha $that$ stage I (LP) was always doing 381 used to practice$ my (FS) hoppies
Shobbies$ (SU) that were very much $?8 that help me to be (GA) 0 3a8 useful ....

Although spelling errors represent a large group in the CEA of the SLC, these errors are
mechanical errors. Therefore, there is a high possibility that Saudi EFL students can improve their
spelling ability with further exposure to English and lots of practice of writing in English. On the
other hand, they are not expected to easily overcome lexical and grammatical errors. Lexical and

grammatical errors are far more likely to fossilise than spelling errors.

66



2.7.6.2 The GVT (Grammar, Verbs, Tense) error category

This error category is the second largest in the SLC. It accounts for 10.19% of all the errors in the
SLC, with 341 errors in total. This category consists of any misuse of tense or aspect. Biber et al.
(1999) point out that from a structural point of view, English verbs are inflected for only two
tenses: present and past. In English, the present tense is unmarked morphologically, apart from the

suffix (e)s on the third person singular, and the past tense for regular verbs is marked with the

suffix —ed.

Simple present tense referring to the present time has two major meanings: to describe a state

existing at the present time, and to describe present habitual behaviour.

Simple present tense referring to a state existing at the present time:

I want a packet of crisps.
Economists fear interest rate rise.

Simple present tense referring to present habitual behaviour:

There's this one bloke, he walks around with a grenade tied to his neck.
He dances and moves about a lot.

In addition, the simple present can report on an action ongoing at the time:

Here comes your mother (pp. 453-454).

After examining the GVT category's errors, it was found that a few errors in the SLC were cases

where the simple present tense should have been used

e.g. ...(LS) The person $One$ (GVT) passed Spasses$ many (GNN) stage $stages$ (LS) on 3in$ (Z)
his $his/her$ life (QC) , $.8 1...

..(GA) The $0$ high school is interesting (FS) becus $because$ it (GVT) is including Sincludes$
(GNN) subject $subjectss$ ...

.(GA) The $0$ graduation is (GA) 0 $a$ (F'S) dreem $dreams$ for anybody. I will
(FS) hop 8hope$ (GVT) will hope $hope$ my graduation in college (GPP) it's $is$ (GVT) it's $will
be$ (GADJCS) more best a day 3a better day$.

A larger number of GVT errors in the SLC involve cases where the present tense was used when
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the past tense should have been used. Past tense is used:

i. to describe something which happened at a definite time in the past or a series of actions (He
heard about the exam last week, She gave Jason a present ages ago), ii. to describe something which
could not happen (or would be unlikely) in the present or future. (Leech, Cruickshank, & Ivanic,
2001, p. 374).
In the following examples from the SLC, there are cases where the students have opted to use the
present tense, although there are time adverbials that refer to the past tense: e.g. after two years.

More striking are the cases where the student uses the past tense in the first part of the sentence but

does not remain consistent and uses the present tense in the second part.

e.g. I (FS) descovered $discovered$ (GA) 0 3a8 (FS) Senice $science$ (GWC) Senice $scientific$
theory (GPR) that $which$ I (GVT) notice $noticeds ...

...sat in the nice place with our teachers. The (LP) leader's teacher $headmistress$ (GVT) give
Sgave$ the (GWC) excellence 3excellent$ and ideal girl (GA) 0 $a$ certificate of ..

When I finished my first year I felt calmer, (GA) the $08 I (GVT) choose $chose$ science section,
(FS) Because $because$ I was and still love math and English...

When [ was in high school, I used to hate English language (QC) , 8.% when (FS) The $the$ exam
time (GVT) comes $came$ I (GVT) feel $felt$ (FS) That $that$ (GVT) I'm not going $1 was not
going$ ...

Similarly, a number of errors were also associated with instances where the present perfect tense
should have been used. According to Biber et al. (1999), the present perfect “designates events or
states taking place during a period leading up to the specified time” (p. 460). They explain that the
perfect aspect in English is marked by the auxiliary verb have +ed-participle.

... (FS) depende $dependent$ on myself. If I (FS) chatt $chat$ with my friend while the lecture
(GVT) was started $has started$ and 1

[ think it's (F'S) asuccessful $a successful$ experience. I hope to be there now to see what (GVT) is
happened $has happened$ (LS) in $to$ the school and my (GNN) teacher $Steachers$.

In addition, some cases were found in the SLC where the students used the present perfect tense
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instead of the past perfect tense. The Saudi EFL students’ confusion between these two tenses was
very clear in the attested instances. This noticeable difficulty can be explained by the fact that no
perfect tense system formally exists in Arabic (Alkhuli, 1999; Farghal & Shunaq, 1999). The

following are some examples from the SLC of the Saudi EFL students' errors:

Iwas a teenager and (GVT) have just came $had just come$ (LS) came $finished$ (WRS) from
308 the (F'S) intermediat $intermediate$ school...

I have had a difficult situation in my life. It was after I (GVT) have finished $had finished$ the first

year in the secondary school.

There were also some cases where confusion between the past perfect tense and simple past tense
was attested. These are some examples from the SLC where the past perfect tense was used instead

of the simple past tense:

After six (GNN) month $months$, (FS) My 8my$ mother (GVT) had lost $lost$ a lot of her (FS)
whaight Sweight$. It was very (GWC) hardly $8hard$ for her...

I was very sad in the first week. Then I sat with five girls. They (GVT) had became 3became$
(GVM) had became $had become$ my best friends. Then my life changed...

...(FS) matterial $material$ with me and bringing them to my friends but (QR) , 30$ something
(GVT) had happened $happened$ (XVPR) happened with $happened to$ me which made (GPP) 0
Sme$ change my mind ...

In addition, there were also cases where the students opted to use the past continuous tense instead
of the simple past tense or vice versa. This also indicates that they have some difficulties in
differentiating between these two tenses. Biber et al. (1999, p. 460) point out that “[t]he
progressive aspect designates an event or state of affairs which is in progress, or continuing, at the
time indicated by the rest of the verb phrase”. In English, the progressive aspect is marked by the

auxiliary verb be + ing-participle.

.. (GVT) have $had$ great friends. We (GVT) was helping $Shelped$ (FS) eachother $each other$
(OR) . 308 And we ...

... the books (FS) ware $were$ big and (GVT) include Sincluded$ many chapters. I (GVT) was
study $was studying$ many subjects. The (FS) devlopment $development$ system helps ...
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1 (GVT) was needing $needed$ to (FS) successed $succeed$. I (FS) studed $studied$ very hard and
L.

1 (GVT) was feeling $felt$ (LP) a big rest $at ease$ at high school.

... Student in all the subjects so (OR) , $08 [ was popular and loved by most of the students. |
(GVT) was enjoying $enjoyed$ (FS) hidding $hiding$ (FS) forbedin $forbidden$ (FS) matterials

Smaterials$...

There were also cases where the past continuous was used instead of the past perfect tense, as in

the following examples from the SLC:

... same friends, hobbies and (FS) basicly $basically$ everything. High school came and my sister
(GVT) was just starting $had just started$ college.

Regarding the simple future tense, there were cases where the present continuous tense or simple
present tense was used where the simple future tense should have been used or vice versa.
According to Biber et al. (1999, p. 456), “there is no formal future tense in English. Instead, future
time is typically marked in the verb phrase by modal or semi-modal verbs such as will, shall or be

going to”. The following are some examples of Saudi EFL students’ errors from the SLC:

1 feel more happy and (F'S) intersted Sinterested$ when I study. I am (FS) tooking 3talking$ (GVT)
am tooking $will talk$ about one school (QL) , $where$ (WRM) the school $08 I ...

I will (FS) hop $8hope$ (GVT) will hope $hope$ my graduation in college (GPP)it's $is$ (GVT) it's
Swill be$ (GADJCS) more best a day 3a better day$.

2.7.6.3 The LS (Lexical Single) error category

The (LS) error category is used for conceptual, collocational or connotative lexical errors in single
words only. In addition, solid and hyphenated compounds are included in this category. There were
many errors of this type in the SLC, and it proved to be the third most frequent error type (279
occurrences/8.33% of all the error types). There were also a wide range of misused verbs and

nouns in the SLC, as well as some cases of misused independent prepositions. 91/32.62% of these
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errors were collocation errors. The collocation status was judged by finding the collocation in at
least two collocation dictionaries from the following: Oxford Collocations Dictionary for students
of English, Macmillan Collocations Dictionary, and Longman Collocations Dictionary and
Thesaurus. Errors in collocation usage were established using the same collocation dictionaries and
the British National Corpus (BNC). The potential effect of L1 was attested in 63% of these
collocation errors. The process used here to detect potential transfer errors is back translation, a
method advocated, among others, by Granger (2008b) as one way of assessing the potential
influence of the learners’ L1 phrasicon on learners’ L2 performance. Word combination errors
were translated back into the learners’ L1 and in cases where an L1 equivalent to the error could be
found, the word combination was classified as a potential transfer error. I and another native
speaker of Arabic examined the errors and marked the ones we considered to be affected by

Learners’ L1 (Arabic). The interrater reliability was .98.

Because of the prevalence of collocation errors and the wide influence of learners’ L1 in their
errors, the decision was made to focus on verb-noun collocation errors in the next study in which
teaching materials were designed and evaluated, (reported on later in this thesis; see section 4.8 for
further details on reasons for choosing verb-noun collocations). As pointed out by Laufer and
Waldman (2011, p. 665), the causes of the problematic usage of collocations seem also to be
attributed to “the inherent nature of collocations, the nature of communication in an L2, and the
nature of some teaching practices that stress input-based learning and refrain from explicit
vocabulary teaching”, and neglecting the issue of teaching formulaic language patterns. In addition,
the difficulty learners face in collocation production is mostly because corresponding collocations
in L1 may often contain one word (or more) that is different from the word form in L2. Similarly,
semantically transparent collocations might go unnoticed in input because they are composed of
frequent words. L1 transfer influence on L2 learners’ production and their failure to notice
constraints on word sequences indicate that unlike native speakers, learners build L2 output from
individual words rather than from prefabricated chunks (Kjellmer, 1991; Wray, 2002). According
to Sinclair (1991), L2 learners are often functioning on the open choice principle rather than on the

idiom principle.

In their discussion of seemingly appropriate teaching techniques for L2 formulaic language

production, Laufer and Waldman (2011, p. 666) argued for preemptive Focus on Form (R. Ellis,
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Basturkmen, & Loewen, 2001), which directs learners’ attention to specific structure or lexis since
it can raise L2 learners’ awareness of the importance and the difficulty of formulaic language
patterns. They call for communicative, task-based teaching aided by form-focused instruction,
either Focus on Form or Focus on Forms, that sheds light on the target items and let learners
“practice them out of an authentic, communicative context”. The Focus on form task should
emphasize on “production and crosslinguistic comparison”. Calls for adding the production
element in formulaic language teaching tasks are justified by the nature of formulaic language
patterns and the fact that they might not be problematic sometimes when perceived receptively in
input, while production seems indeed problematic. The crosslinguistic instruction is stressed
because of the pervasive influence of learners’ L1 on learners’ output and the persistence of L1
induced errors, according to Laufer and Waldman (2011). Further details on the teaching tasks in

both the collocation and lexical phrases studies are presented in chapter four and chapter five.
Below are some examples from the SLC.

...in the (FS) Collages $colleges$ (GNN) collages $college$ (FS) witch $which$ we want (OM) 0
8.8 (LS) In $At$ this age, (GA) the $03 teenagers need (WRS) to 308 someone who (GVAUX) 0

Scan$ advise...

Since a year I discovered (GA) 0 $an$ (LS) beautiful Sinteresting$ thing. It was how we can (LS)
out $take out$ the steam from (GA) 0 $a$ small (FS) piep $pipe$ (QC) ?! 8.8 I studied this...

I hope to (FS) returne $return$ to this school (WRM) for me $08 (LS) for $to$ correct my (FS)
mestake SmistakeS$.

.. 1 (GVT) feel $felt$ (FS) That $that$ (GVT) I'm not going $1 was not going$ to (LS) do Smake$ it.
(LS) In $on$ that day I couldn’t sleep (LS) in 3at$ (GA) the $0$ night (OM) 0 3.8 I was very ...

On the other hand I (GVT) have $had$ (FS) alot $a lot$ of good (LS) remmbers Smemories$ (FS)

remmbers $remembers$ in high school...
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2.7.6.4 The GA (Grammar, Articles) error category

The (GA) error category proved to be the fourth most common error type (6.93%) of all the error
categories in the SLC. A further analysis revealed that of the 232 erroneous occurrences, 'zero

form' errors were the most common (50.8 %). There were two types of omission:

1.) Omission of the indefinite article (a/an, 28.4%, 4.7% of all article errors respectively) as in:
Y y

....(GNN) subject $subjects$ became (GADJCS) more easy before Seasier than$ the first year. But
this year was (GA) 0 8a$ hard year in my high school experience.

... that (LS) made $gave$ me (GA) 03a$ very great personality.

.1 found (GA) 0 $an$ (XNPR) answer of $answer to$ this question.
(ii.) Omission of the definite article (the, 17.65%) as in:

First, I will talk about (GA) 0 $the$ positive points...

Secondary school (GVN) have $has$ three levels (QC) , 8.8 (GA) 0 Sthe$ first level is general
(OM) 0 $.$

Obviously, the omission of ‘a/an’ was more frequent (33.1%) than the omission of ‘the’ (17.65%).
The second most frequent GA error type was the misuse and insertion of the indefinite article

‘a/an’ (27.96%) of all article errors as in:

In fact (GDD) this $that$ grade was (GA) a $the$ best grade...
In the final year (OM) 0 $,$ we (GVT) have 8had$ a very (GA) a 808 difficult exam...

The third most frequent error type was the misuse and insertion of the definite article ‘the’
(20.25%). Interestingly, of all these cases of misuse of the definite article ‘the’, there were no
instances where ‘the’ had been inserted in place of ‘a/an’, whereas there were cases in the SLC

where ‘a/an’ was mistakenly inserted in place of ‘the’.

Some of the GA error types were unsurprising. Crompton (2011, p. 10) summarised the most
expected difficulties for Arab EFL learners in using English articles, which were originally pointed

out by Kharma and Hajjaj (1997) and Smith (2001):
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= Because of the absence of an indefinite marker in Arabic, initial underuse of

(This is book) is to be expected and is likely to be followed by overuse (These are a
books)

= Differing patterns of definiteness for the nouns in genitive constructions are
likely to transfer (Car the teacher)

» Inarange of idiomatic uses learners are likely to “reinstate” definite articles
omitted in English (/ went to the bed)

=  Proper nouns in Arabic often contain the article (He lived in the India)
Kharma and Hajjaj (1997) add four other likely transfer problems:

= non-ellipsis of articles in compound noun phrases (the salt and the pepper)

= use of the definite article (obligatory in Arabic) in generic plural noun phrases (7The

horses are useful animals)
= use of the definite article for abstract nouns (4! men fear the death)

= use of the definite article for mass nouns (The milk is nutritious to the body).

Saudi EFL students' difficulties with the indefinite article a/an are noticeable in the SLC. A further
analysis of the error types in the GA category reveals that the omission of a/an was the most
common error type (33.1%) of all article errors. The second most frequent error type was the
insertion of a/an, where no article is needed (23.69%). For example, When I (LS) entered $joined$
(GA) a $08 high school, I was very afraid and (GWC) exciting 3excited$... According to Biber et
al. (1999, p. 260), the indefinite article ‘a/an’ is used with singular countable nouns. The indefinite
article “narrows down the reference of the following noun to a single member of a class and is
often used to introduce a new specific entity in discourse”.

1. A cat was the victim of a cruel attack when she was shot in the neck by a pellet.....The pellet
went right through the cat's neck and came out the other side...

The indefinite article can also be used where the noun phrase does not refer to any specific entity.
2. I'm looking for a millionaire, she says, but I don't see many around.

3. I feel terrible. I need a friend.
4.Police are looking for a scruffy man aged 17 to 21 (Biber et al., 1999, p. 260).

In examples 2 and 3, the indefinite article is attached to a non-specific new entity, whereas it is
attached to a particular newly introduced entity in example 4. The indefinite article can also be

used to classify an entity, as in example 5, or generically, as in example 6 to refer to something
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typical of any member of a certain class:

5. My husband is a doctor.
6. A doctor is not better than his patient (Biber et al., 1999, p. 260).

A close examination of the omission of the indefinite article reveals that it was mostly omitted
before a countable indefinite noun as in:

.when Iwas (GA) 0 $a$ (FS) chield $child$...
I wish (GVM) to became $to become$ (GA) 0 $a8 teacher in the same school...

Another frequent error type was the omission of the indefinite article in the pattern a + adverb +
adjective + noun, as in:
It was (GA) 0 3a8 very good stage.

I had (GA) 0 $a$ very good experience.
... I (LS) stayd $spent$ (GA) 0 $a8 very wonderful time...

As for the use of the definite article, Biber et al. (1999, p. 263) explain that the definite article ‘the’
is used with countable and uncountable nouns: “It specifies that the referent of the noun phrase is
assumed to be known to the speaker and the addressee. The knowledge could be based on the
preceding text in which case we speak of anaphoric reference”, as in:

1. A doctor was allowed to carry on working after telling fellow general practitioners he had
contracted Aids, health officials revealed yesterday. ... The doctor, who died last summer,...

In many cases, however, the connection is inferred rather than signalled by repetition. This is
known as indirect anaphoric reference, as in:

2. He found her blue Ford Escort in the car park. The vehicle was locked and the lights were off.
(Biber et al., 1999, pp. 263-264)

In 2, once a car has been introduced, one can refer to things connected with the car as contextually
given. Thus, one can say that the use of the definite article is partly dependent on the preceding text
and partly on general pragmatic knowledge. Example 2 also indicates how a subsequent reference
to the same entity may appear in the form of a semantically related word with a definite reference,

‘the vehicle’.

Reference can also be established through something following later in the text. This is called
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cataphoric reference, as in:

3. Another potential voter starts to tell him about the car that went through his garden wall.
4. The patterns of industrial development in the United States are too weird to be categorized
easily. (Biber et al., 1999, p. 264)

There is also what is called situational reference where the definite article is attached to an entity
known by the shared situational context of the speaker and the hearer. Situational reference may
rely on the immediate speech situation (as in 5) or the larger shared context (as in 6):

5. I think there's somebody at the door now.

6. A. He's a farmer.

B. But how can he make money like that?
C. Cos they get money off the government don't they, farmers? (Biber et al., 1999, p. 264)

A further analysis of the omission of the definite article in the SLC (20.25% of all article errors)
showed that students did not write the definite articles in places where it should have performed the
roles described by Biber et al. above. For instance, there were cases where students seemed to
misunderstand the anaphoric reference of the definite article and did not use it, as in:

One day our teacher (FS) give $gave$ us homework and she said every student (WM) 0 $has to$
do (GA) 0 $the$ homework (LP) in hersilve $ by herself8 in (FS) hersilve $Sherself. ...I (GVM) was

take $took$ the homework from my friend (OR) . 808 And (LS) no $did not$ think about (GA) 0
Sthe$ teacher ...

Erroneous instances also resulted from misunderstanding the cataphoric reference, as in:

and (GA) 0 $the$ (XNPR) number Snumber of$ (LS) material $subjects$ we were taught (GVAUX)
0 $wass$...

Further, there were many cases where the definite article was omitted although it refers to an entity
known to be unique, as in:

..(GA) 0 $a$ computer room (LCC) and $which$ (GPP) it's $is$ conected (LS) with $to$ (GA)
Sthe$ internet...

...what I (GVT) want $wanted$ (XVPR) want $wanted to$ be in (GA) 0 $the$ future.

There were also a number of cases where ‘the’ should have been used before superlatives or
ordinals, as in:
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..(XVPR) connect another pipe on $connect another pipe to$ (GA) 0 $thes$ first (FS) piep Spipe$..
..(GA) 0 8thes first level is general...
...after (FS) That $that$ day I (FS) desided $decided$ to be (GA) 0 $the$ best student in the class.

Before describing Saudi EFL students' errors in the use of the zero article, it is appropriate to

describe the usage of the zero article in English. According to Biber et al. (1999, p. 261):

[c]orresponding to the indefinite article with singular countable nouns, we find the zero article with

uncountables (1) and with plural countable nouns (2 and 3):

1. We have wine on the table girls, drink it.
2. Two of his cousins are teachers, his sister's a teacher.
3. Inside the house Mr Summers found a family of cats shut in the bathroom.

The reference in the above instances is to an indefinite number or amount. Zero-article noun
phrases often express non-specific or generic reference, for instance: “Beer is, quite rightly,

Britain’s favourite Friday night drink” (Biber et al., 1999, p. 264).

There were a total of 102 (43.96%) instances of unnecessary insertion of a/an and the of all article
errors in the SLC where the zero article should have been used. The most common one was the
unnecessary insertion of a (54/23.27%), followed by the unnecessary insertion of the (47/20.25%),
and finally, there was only one case of unnecessary insertion of an (.42%). The following is an

example from the SLC:

(LS) In 8A4t3 this age, (GA) the $0$ teenagers need (WRS) to $0$ someone who (GVAUX) 0 $can$
advise them (OM) 0 $.8...

There were many cases like the above in the SLC, where the reference is to plural and unspecific
nouns. Thus, the was not needed. In addition, there were instances where a/an had been mistakenly

inserted before an uncountable noun, as in:

The friends in class (GVT) are Swere$ smart, lovely and (GVT) have $had$ (GA) a 308 good (FS)
behaivour $behaviour$ (GVAUX) have $were$ (LP) good behaivour $well behaved$

Some errors involved the unnecessary insertion of a/an or the before nouns where the focus was on

the type of institution rather than on a specific institution, as in:
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...(FS) bat $but$ in (GA) the 308 college we have to (FS) depent $depend$ about 70 (FS) persent
Spercent$ on ourselves..

2.7.6.5 The GVN (Grammar, Verb, Number) error category

This error category is the fifth most common error category in the SLC, accounting for 146/ 4.36%
occurrences of all errors in the SLC. The GVN includes all errors of concord between a subject and
its verb. As Biber et al. (1999, p. 180) noted, the subject and the verb phrase agree in number and
person in English. Most of the errors of this type in the SLC were cases where students chose to

use the single form of a modal or an auxiliary, while the plural form is the appropriate one, as in:

All steps (GVN) was Swere$ alright (OR) , $0$ but the funny moment was when [ wanted to put the
water...

...some of them (GVN) is $are$ difficult and some (WRM) of them 303 (GVN) is Sare$ easy...
(FS) all 34118 the (FS) peaple Speople$ (GVN) has $have$ (FS) alot $a lot$ of experiences.

All the teachers in high school (GVN) was $were$ friendly.

A few errors in this category were cases where the students chose the plural form of a modal or an
auxiliary instead of the singular one, as in:
Secondary school (GVN) have $has$ three levels ...

(LCC) And $0$ every high school (GVN) have $has$ to help (GDO) their $its$ (GNN) student
Sstudents$ to make their (GNN) dream...

1 (GVT) enter $entered$(LS) enter $joined$ (WRS) to 308 a new school which (GVN) have $8has$
(GVT) have $had$ (GA) a 308 new friends, teachers and subjects too.

Only 18 cases out of 146 in this category were instances where students did not add the -s form to
the verbs to indicate the present tense, as in:

.."who (GVN) want $wants$ to teach my (FS) supject $subject$ just (WM) 0 $for$ one day (OM) 0
528"

(FS) every 8Every$ experience (GVN) give 8gives$ me a lesson (LS) for $in$ (GA) the $03 life.
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Because the department (GVN) need $needs$ (GA) a $08 high marks to join...

2.7.6.6 The GNN (Grammar, Noun, Number) error category

This is the sixth most frequent error type in the SLC. This error type is responsible for 145/ 4.33%
of all errors in the SLC. It consists of errors resulting from the addition/omission of the plural
morpheme. Errors in this category can be one of two types: singular for plural or plural for
singular. Most of the errors in this category (130 out of 145) were of the first type, that is, they
were cases of using singular noun phrases instead of plural ones. Only 15 cases out of 145 were

cases of the second type. The following are examples of this error category from the SLC:

...in the first year because we were studying (GNN) subject $subjects$ like history

I'm a strong person. So, I tried and tried to study very well and made (GNN) relationship
Srelationships$ (LP) made relationship $made friends$ with some students.

When the second (GNN) years $year$ started, I was excited and afraid at the same time because [
wasn't sure If-..

I was (GA) 0 $a8 shy (GNN) girls $girl3. I never (GVT) ask $asked$ my teacher (FS) any thing
Sanything$.

2.7.6.7 The WRS (Word Redundant, Singular) error category

This is the seventh most common error category in the SLC, accounting for 141/ 4.21% of all
errors in the SLC. This category involves the unnecessary repetition of words. The main category
WR has two types, WRS and WRM. The former is for single redundant words and the latter is for

multiple redundant words. Most of the errors in the present category are unnecessarily inserted
prepositions. The following are examples of this type:

(WRS) On 308 one day I was sitting in math class.

..(Z) have to $should$ be (WRS) as 308 (GA) a 808 (GNN) institution Sinstitutions$ to help them
(WRS) to 808 be aware of (GPF) their selves $themselves$.

I learned many things which (LS) made $helped$ me (WRS) to 808 become ready to (XVPR) study
in $study at$ university.
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It seems that the unnecessary insertion of these prepositions in learners' production is the result of

the effect of their L1 Arabic, since in Arabic these exact prepositions are used in these positions.
2.7.6.8 The WM (Word Missing) error category
This category is for errors involving the omission of words. This error category is the eighth most

common in the SLC, with a total of 125, i.e. 3.73% of all errors in the SLC.

the students (GVAUX) 0 $are$ between 15 and 19 years $§ (WM) 0 $old$ .

This experience changed me to (WM) 0 $become$ more (GWC) expertness $experienceds$..

2.7.6.9 The LP (Lexical Phrase) error category

The LP error category is the ninth most common in the SLC, accounting for 122/3.64% of all the
errors in the SLC. LP includes three types of errors: errors in (semi-) fixed multi-word expressions
and idioms, or when the learner uses a paraphrase instead of the corresponding English LP, and
errors in phrasal verbs. The influence of learners’ L1 seemed to lead to 61% of the errors in this
category. The same procedures described in section 2.7.6.3 were used to identify transfer errors,
and the interrater reliability was .97. The same underlying causes and pedagogical
recommendations presented in section 2.7.6.3 apply here. The following are some examples of this
category:

It was very good (LP) from all of Points $in all respects$ (F'S) Points $points$, my friends, my
teachers, my marks,...

...8which$ I (GVT) notice $noticed$ (GPP) it $0$ (LP) from long-term $a long time before$.

... (SI) I eager to meet them 31 am eager to meet them$ (LP) as fast as possible $as soon as
possible$.

2.7.6.10 The QM (Punctuation Missing) error category

This is the tenth most common error category in the SLC. Obviously, this error type is devoted to
errors of missing punctuation marks. The following are some examples from the SLC:

When I was in high school (OM) 0 8,$ I (LS) got $had$ a good experience.
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... to register in the (F'S) Collages $colleges$ (GNN) collages $college$ (FS) witch $which$ we
want (OM) 0 8.8 (LS) In 8A4t3 this age, (GA) the $0$ teenagers need...

When I was in high school(QM) 0 $,$ the subjects were easier than in college.

However (OM) 0 8,$ I remember (GA) 0 $a$ special day when I had to move to another school.

2.8 Conclusion

In the second, third, fourth and fifth sections of this chapter, I presented a detailed review of
previous studies that are most relevant to the topic of the present work, including a discussion of
the history of error analysis in the field of applied linguistics, available learner corpora of Arabic
learners of English and previous studies on the most common errors of Arab/Saudi learners of
English. The seventh section dealt with the methodology used in this study where I reported the
methods, procedures and principles that were used to collect and analyse the data. Starting from
section 2.7.5, I presented and discussed the results of this study and compared them to previous
studies. In the next chapter, I will introduce concordancing and Data Driven Learning, their basic
concepts, literature, and existing studies on learning outcomes via the DDL approach. The DDL
approach is the backbone of the teaching materials used in the collocations and lexical phrases

studies (covered in chapters four and five).

Two of the most frequent types of errors in the SLC were selected to be taught using two different
types of instructed input: corpus-based and dictionary-based, in order to gauge the effectiveness of
these two instructional conditions. The first error type is the collocations errors that were the third
most frequent error subcategory in the SLC (see section 2.7.6.3) and lexical phrases errors, which
were the ninth most frequent error subcategory in the SLC (see section 2.7.6.9). The seriousness of
lexical errors and their impact on communication success (see sections 2.6 and 4.4), the importance
of formulaic language patterns (see sections 1.3 and 1.5), the attested struggle in the literature of
L2 learners when using multiword units (see section 4.3), and the scarcity of empirical studies
investigating methods and tasks for learning formulaic language sequences (see section 4.4) are

among the main underpinnings of the empirical studies reported in chapters four and five.
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Chapter 3 An Introduction to Data-Driven
Learning

3.1 Introduction

This chapter presents a brief introduction to concordancing and Data-Driven Learning (DDL) by
first reviewing the basic concepts of the approach and its underpinning principles. The second
section of this chapter discusses and provides examples of various types of DDL activities. The
chapter ends with an overview of the existing research on the learning outcomes of the DDL

approach in its soft version.

3.2 Theoretical underpinnings of DDL

Pedagogical uses of corpus data and tools in the form of DDL in particular are compatible with
various contemporary theories of language acquisition and approaches to language teaching in
applied linguistics. The list includes ‘noticing’ ‘language awareness’ ‘consciousness raising’
‘discovery learning’ and ‘learner autonomy’ (see Aston, 1995; Batstone, 1996; Bernardini, 2001;
Carter, 2003; Gavioli & Aston, 2001; Johns, 1991a, 1991b; Leech, 1997; Rutherford, 2014;
Schmidt, 1990; J. Willis, 1998).

‘Noticing’ plays a facilitative role in SLA, effective yet not sufficient on its own (e.g., Batstone,
1996; Fotos, 1993; Schmidt, 1990, 1995, 2001, 2012). Research in the field of lexical acquisition
has shown that ‘noticing’ is a necessary condition to learn new vocabulary (Nation, 2001a).
Furthermore, some studies argued that learners tend not to notice formulaic language patterns by
themselves (Wray, 2002). Schmidt (2001, p. 26) contends that “noticing requires of the learner a
conscious apprehension and awareness of input”. Noticing takes place when the learner pays
conscious attention to the target language item. Corpus output and tools can enhance input for
learners to facilitate noticing. Corpus data in the form of key word in contexts (KWIC), for
instance, can make language features more noticeable for learners. The many typographical

enhancement techniques (such as italics, bolding, colour coding, underlying or highlighting)
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offered by corpora can promote noticing and consequently facilitate intake which is an essential

preceding stage for language uptake.

Along similar lines to those of the noticing theory, it has been proposed that learners’ ‘language
awareness’, which can be defined as “the development of an enhanced consciousness of and
sensitivity to the forms and functions of the language” (Carter, 2003, p. 64), can be prompted by
the use of concordance lines. This is because corpus data can be used to focus on language items,
whether grammatical or lexical. Learners can focus on the meaning, form, structure and usage and
all the aspects seen in concordance examples. The target language item can be examined by
learners in authentic contexts produced by native speakers of the language which can highlight

important aspects about the language item for learners.

‘Consciousness raising’ (CR) can be defined as “the drawing of the learners’ attention to features
of the target language” (Rutherford, 1987, p. 189), and Richards and Schmidt (2002, p. 109) point
out that CR refers to “techniques that help learners pay attention to language form assuming that an
awareness of form can contribute indirectly to language acquisition”. The use of corpus data and
concordances can encourage students to infer the meaning of collocations and lexical phrases and
note their form and usage from authentic examples. Concordance examples can help learners
differentiate between their way of using lexical items and the way of native speakers. They can
also expose learners to many meanings and different usage of the target lexical item through
authentic concordance examples. DDL tasks are often designed to promote noticing, language
awareness and consciousness raising, unlike mechanical drills and artificial tasks. DDL is an
effective mean of CR because the aim of DDL tasks is often to create awareness of a form, and also

to exhibit the function and contexts associated with the item.

In addition, it is argued by some researchers that DDL enhances ‘learner autonomy’ as learners in
the paradigm of DDL are described as researchers who read and examine corpus data and
formulate hypotheses and test them in the classroom often with the aid of their teacher, rather than
being spoon-fed the information. Through DDL learners learn to rely on themselves and it trains
them to read and exploit the language themselves. Through using corpus data and doing DDL tasks
learners can reach a stage of trusting themselves and learning to observe the language and absorb
its natural patterns. DDL tasks cannot lead immediately to complete autonomy on the part of

learners, but particularly in traditionally taught contexts, it is an effective task to use in order to
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improve learner autonomy.

Perhaps the most distinctive feature of the use of corpus tools and the DDL approach is that
learners are encouraged to discover language patterns by themselves, fitting well with the tenets of
‘discovery learning’. The ‘discovery learning’ concept is closely tied with corpus-based pedagogy

which stresses learners’ role as researchers while the teacher acts as research facilitator or advisor.

The advantage of such learner-centred discovery learning is that the learners are given access to
authentic language in real contexts, rather then invented simplified examples. They are challenged
to construct generalizations and note language patterns in natural contexts. This is of paramount
importance, especially in EFL contexts. Bolitho et al. (2003) contend that language discovery is the
cornerstone of language awareness. Van Lier (2001) gives an example of a language awareness

teaching activity and he showed that corpus data can efficiently achieve this aim:

...using data provided or collected, learners observe and analyse patterns of interest and come up
with descriptions or tentative rules, usually in group work. In most cases the data are from authentic
sources... Teachers can also use concordancers with authentic texts in order to raise awareness of
grammatical, stylistic and lexical features.... (Van Lier, 2001, p. 164)

In the context of teaching formulaic language patterns, Jaen (2010) nicely summarized the strength

of the DDL approach for this purpose:

It is widely acknowledged today that one of the most valuable resources we now have at our
disposal to expose students to authentic input and encourage them to explore the language
inductively are concordances. It is also worth mentioning that they are particularly helpful in our
case since they provide the necessary contextualization which we did not have a priori due to our
selection process based on frequency lists of isolated items. We believe that Data-Driven Learning
is an approach particularly suitable not only to help students notice and explore linguistic patterns
which are made salient by the concordance because of their frequency and stability, but also to
make them aware of the combinations which are not naturally used by native speakers (Jaen, 2010,

p. 18)

The DDL approach has a strong connection with the lexical approach. The lexical approach uses
the lexicon as the basis of language instruction by emphasizing the inter-connectedness of syntax

and lexicon. D. Willis (1994, p. 63) argues that:

A lexical based approach is likely to be more powerful than a structural approach in three ways:
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1. [I]t offers more powerful generalizations.
2. [T]he fact that a lexical description depends on a more powerful generalization means that the
learner will have more evidence on which to base useful generalizations about the language.
3. ..words are more amenable to learner analysis and discovery than ‘structures.” (pp. 63-65)
According to Sinclair and Renouf (1988, p. 148), a lexical syllabus would focus on “(a) the

commonest word forms in a language; (b) the central patterns of usage; (c) the combinations which

they usually form.” Indeed, as Murison-Bowie (1996, p. 185) contends:

in using corpora in a teaching context, it is frequently difficult to distinguish what is a lexical
investigation and what is a syntactic one. One leads to the other, and this can be used to advantage
in a teaching/learning context

Sinclair and his colleagues’ proposal for a lexical syllabus is followed by Lewis (1993, 1997), who
provides strong support and practical advice for the lexical approach in language teaching. In her
paper on formulaic sequences in second language teaching, Wray (2000, p. 469), summarized
Willis’s view on teaching formulaic sequences. His view stresses noticing and presenting language

patterns in their natural contexts, features which are often distinctive in DDL tasks:

Willis (1990) is less interested in word strings per se than in the ways in which certain words figure
within them. He favours ‘procedures which make [the] patterns salient’.... He believes that ‘we
need to help students to notice patternings and to speculate about them’.... His approach introduces
formulaic sequences incidentally, as part of the body of data used to demonstrate words in their
customary usage.

3.3 Key concepts of classroom concordancing and DDL

Tribble and Jones (1997) define concordancing as “software [that] enables you to discover patterns
that exist in natural language by grouping text in such a way that they are clearly visible...The real
value of the concordancer lies in this question of visibility” (p.3). Figure 3:1 contains concordances

for the word depend- :
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Valle Crucis . The truce , after all , did not | depend @ man 's goodwill . The sun was high and

. Any increased concentration among defence suppliers will | depend @ . T
the| attitudes of individual governments . Past
and people on whom those with little power and authority can | depend at the same time suffering imposed

of Commerce as its members , promotes non-| depend - . .
— . .for -thel -effect upon contractual incorporation . The
law instruments which . - - P P

because they are not reported to the police . Many crimes | depend - . .
Y P P Y P on being undiscovered , such as fraud and

Lectures make less use of the feed-back function of speech but

depat speech characteristic of needing less

. Whether I pl t Beckenh: t will | d d
cther [ play (at Beckenham ) or not wi aam @ feels and also on practice possibilities , " he

skills as it is on these the employees must primarily | depend El This should be the main focus of the

and late life , have depended in the past and will | depend El on collective measures to control the physical
and

well it works . They are normative because the assessment will | depend .
inpart value judgements adopted by the assessor .

Figure 3:1 Concordances of the word 'depend' extracted from the British National Corpus (BNC)

In the ESL literature, a number of researchers have proposed similar definitions of classroom
concordancing. Tribble and Jones (1997) describe concordancing as “locating all the occurrences
of a particular word and listing the contexts” (p.2), while Levy (1990) provides the following
definition: “a collection of all the occurrences of a word, each in its own textual environment

together with references and word frequencies” (p.178).

Data-Driven Learning is an approach first advocated and developed by Tim Johns (1986, 1991a,
1991b, and elsewhere). Johns and King (1991) defined DDL as: “The use in the classroom of
computer-generated concordances to get students to explore the regularities of patterning in the
target language, and the development of activities and exercises based on concordance output” (p.
iii).

Tribble and Jones (1997, p. 38) identified two major principles as general principles underlying
DDL activities. Firstly “discovery learning”. That is, language data under study is presented in a
way that leads language learners to discover new knowledge by themselves rather than being
spoon-fed. DDL is often considered a form of inductive learning as learners are taking part in the

learning process and not merely being passive recipients of information, which is what can happen
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in a rule-based approach. Nevertheless, DDL has its own distinguishing features which distinguish
the DDL approach from other inductive learning methods. Secondly, the language data is used to

represent authentic language.

I now describe the distinguishing features of the DDL approach in more depth. Firstly, language
data are presented as concordance lines, in the distinctive KWIC (keyword in context) format.
These concordance lines are extracted from a corpus using concordancing software tools such as
WordSmith, AntConc and Micro-concord. These tools can be used among many other things as
frequency counters and keyword highlighters. As can be seen in Figure 3:1, when learners cast
their eyes along the middle column of the concordance lines, they can recognize the regularities of
patterning of the word depend and its different possible collocations. The KWIC format enables
learners to see what words/types of words precede and succeed the target word, in this case depend.
The principle of making the invisible visible or more visible is essential in the learning process as it

is what stimulates the learning sequence “Identify-Classify-Generalise” (Johns, 1991b, p. 4).

Secondly, the DDL activities aim to provoke learners’ ‘noticing’ and ‘consciousness-raising’ when
they are engaged in the discovery process which may lead to deeper cognitive processing, and
consequently, better learning and long term retention (Laufer & Hulstijn, 2001). Furthermore, O'
Sullivan (2007, p. 277) contends that a number of cognitive skills can be stimulated and sharpened
through corpus use: “predicting, observing, noticing, thinking, reasoning, analyzing, interpreting,
reflecting, exploring, making inferences (inductively or deductively), focusing, guessing,
comparing, differentiating, theorizing, hypothesizing and verifying”. This is why, in his 1997
paper, Johns (1997, p. 101) described the role of the learner “as ‘linguistic researcher’, testing and
revising hypotheses, or as a ‘language detective’, learning to recognize and interpret clues from
context (‘Every student a Sherlock Holmes’)”. DDL activities can equip language learners with a
plethora of inductive learning strategies since in the DDL approach the underlying assumption is
that, as pointed out by Johns (1991a, p. 30), “effective language learning is a form of linguistic
research, and the concordance printout offers a unique way of stimulating inductive learning
strategies”. Exposing language learners to authentic language data and encouraging them to notice
and analyze regularities and patterns of language use will allow them to understand the fuzziness of
language, where there are many typical or common uses one should be familiar with, rather than
rigid rules to be remembered and followed (Boulton, 2009a). These analytical skills and inductive

strategies that learners acquire through DDL are transferrable, and transferability is seen as an
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important principle in the DDL approach as emphasized by Johns (1991a, p. 29): “transfer[ability]
in the sense that the inductive strategies developed in the classroom for ‘puzzling out’ how the
language works should be equally applicable outside the classroom”. Thus, we can conclude that

the DDL approach aims to have a wider impact that goes beyond the language classroom.

Thirdly, based on discovery learning principles which are central to the DDL approach, as
discussed above, the learner’s role during DDL activity can take a new direction, that of the
“linguistic researcher” or “language detective” (Johns, 1997, p. 101). That is, in the DDL
classroom, learners take charge of their learning as they are at the centre of the learning process.
However, although Johns (1991a, p. 30) describes the DDL approach as trying to provide “direct
access to language data” and “cutting out the middleman”, these principles are not always
followed. To illustrate, Johns himself (Johns, 1988, pp. 21-24) outlined six main approaches to
DDL which range from “pre-classroom” applications for the teacher herself/himself when s/he uses
the corpus as a language reference or to obtain examples for illustration purposes; to prepared
printouts which involve either closed-ended tasks, in the sense that the result is known to the
teacher, or open-ended investigations; to when the corpus can be used hands-on either as a
consulting resource or as a part of planned activities. DDL tasks can be deductive or inductive.
There are no strict measures in designing DDL tasks that cannot be subjected to modifications on

the part of teachers or materials designers.

Fourthly, the teacher’s role in the DDL classroom can be differentiated from the role s’/he would
normally adopt in non-DDL classrooms. Johns summed up the teacher’s role as “research director
and research collaborator rather than transmitter of knowledge” (Johns, 1988, p. 14), and later
added that the teacher’s main role has been refined to “director and coordinator of student-initiated
research”, a role that “can be difficult for teachers to come to terms with” (Johns, 1991b, p. 3).
These descriptions of the teacher are not meant to diminish her/his essential role in the DDL
classroom, they rather imply that s/he has to take on further responsibilities and learn more skills to
be able to handle the requirements of the DDL activities. Some of the teacher’s responsibilities
before and during learners use DDL materials are selecting the language features for study,
choosing the concordance lines (in the case of the soft version of the DDL) or the corpus itself for

hands-on consulting (in the case of the hard version of the DDL, see section 3.4.1 and 3.4.2 for a
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discussion of the soft and hard DDL versions), asking the right questions and giving accurate
directions when learners exploit concordance lines along with monitoring students while making
valid inferences and drawing appropriate conclusions about the target language items. Johns
(1991a, p. 30) describes the DDL approach as an “attempt to cut out the middleman as far as
possible and to give the learner direct access to the data”. The “middleman” of course refers to the
teacher, however in the DDL approach the computer is not considered “a surrogate teacher or tutor,
but as a rather special type of informant”(Johns, 1991b, p. 1); hence, it cannot replace the teacher

and her/his presence is indeed a vital one in the DDL classroom.

The final distinguishing feature of DDL is the fact that the input is derived from authentic language
samples in contrast to other inductive teaching approaches that rely on conventional prescriptive
language descriptions “more often based on the ‘armchair intuitions’ of the grammarian [rather]
than on any close analysis of data” (Johns, 1991b, p. 3) along with examples concocted on the spur
of the moment by teachers. Johns (1991a, p. 31) argued that “The evidence thrown up by the data
has left no escape from the conclusion that the description of English underlying our teaching,

whether homemade or inherited from other teachers and linguists, needs major reassessment”.

3.4 Classroom concordancing versions and DDL activities

In this section, a number of classroom concordancing types will be described. Classroom
concordancing here refers to the pedagogical applications of concordances in language learning
contexts. Leech (1997, p. 10) identified two main ways of employing DDL. The first is the ‘soft
version’. In this paradigm, learners are not provided direct access to corpus data, rather they work
on pre-prepared materials designed by their teacher. The second type is the ‘hard version’. This
version, in contrast to the ‘soft version’, allows for direct access to corpus input and learners are
exposed to that input and expected to derive insights about language from their exploration and

apply it to the available data.

In the soft version, the responsibility of accessing the corpus, then choosing the relevant
concordance lines, designing concordance-based tasks and activities and finally transferring these
data to printouts to be exploited and examined by learners, is the teacher’s. The learners’

responsibility is obviously to study these concordances and arrive at the appropriate conclusion
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about the targeted language feature, which is often already known to the teacher (Bernardini, 2004;
Granger & Tribble, 1998; Osbourne, 2000; Tribble & Jones, 1997). In the hard version, on the
other hand, students are more in charge of the learning process. They carry out autonomous
concordancing themselves through accessing a corpus and a concordancing program using
computers, CDs or web-based tools. Consequently, with such responsibility learners are expected
to have the skills necessary to work on computers and corpus tools and software. Tasks and
activities in the hard version framework can be designed by the teacher (Tognini-Bonelli, 2001),
incorporated into a CALL program/s (Braun, 2007; Cobb, 1997a, 1997b, 1999; Cobb, Greaves, &
Horst, 2001; Cobb & Horst, 2001; Horst, Cobb, & Nicolae, 2005; Huang & Liou, 2007; Hughes,
1997; Johns, Hsingchin, & Lixun, 2008; Lin, 2008; Liou et al., 2006; J. Milton, 1998), or the focus
points can be chosen by the learners, either with or without the instructor’s guidance (Bernardini,

2002).

Accordingly, Gabrielatos (2005) talks about three combinations of classroom concordancing:
teacher-centred, learner-centred and the combined type. As its name suggests, the teacher-centred
type is where the teacher determines the target of the lesson, selects the materials and manages the
process, whereas in the learner-centred type, the learner takes responsibility of all the three stages
as s’he is provided direct access to the corpus while the teacher acts as a guide and the computer as
a facilitator. The third kind is a combination of the previous two as the teacher and the learner
make the decisions collaboratively. In the following two sections, I will discuss both versions of

DDL.: soft and hard with illustrated examples where possible.

3.4.1 The soft version

The soft version of DDL involves activities designed by the teacher for learners to work on
concordance output. For teachers to design such activities, they often need a computer, a
concordance program and a printer to prepare paper-based DDL activities. The process starts with
the teacher choosing the language items to be studied based on her/his students’ problems and
enquiries, error analysis of their spoken or written output, or language points taken from the
syllabus or textbooks. Then, the teacher chooses a selection of concordance lines that seem to best
highlight the target language pattern in line with Johns (1991b, p. 4) method: “all the citations

shown in the handout are authentic, there is in this handout a degree of ‘rule-hiding’ in the
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selection of citations, the categories adopted, and the sequencing of citations within each category”.
When the class carry out the DDL activity, the teacher takes the students through the concordance
output and directs their noticing and discovery process via carefully prepared prompts and
questions that normally accompany the concordance printouts. Despite the dominant role of the
teacher during all this preparation, the student’s role should not be underestimated as s/he is still at

the centre of the learning process.

There are many possible shapes and forms for paper-based DDL materials; it is unfeasible to try to
present all of these types here. However, the most frequently used and recommended models will

be presented below, all of which can be modified for different language teaching purposes.
3.4.1.1 Activities for deducing the meaning of the keyword

The skill of deducing the meaning of unfamiliar words by means of contextual clues is often
encouraged by teachers in second language learning contexts. It is a useful asset in language
learning as it enables learners to deal with texts above their existing lexical threshold and expand
their vocabulary in the process. However, this is not always a straightforward task even for native
speakers if contextual information is lacking. Concordance lines can therefore increase the chances
of successful deduction as they provide several examples of the exact word in several contexts
simultaneously. The figure in Appendix 3A shows an example of this type of activity. The
keyword has been replaced by a nonsense word speg. As Tribble and Jones (1997, p. 39) explain,
each line taken in isolation only provides the learner with partial information about the
characteristics of this word, e.g. syntactic information that it is a noun. However, the available
contexts taken together can assist the reader in narrowing down his/her guess to “some sort of food

or drink”, enabling him/her to finally arrive at the right guess, “milk”.

Gabrielatos (2005, pp. 14-15) also gives an example of a similar task, where students are asked to
infer the meaning of the unknown lexis from concordance output. As in Tribble and Jones’ (1997)
example, the figure in Appendix 3B illustrates an activity for inferring the meaning of a missing

lexical item hammer and its polysemes from diverse, multiple contexts.

The activities in Appendix 3A and 3B might not be suitable for lower-level students. Thus, Tribble
and Jones (1997) advise that teachers should examine concordance printouts carefully and put

themselves in their students’ position so as to decide whether deducing the missing word meaning
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is an attainable aim, given the students’ language proficiency level and the clues provided by the
concordance examples. They further point out the fact that “[e]ven if a particular concordance does
not enable you to pinpoint meaning it will reveal all sorts of other information about the keyword:
grammatical features, common collocations, different meanings, idiomatic and metaphorical uses,
stylistic features, connotations” (p. 40), meaning this type of activity can be used by teachers in

flexible ways with a range of different goals.
3.4.1.2 Activities for recognizing grammatical features

Many of the grammatical features of a word can be identified from the word’s surrounding context.
Given this, using concordance input can assist in teaching grammar. The activity shown in
Appendix 3C can help learners decide what type of preposition follows the words inferested and
depend. In the first set of examples it would be apparent to students that interested often comes in
the form ‘interested in + something’; however, in example number five another form is presented
where interested is not followed by a preposition. In example number six yet another case is shown
where interested is followed by an object me. Other possible combinations of prepositions/words
with interested can also be integrated in the DDL sheet, depending on the learners’ language

proficiency level and the lesson’s purposes.

Krieger (2003) argued that teaching grammar should be illuminated by corpus-based language
studies. Following this line himself, he designed a DDL activity based on the findings of a corpus-
based study by Mindt (1997) about the structural uses of any. Mindt distinguished the uses of any
and gave examples for each type, a division originally devised by Tesch (1990). The first type is,
according to Mindt (1997, pp. 43-44), generally used in affirmative and declarative sentences when
the referent existence is presupposed and it accounts for more than 50% of all cases of any based
on the findings of her work on an English native speakers corpus, e.g. I thought any fool would
know. The second type occurs in negative and declarative sentences and it applies to a referent
whose existence is not presupposed and it accounts for almost 40% of instances, e.g.  shan’t get
any scripts from the assistants before then. The last type occurs in affirmative and interrogative
sentences and applies to a referent whose existence is not presupposed and accounts for about 10%
of all cases of any, e.g. But is there any truth in it?. Krieger (2003, pp. 6-7) designed a DDL task
informed by these findings, where he tried to represent these percentages of frequency in the

concordance lines he had chosen. The figure in Appendix 3D reproduces the task designed by
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Krieger (2003). He stated that the aim of the task is to get the students to discover all three usage
patterns of any and their frequency. Krieger suggested that this task can also be used for other
purposes such as “defining functions and common language chunks of any”, or it can be a part of a

lesson about quantifiers or a related area.

Tribble and Jones (1997) suggested that grammatical features of the language in general can by
studied via the concordances of certain phrases. They provided an example of a worksheet intended
for teaching the grammar of reported speech at intermediate level. The figure in Appendix 3E
represents this activity. The steps suggested for employing this worksheet are provided in

Appendix 3E, too.

Meunier (2002) suggested incorporating learner input into grammar teaching materials via parallel
native and learner concordances (cf.Granger & Tribble, 1998; Joyce & Burns, 1999). However, it
should be noted that, as Tribble and Jones (1997) argued, there is no guarantee that a certain
grammar rule or some aspect of it would be apparent in concordances or even in the whole corpus
itself. By the same token, a concordancer may bring both illuminating and unexpected results.
Thus, the materials designer should be aware of the different types of available corpora and their
distinguishing features drawn from their sources; for instance, designing corpus-based materials for
teaching academic English requires an academic corpus built from sources such as academic

articles.
3.4.1.3 Activities for teaching synonyms and homonyms

The DDL approach offers an efficient way of comparing and contrasting synonyms and homonyms
through concordances. The figure in Appendix 3F represents an exercise aimed at training learners

of lower intermediate level or above to identify parts of speech in context, based on a concordance

of like.

In addition, the same approach can be applied to highlight the sometimes subtle differences
between the meanings of the same word, as shown in the figure in Appendix 3B with its exercise
designed around the word ~ammer by Gabrielatos (2005), or between the meanings of words that
are almost synonyms. The figure in Appendix 3G reproduces an exercise suggested by Tribble and
Jones (1997) to teach the semantic differences between over and above. The combined

concordances provide in a condensed piece of text information about many aspects of vocabulary
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like nuances of meaning, idioms, and chunks that learners need to be exposed to. While the
exercise in Appendix 3G might appear more appropriate for learners at intermediate level or above,
it can be toned down with “much less ambitious objectives” (Tribble & Jones, 1997, p. 47). The
figure in Appendix 3H is therefore a simplified version of the previous exercise about over and

above.
3.4.1.4 Activities for group work

DDL activities can be carried out individually, in pairs or in groups, depending on the activity aim
and more importantly on the amount of data. Thus, when a teacher wants to exploit the inevitably
large corpus output of a number of linguistic items especially when the data are from a large
corpus, designing exercises for group work would make them more manageable. Tribble and Jones
(1997) gave an example of such an exercise by designing an activity focusing on see, look, watch
and their inflected forms. The concordances are split into sections of roughly equal sizes and
printed out on worksheets including the same set of instructions. The suggested steps and figures

are reproduced in Appendix 31.
3.4.1.5 Gap-filling exercises

All the previous types of exercises require learners to provide information about the keywords of
concordances after examining their contexts, however, with the gap-filling exercise the learners’
task will be supplying the missing keyword themselves. Tribble and Jones (1997) introduced a
twist on this type of exercise which includes incorporating two different sets of concordances for
two or more keywords. Their example is shown in Appendix 3J. In this exercise learners know
what words have been deleted: poor and rich, and only need to supply them where appropriate. The

metaphorical meanings of these words are then explored in the second part of the activity.
3.4.1.6 Activities based on learner output

Since concordancers can be used for retrieving errors in learners’ output, these erroneous instances
could serve as a basis for remedial activities. Although DDL activities are often informed by native
speaker corpus data, they do not need to be exclusively based on native speaker concordances and
learner data can be incorporated in the activities as a remedial method (cf.Granger, 1996; Granger

& Tribble, 1998; Meunier, 2002; Tribble & Jones, 1997). For instance, Joyce and Burns (1999, p.

94



48) argue that “by noticing the gap between their own and target language forms, learners are also

better able to accelerate their acquisition”.

Granger and Tribble (1998) suggested a number of ways of incorporating native and learner data
and the figure in Appendix 3K illustrates the use of parallel native and learner concordances for the
study of erroneous items. In this exercise learners will be instructed to compare the
complementation of the words accept and possibility in native and learner examples. They claim
that this kind of exercise can help students overcome fossilized errors in their interlanguage, in this
case the erroneous use of the infinitive after these two words. They contend that these exercises
should be motivating for learners as they are not dealing with any type of grammar rule or a well-
worn lexical problem, rather they are exposed to their own attested problematic linguistic items.
Furthermore, the structures that are displayed for students include structures that they have
succeeded in mastering, such as the that-clause after accept or the of-phrase after possibility.
Tribble and Jones (1997) used whole-sentence concordances of which and that extracted from a

corpus of student essays, as shown in Appendix 3L.

In his book Grammar for English Language Teachers, Parrott (2000) made extensive use of
authentic native data and authentic learner data in some exercises. These examples, reproduced in

in Appendix 3M, are used for error correction exercises. The exercise focus is on article usage.

All of the DDL exercise types described above are pre-prepared by teachers and the teacher is the
only person to use the computer and the concordancer. While conducting the process of designing
these types of exercises the teacher is exposed to a wealth of information about language use and
patterns, yet teachers and materials designers need to realize that these raw data do not
automatically constitute useful and informative language teaching materials directly. They need to
put a lot of thought into choosing the appropriate design for the targeted language items and for

their students’ needs and wants.

3.4.2 The hard version

This section describes what is sometimes called interactive uses of concordancing (Tribble and
Jones (1997, p. 63), that is, learners’ use of a hands on concordancer (Boulton, 2010b, p. 131). The
hard version, as pointed out by Aston (1996), requires learners to have access to a computer and
corpus platforms and have the competence to use them. Variations in the hard version of DDL can

be classified in different ways. Aston (1996) proposed categorizing them in terms of who decides
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the language focus, who directs and guides the learning process and whether concordances are
incorporated into a computer assisted language learning program, are web-based or readily
available online. Based on these principles, there are three types: (a) teacher-guided independent
concordancing; (b) learner independent concordancing; and (c) CALL-based independent
concordancing. C. Yoon (2011, pp. 132-134) classified them in terms of the dominant use to which
the corpus is put by learners. According to this criterion, there are two types of use: “corpora as
research tools” and “corpora as reference tools”. However, Yoon warned that these two categories
are not mutually exclusive but for the sake of classification, the dominant type of corpus use is

considered. In what follows, a number of studies from both types will be described briefly.
3.4.2.1 Corpora used as research tools

Using corpora as research tools for language learning was pioneered by Johns (1996; 1988) and
was what he understood as DDL. Cresswell (2007) is one of the studies that set out to evaluate how
effective corpora can be as a research tool for learners in studying connectors. The connectors in
focus were: instead, in fact, as a matter of fact, on the contrary, in contrast, anyway, indeed, yet,
rather, and on the other hand. The study was carried out as a part of an EFL academic writing
course taught by the researcher himself at an Italian university and participants were relatively of
advanced level, majoring in Translation. Cresswell’s study comprises two groups: a DDL group,
and a control group. The DDL group was divided into small groups. Their task was to figure out
the meanings, functions and syntactic patterns of the target connectors. Participants worked on
corpora of The Independent newspaper using Concord (M. Scott, 1999) to manipulate
concordances. The control group had the same task but had only one source to consult, dictionaries.
Cresswell stated that he was available only for advice on searching techniques and the students
remained solely responsible for the accuracy of their descriptions of connectors. Students were
required to present their metalinguistic information of connectors to their own group. The
researcher also examined students’ final papers for the module to track any differences in learners’
use of connectors between the DDL group and the control group. 8 out of 15 groups in the DDL
group succeeded in providing information that were principally accurate. Analysis of learners’
‘genuine use’ of connectors revealed only a slightly higher rate in the use of some connectors by

the DDL group, but generally no clear effect was detected.

The focus was self-correction of vocabulary errors in Watson Todd (2001), 25 Thai postgraduate
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students in an English language course were instructed to choose a lexical error from their writing,
which had been previously marked and the error pointed out by the researcher, and search for
examples of the lexical item on the internet. After they had selected 10 concordances, they were
required to induce valid rule/s from the concordance patterns and correct the selected error using
the rules. The results were quite positive, a mean of 7.78 out of 10 concordances tallied with the

inferred patterns, and 18 out of 23 attempted lexical corrections were successful.

D. Lee and Swales (2006) also obtained encouraging results, however their study aim was
improving learners’ academic writing and raising their rhetorical awareness through direct use of a
corpus by four non-native doctoral students. The study took place in an English for academic
purposes course taught by one of the researchers at an American university. First, students were
given access to written and spoken academic corpora, and they were trained on how to use the
corpus tools. They carried out a number of corpus-based activities to familiarize themselves with
the way a corpus can be used to examine language. Students were instructed to collect two corpora:
one of their own academic writing, and one compiled from electronic versions of published papers
of experts’ academic writing in students’ individual disciplines. At the end of the course,
participants presented their findings to the class and discussed how the exploitation of the two
corpora raised their rhetorical awareness and for what further purposes they envisaged using
corpora in the future. Interviews with participants after the course revealed very positive views
about corpora: they believed that corpora increased their autonomy and they claimed to prefer

using corpora over other reference tools and grammar books.

Geluso and Yamaguchi (2014) integrated corpus consultation into a course design with the aim of
improving spoken fluency. Lower intermediate Japanese EFL learners were introduced to the
Corpus of Contemporary American English (COCA) over a period of three weeks, then they used it
to discover and investigate formulaic sequences they wished to use in their speaking journals and
later present them to their colleagues weekly. The project entails using COCA in preparing
‘speaking journals’ which consisted of four phases: preparation, corpus use, a practice
conversation, and the real conversation with a native or a proficient speaker of English which
students were required to record. The second component was teaching a selection of students;
favourite formulaic sequences to their colleagues in students-led classes. Recordings of students’

interactions suggested that they were generally successful in using the formulaic sequences
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appropriately in context. Questionnaires and interviews showed positive attitudes towards the DDL
approach, nevertheless a few reservations were noted: unfamiliar vocabulary, truncated
concordance lines, doubt of corpus data and needing some authority confirmation of their findings,

and tight time in classes.
3.4.2.2 Corpora used as reference tools

In this section, a number of studies where learners used corpora as reference tools to solve their
linguistic problems will be reported. Kennedy and Miceli (2001) compiled their own
Contemporary Written Italian Corpus (CWIC), to evaluate how learners go about corpus-based
investigation. Participants were undergraduates enrolled in an Italian program at Griffith University
in Australia. Kennedy and Miceli opted for what they termed an “apprenticeship” approach to
training students, which is aimed “to promote learning by example and by experience” (p. 81).
They compiled a corpus and students used it as a problem-solving tool. Students' problem-solving
activities took the form of revising a text to correct their own or others' work and their utilization
was the focus of the study. Eight students participated in the study whose language proficiency
ranged between intermediate and upper-intermediate. Students were given “two texts to revise. In
the first, ...[the researchers] set specific tasks by underlin