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channel. The users were asked to remain still and limit eye 

movements to avoid electrooculography (EOG) artifacts. 

Additionally, the FORCe method [50] was employed for online 

artefact removal on the training dataset. Trials with amplitude 

exceeding ±300 uV were discarded. A posterior visual 

examination of the recordings was performed to confirm the 

absence of artifacts. A band-pass (4th order Butterworth filter) 

was applied between 0.5 and 50Hz. 

B. BMI Experiments 

Fifteen users (12 men and three women; mean age 27.33 ± 

4.8 years old; two left handed), untrained in BMI, were 

recruited to participate in the experiment. A programmable 

humanoid robot (Nao, Aldebaran Robotics) was used as the 

brain controlled device. Local research ethics committee 

approval was obtained (project number: 05/Q0403/142). Two 

different BMI learning approaches were implemented, namely 

a basic screen-based cue task (referred to as “basic task”) 

followed by an online robot navigation with a Nao Robot 

(referred to as “robot task”): 

1) Basic task (Fig. 6.1): A visual stimulus is displayed, 

highlighting a pointer symbol either left or right, upon which 

the user is given two seconds to perform a sustained MI task, 

i.e., for either right or left motion. Then, a relaxation period is 

allowed before the next iteration. Thus, each trial consists of 

one guided MI task performed by the user. For the first task, the 

visual cues are displayed in a random order with the condition 

that 10 trials of each MI task (i.e. left or right) are presented 

without any feedback. 

2) Robot task (Fig. 6.2): In this task, the user is initiated to a 

humanoid robot control, which continuously and slowly moves 

forward in a 25m2 empty space. The user is instructed to turn 

the robot left or right using MI towards the opposite side and a 

blue cone is intentionally placed on the robot trajectory. The 

user continues performing MI until the obstacle is avoided or 

removed. As regards the predictions, confidence values around 

0.6 indicate a poor confidence level, those around 0.7 a 

moderate confidence level, those around 0.8 a high confidence 

level, and those around 0.9 a very high agreement. For distorted 

confidence scores, the Platt’s scaling is used [51]. A system 

update is performed when the confidence level prediction 

reaches values higher than 0.8. Then, a short sound is produced 

and the robot proceeds with the corresponding action. The BMI 

commands and signals are annotated and recorded for posterior 

analysis.   

C. EEG Pre-Processing 

 A large majority of previous BMI approaches have been 

developed for features generated via CSP filters [52], which 

decompose the original EEG signal into a set of additive 

subcomponents, also called “bands”. In CSP, the feature 

generation requires knowing the covariance of the respective 

classes in advance in order to develop the subsequent spatial 

transformations of the features that provide maximum 

separability between the classes. 

A limitation of this approach is that, in order to apply CSP, a 

set of class labels must be provided a priori and, when the users 

are untrained, the class labels from the initial session can be 

unreliable. Moreover, in cases where the goal is to move from 

a basic BMI paradigm with visual cues on the screen to more 

demanding scenarios that involve controlling a robot in real-

time, the users’ brain responses may exhibit non-stationary 

signal as a result of this context change. Then, a supervised 

feature extraction method may add another subjacent source of 

decalibration, in addition to the one experimented by the 

classifier. 

Features based on spatial filters such as surface Laplacian, 

are also frequently used in the BMI literature [53]. This method 

aims to estimate a radial current at the scalp, using the recorded 

EEG signal. Although this does not require class labels, for 

accurate estimations, it may involve operations of high 

computational complexity such as spherical spline 

interpolations. In the present work, we obtained the highest 

accuracy using phase synchrony features, which are class-free 

 
Fig. 5.  EEG electrode placement used during 

the experiment based on the International 10-

10 system. The ground electrode is shown in 

grey, the reference electrode in blue, and the 

signal electrodes in yellow. 

 
Fig. 6. Processing schema and evaluation for the basic and robot tasks. 
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and their computation is nothing more than an analysis of the 

phase differences between the signals [54]. The phase 

synchrony features are computed from three pairs of channels 

displayed in Fig. 5, namely F3-F4, FC5-FC6, and C3-C4. The 

location of these pairs provides us with enough EEG coverage 

of the motor cortex. Then, the following steps are performed:  

1) Step 1. For each raw EEG signal from a specific channel 

  denoted by ( )t , every time the buffer gets filled for a 

period of length  , we compute the Hilbert transform of every 

signal at time t  as  1 1( ) ( ( ))t H t  [65].  

2) Step 2. Following step 1, we derive its Hilbert phase as: 

 






1

1

1

( )
( ) arctan ;

( )

t
t

t
 (56) 

3) Step 3. Finally, a value of phase synchronization can be 

estimated by the mean phase difference between two signals 

[66, 67]: 
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where 1    and x  is one dimension of the input used for 

the learning model.   

V. PERFORMANCE ANALYSIS 

The result section consists of three analyses: A) performance 

results of the proposed method along with 14 other algorithms 

on the recorded data from both tasks; B) a statistical analysis of 

results comparison between the methods; C) performance 

results of the proposed method using different features. 

A. Performance Results 

For the basic task, the classifiers were allowed to be trained 

offline using a 5-fold cross-validation process. The predictions 

from each fold were copied in their corresponding trial order 

into a global prediction vector of size equal to the total number 

of trials in the original session of the corresponding user. This 

organization of the predictions enables to obtain a total 

evaluation metric per user, rather than averaged results from all 

folds. As the robot task is performed online, predicted values 

are recorded for each sequential trial and these are then 

compared against the ground truth annotations of the suggested 

actions at the end of the experiment. 

Several machine learning algorithms were tested to evaluate 

the adequacy of SA-GT2FGG for performing adaptive learning. 

We compared their accuracy, both during the basic and robot 

tasks.  

TABLE VI.  PERFORMANCE COMPARISON 
 Acc.: Accuracy; #R: number of rules or length of basic structure; T’’: seconds taken for retraining or sequential learning from one sample instance with Intel 

proc. i7 quad-core @3.4 GHz; s.v: support vectors; McIT2FIS: metacognitive interval type-2 fuzzy; oLDA: online linear discriminant analysis; AdIM: adaptive 

information matrix; DBN: deep belief nets; SCGNF: scaled conjugate gradient neuro fuzzy; ARTMAP: adaptive resonance theory mapping; T1FGG: type-1 

fuzzy Gath-Geva classifier; RF: random forests; RBFSVM: radial basis function support vector machine; LinSVM: linear support vector machine; NN: neural-

networks; T1FSIMclass: type-1 fuzzy simpl_eclass; SA-GT2FGG: Self-Adaptive General Type-2 Fuzzy Gath-Geva. 

 Basic task Robot Task 

Learning  

Method 

Used 

in  BMI 

Type Acc.% TP 

rate 

TN 

rate 

#R Acc. 

% 

TP 

rate 

TN 

rate 

#R T’’ 

*SA-GT2FGG 
(Proposed) 

Yes GT2 
Fuzzy 

85.11 ± 
3.30 

0.86 ± 
0.10 

0.84 ± 
0.07 

5.1 ± 0.8 
rules 

85.78 ± 
2.05 

0.90 ± 
0.05 

0.81 ± 
0.05 

6.7 ± 0.7 
rules 

0.0026 ± 
0.0002 

*McIT2FIS [22]  Yes  IT2 

Fuzzy 

62.05 ± 

10.42 

0.63 ± 

0.144 

0.61 ± 

0.117 

6.3 ± 

1.58 
rules 

61.49 ± 

9.85 

0.78 ± 

0.148 

0.45 ± 

0.201 

8.9 

± 0.8 
rules 

0.0025 ± 

0.0002 

*oLDA [3] [18, 55] Yes  Linear 

discrit. 

52.81 ± 

12.16 

0.77 ± 

0.139 

0.30 ± 

0.181 

2 

cov. 

58.38 ± 

9.96 

0.65 ± 

0.133 

0.51 ± 

0.149 

1 

cov. 

0.0033 ± 

0.0001 

*AdIM [3]  Yes  Quadratic 
discrit. 

62.00 ± 
7.95 

0.70 ± 
0.118 

0.54 ± 
0.122 

2 
cov. 

69.63 ± 
7.25 

0.78 ± 
0.079 

0.61 ± 
0.103 

2 
cov. 

0.0014 ± 
0.0005 

*SA-GT2FGG 

(no feat. scaling) 

No GT2 

Fuzzy 

80.20 ± 

3.67 

0.81 ± 

0.072 

0.80 ± 

0.045 

6.08 

± 1.09 

rules 

82.52 ± 

4.23 

0.79 ± 

0.051 

0.87 ± 

0.059 

6.9 ± 

1.62 

rules 

0.0014 

± 

0.0002 

*SA-GT2FGG 

(with T1 Fuzzy) 

No T1 Fuzzy 69.80 ± 

8.31 

0.70 

± 0.097 

0.70 ± 

0.087 

9.26 

± 0.96 

rules 

73.45 ± 

4.47 

0.72 ± 

0.040 

0.76 ± 

0.063 

10.4 

± 1.76 

rules 

0.0022 ± 

0.0002 

*T1FSIMclass  
[56, 57] 

No T1 Fuzzy  69.85 ± 
9.36 

0.70 ± 
0.088 

0.71 ± 
0.116 

8.93 
± 2.52 

rules 

68.78 ± 
5.81 

0.68 ± 
0.063 

0.70 ± 
0.068 

14.2 ± 
2.04 

rules 

0.0019 ± 
0.0001 

DBN [58] No NN 55.66 ± 
5.64 

0.60 ± 
0.219 

0.45 ± 
0.467 

100 
neurons 

50.44 ± 
6.41 

0.40 ± 
0.161 

0.66 ± 
0.439 

100 
neurons 

0.6013 ± 
0.01 

SCGNF [59] [60] No Fuzzy 

NN  

71.08 ± 

7.00 

0.68 ± 

0.17 

0.68 ± 

0.15 

10 

neurons 

65.46 ± 

12.19 

0.69 ± 

0.109 

0.77 ± 

0.153 

10 

neurons 

0.2628 ± 

0.04 

Fuzzy ARTMAP 
[61] 

No Fuzzy 
ART 

71.75 ± 
7.75 

0.68 ± 
0.173 

0.69 ± 
0.152 

10 rules 67.46 ± 
13.83 

0.67 ± 
0.15 

0.74 ± 
0.17 

10 rules 0.2897 ± 
0.05 

T1FGG [30] No T1 Fuzzy 60.19 ± 

7.85 

0.62 ± 

0.142 

0.62 ± 

0.137 

10 rules 60.74 ± 

7.58 

0.60 ± 

0.121 

0.59 ± 

0.146 

10 rules 0.019 ± 

0.06 

RF [62] Yes Ensemble 
Trees 

74.68 ± 
7.69 

0.70 ± 
0.149 

0.79 ± 
0.093 

10 trees 67.33 ± 
9.10 

0.64 ± 
0.125 

0.71 ± 
0.127 

10 trees 0.1195 ± 
0.014 

RBFSVM [63] Yes Non-

linear 
SVM  

66.34 ± 

10.64 

0.56 ± 

0.212 

0.66 ± 

0.191 

9 ± 1 s.v. 61.15 ± 

12.84 

0.66 ± 

0.162 

0.67 ± 

0.186 

9 ± 1 

s.v. 

0.0089 ± 

0.001 

LinSVM [64] Yes Linear 

SVM 

63.57 ± 

11.90 

0.58 ± 

0.213 

0.64 ± 

0.201 

30.18 ± 

2.14 

62.30 ± 

12.44 

0.67 ± 

0.188 

0.63 ± 

0.202 

30.18 ± 

2.14 

0.0086 ± 

0.0009 
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TABLE VII. COMPARISON OF ACCURACY BETWEEN SA-GT2FGG AND 

ALTERNATIVE METHODS - BASIC TASK 

Method A Method B Test Estimate 
P-Value 

α=0.05 

SA-GT2FGG oLDA 0.03 p<0.01 

SA-GT2FGG AdIM 0.15 p<0.01 

SA-GT2FGG McIT2FIS -0.01 p<0.01 

SA-GT2FGG SA-GT2FGG-NS 0.03 p<0.01 

SA-GT2FGG SA-GT2FGG-T1FS 0.03 p<0.01 

SA-GT2FGG T1FSIMclass 0.07 p<0.01 

SA-GT2FGG DBN 0.13 p<0.01 

SA-GT2FGG SCGNF 0.09 p<0.01 

SA-GT2FGG ARTMAP -0.01 0.01 

SA-GT2FGG T1FGG 0.02 p<0.01 

SA-GT2FGG RF 0.01 p<0.01 

SA-GT2FGG RBFSVM 0.2 p<0.01 

SA-GT2FGG LinSVM -0.03 p<0.01 

All algorithms were allowed to use the data from the basic 

task as training data. In addition, adaptive/self-adaptive 

methods were allowed to update their models. Evaluating 

offline and online methods enables to identify whether offline 

classifiers are able to generalize well to the online robot control 

paradigm without the need for online adaptation. We added two 

alternatives of the proposed algorithm, one with the feature 

scaling deactivated and one that uses type-1 fuzzy sets rather 

than type-2. Some algorithms such as LDA and SVMs are quite 

popular in BMI, while random forests and ARTMAP are offline 

methods able to generalize well despite learning with small 

training sets.  

All methods were trained using phase synchrony features. As 

regards those methods that required the definition of parameters 

a priori, these were set-up to their optimal configurations as 

suggested in their original articles. 

In Table VI, a set of algorithms are compared using inter-

subject statistical metrics of performance: 


  

    
; ; ;

tp tn tp tn
Acc TPR TNR

tp fp fn tn tp fn tp fn
(58) 

where tp  and tn  are the numbers of true positives and true 

negatives, fp  is the number of false positives, and fn is the 

number of false negatives.  

B. Statistical Comparison of Results 

 A statistical analysis was performed to evaluate group 

differences between methods from all subject results in each 

task. Post-hoc analysis was performed after significant 

ANOVA (Welch’s F test). The Shapiro-Wilk test results with 

alpha set to 0.05 can be found in the supplementary material 

(SP). 

As regards the basic task, the post-hoc test results after 

significant ANOVA (F-value: 28.327, p < 0.01) are shown in 

Table VII (see complete table in SP). Thus, the results obtained 

with the proposed SA-GT2FGG method are significantly better 

than the ones obtained with the alternative methods, suggesting 

that, even in the situation of a basic screen-based cue BMI 

approach, SA-GT2FGG provides competitive performance 

with respect to the other methods. In addition, the results show 

that oLDA, AdIM, and McIT2FIS achieve a performance that 

is significantly above poorly performing methods in this 

scenario such as DBN. However, their accuracy varies in 

significant difference with respect to other methods such as 

SCGNF, T1FGG, ARTMAP, RF, RBFSVM and LinSVM. 

For the robot task, the detailed values of the post-hoc multi-

comparison tests are provided in Table VIII (see complete table 

in SP) after significant ANOVA test (F-value: 61.8163, p < 

0.01). Thus, we can observe that there is statistical difference in 

performance between the proposed SA-GT2FGG method and 

the other methods. Overall, there is some improvement using 

adaptive methods applied to BMI (oLDA, AdIM, McIT2FIS) 

during the robot task, although this is not sufficient to become 

statistically notable with respect to the other methods. 

 Finally, a Receiver Operating Characteristic (ROC) curve 

analysis is presented in Fig. 7 and Table IX for all the subjects 

studied, showing the performance of each method as its 

prediction confidence score (used feedback and adaptation) 

varies. We can observe that, while adaptive and linear methods 

such as oLDA and AdIM perform well (above the mid reference 

line) for several subjects, SA-GT2FGG still exhibits greater 

separability. Assigning maximum penalization for false 

positives, the optimal confidence threshold for SA-GT2FGG 

lies on 0.8254 ± 0.0249, which is right within the high 

confidence limit. 

C.  Signal Features and Settings Comparison 

 A performance analysis of SA-GT2FGG using signals from 

three different channel configurations and four feature 

extraction methods is implemented in this section. In order to 

compute CSP and band power features, a band-pass 8-30Hz 

filter is applied on the EEG signal a priori. Filter Band CSP 

takes as input a decomposition of the signal on eight frequency 

bands 4-8Hz, 8-12Hz…, subsequently up to 36-40Hz. Table IX 

displays the inter-subject results. Therefore, the analysis shows 

that SA-GT2FGG in conjunction with phase synchrony 

provides the best results, which is promising considering a very 

fast unsupervised feature extraction method such as phase 

synchrony. 

TABLE VIII. COMPARISON OF ACCURACY BETWEEN SA-GT2FGG AND 

ALTERNATIVE METHODS - ROBOT TASK 

Method A Method B Test. Estimate 
P-Value 
α=0.05 

SA-GT2FGG oLDA 0.02 p<0.01 

SA-GT2FGG AdIM 0.16 p<0.01 

SA-GT2FGG McIT2FIS 0.07 p<0.01 

SA-GT2FGG SA-GT2FGG-NS 0.09 p<0.01 

SA-GT2FGG SA-GT2FGG-T1FS 0.08 p<0.01 

SA-GT2FGG T1FSIMclass 0.13 p<0.01 

SA-GT2FGG DBN 0.16 p<0.01 

SA-GT2FGG SCGNF 0.08 p<0.01 

SA-GT2FGG ARTMAP -0.02 p<0.01 

SA-GT2FGG T1FGG 0.07 p<0.01 

SA-GT2FGG RF 0.1 p<0.01 

SA-GT2FGG RBFSVM 0.29 p<0.01 

SA-GT2FGG LinSVM 0.07 p<0.01 
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VI. DISCUSSION 

 In this work, a novel BMI learning methodology was 

proposed to address the challenges raised by real online BMI 

systems with limited training data and changing context. In 

particular, two essential technical contributions can be 

highlighted: 1) implementation of GT2 FISs into a BMI 

experiment with real robot control using unsupervised signal 

features; 2) a novel GT2 fuzzy logic classifier that is able to 

self-develop by adapting its parameters and structure (number 

of rules) to accommodate to the very likely signal 

nonlinearities. GT2 fuzzy clustering stands on the foundations 

of GG likelihood dissimilarity and a rule-to-class association 

measure. The fuzzy inference of the proposed model was 

performed by applying the center-of-gravity principle of the 

rule’s firing level and rule-class association, i.e. no rule is 

specifically bounded to just one class. Each rule was composed 

of GT2 fuzzy sets, which zSlices were formed by the upper and 

lower fuzzy memberships with respect to a fuzzy soft 

partitioning with the fuzziness degree of a determined zLevel 

(19-21). As a difference to methods based on IT2 fuzzy sets, 

employing GT2 fuzzy sets removes the need for keeping two 

mirrored processing stacks for the upper and lower 

memberships (e.g. keeping track of upper   and lower 
covariance matrices). Once all the general fuzzy sets are type-

reduced and defuzzified, the resulting centroids are regarded as 

rule centers. As for model updating and self-adaptive, an online 

monitoring method was presented based on a set of conditions 

that surveil the minimum influence exerted by the current 

model over a new sample, as well as the maximum coverage, 

and rule redundancy. The update of the fuzzy model parameters 

was then performed with incremental operations.  

 The achieved performance was high for both the basic 

screen-based cue and online robot tasks using phase synchrony 

features. The basic task used for training only consisted of 10 

trials per class, meaning that performance in the robot task was 

fully dependent on adaptation. By the end of the experiment, all 

novice participants were able to perform the robot task 

accurately. Comparison results against T1 fuzzy and IT2 fuzzy 

methods indicate that scaling towards GT2 fuzzy models is an 

interesting option to improve performance. As to offline 

methods such as SVM and random forests, these seem to have 

failed to generalize to the robot task without adaptation 

capabilities. As regards popular adaptive methods in BMI such 

as oLDA and AdIM, the performance improved when 

adaptation was enabled, although they did not reach levels 

similar to the one obtained with SA-GT2FGG. While they 

remain relevant approaches due to their simplicity, their fixed 

structure may penalize the evolving learning flexibility required 

for the pursued objectives of the proposed research. 

   
Fig. 7. ROC and Area Under the Curve (AUC) during the robot task for each 

subject. 

TABLE IX. AREA UNDER THE CURVE STATISTICS (ROBOT TASK) 

 SA-GT2FGG oLDA AdIM McIT2FIS 

Subject 1 0.98 0.63 0.66 0.71 
Subject 2 0.97 0.5 0.6 0.74 

Subject 3 0.97 0.68 0.67 0.8 

Subject 4 0.98 0.73 0.87 0.85 
Subject 5 0.98 0.56 0.92 0.71 

Subject 6 0.98 0.8 0.81 0.62 

Subject 7 0.98 0.53 0.72 0.71 

Subject 8 0.97 0.62 0.65 0.59 

Subject 9 0.99 0.71 0.81 0.79 

Subject 10 0.99 0.77 0.88 0.84 
Subject 11 0.99 0.84 0.85 0.91 

Subject 12 0.98 0.53 0.68 0.62 

Subject 13 0.98 0.54 0.59 0.84 
Subject 14 0.99 0.77 0.61 0.73 

Subject 15 0.97 0.77 0.58 0.63 

VII. CONCLUSION AND FUTURE WORK 

 In conclusion, this work represents a step further in GT2 

fuzzy systems by implementing a learning model based on this 

extended fuzzy logic framework for adaptive BMI systems. As 

regards the experiment, in future research we will work on 

reducing the amount of supervised training even further. In the 

current robot task, the user is constrained to perform MI at 

specific controlled timings and within a set of determined 

commands. Therefore, we will aim at extending the 

experimentation towards asynchronous and free control. 

TABLE X.    ACCURACY COMPARISON ACROSS DIFFERENT FEATURES AND SETTINGS WITH SA-GT2FGG 

 Basic Task Robot Task 

Channels PS CPS 

(4 bands) 

FBCSP 

(4 bands) 

BP PS CSP 

(4 bands) 

FBCSP 

(4 bands) 

BP 

4 channels (F3, F4, C3, 
C4) 

75.64 
± 2.61 

51.30 
± 2.61 

74.53 
± 2.54 

50.61 
± 1.44 

74.64 
± 1.69 

49.66 
± 1.91 

71.24 
± 1.17 

47.43 
± 3.47 

6 channels (F3, F4, FC5, 

FC6, C3, C4) 

85.11  ± 

3.30 

64.50 

± 3.41 

75.54 

± 1.88 

50.37 

± 2.08 

85.78 ±  

2.05 

61.00 

± 2.29 

72.20 

± 1.38 

48.48  

± 1.97 
8 channels (F3, F4, FC5, 

FC6, C3, C4, CP4, CP6) 

72.02  

± 2.60 

42.09 

± 5.87 

73.23 

± 2.11 

50.69 

± 1.55 

72.14 

± 1.32 

41.50 

± 6.53 

70.62 

± 1.44 

50.67 

± 1.16 

PS: phase synchrony; CPS: common spatial pattern; FBCSP: Filter band common spatial pattern; BP: band power. 
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Likewise, we look forward to working with different control 

scenarios including rehabilitation devices and prostheses. As 

regards fuzzy methods, an area for future research would be to 

further explore the suitability and applicability of the type-

reduction method for zSlice type-2 fuzzy such as centroid-flow 

algorithms. As for the FRB identification system, although we 

are satisfied with the trade-off between performance and 

complexity provided by our method for real-time operation, the 

self-adaptive structure could be extended to other applications 

and experiments by adding a rule-splitting condition in order to 

improve the specificity of the rules to the pattern distribution, 

at the cost of adding some extra computations. 
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