The Computer Misuse Act 1990 to support vulnerability research? Proposal for a defence for hacking as a strategy in the fight against cybercrime.

Introduction

Despite the recent push towards security by design and the progress made in achieving more secure IT products, most software and hardware on the market still includes numerous vulnerabilities or flaws.1 These weaknesses, when discovered and exploited by criminal hackers,2 compromise the security of networked and information systems (systems). They affect millions of users, as acknowledged by the UK government in its Cybersecurity Strategy launched on 1 November 2016.5 Conversely, the removal of these weaknesses significantly contributes to the fight against cybercrime,4 and, more widely, to the management of digital security and privacy risks, as recognised by the Organisation for Economic Co-operation and Development in 2015.5 In the race to fix vulnerabilities, security researchers are key actors. Through finding and timely disclosure of vulnerabilities to vendors who supply or service IT products, they help to close the security gap. Nevertheless, when not invited by vendors to hack,6 they face

---


6 The terminology referring to these security researchers is not clear, and therefore will not be used in this article. Some consider them to be grey hats because they ask for rewards (Freitas (n 2); C. Kirsch, ‘The Grey
significant criminal law challenges. Taking stock of these issues, which remain substantially
understudied in the UK, this paper proposes a new defence of public interest to offences
under the Computer Misuse Act.

In November 2015 the European Network and Information Security Agency (ENISA) concluded
that, in the US and the EU, the threat of prosecution under computer misuse
legislations ‘can have a chilling effect’. Security researchers are ‘dissentive[d]’ to find
vulnerabilities, especially when working independently without vendors’ prior authorisation.
They potentially violate hacking laws criminalising unauthorised access to systems, and run
the risk of being treated like criminal hackers. In the UK, like in other countries, the risk has
already been realised. Two independent security researchers were sentenced for unauthorised
access to systems under the Computer Misuse Act 1990 (CMA). Yet, one judge has
expressed ‘some considerable regret’ in having to find ‘the case proved against’ the
defendant.

This paper argues that this challenging situation in the UK results from a conscious
recommendation in 1989 to criminalise hacking, without exceptions, including when done for
security purposes. This choice needs revisiting so that criminal law can ‘appropriately
facilitate […] rather than inappropriately obstruct’ security research.

Only a handful of law academics, mostly focusing on US federal criminal law, have
addressed ways to transform criminal law into a supportive tool for independent security
researchers. They have argued for a ‘safe harbour’ without being clear about whether this
would take the form of a defence justifying the commission of crime or of an exemption

because they do not have authorisation (Thomas Wilhem, Professional Penetration Testing (Elsevier, 2013))
or because they sell the information to Governments (Marilyn Fidler, ‘Regulating the Zero-Day Vulnerability
412); others may consider them as white hats if they act ethically (Trevor A. Thompson, ‘Terrorizing the
Technological Neighborhood Watch: The Alienation and Deterrence of the White Hats under the CFAA.’
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whereby no crime would be *a priori* committed because security researchers would be considered authorised to hack.\(^\text{14}\)

In contrast, my proposal for a defence for CMA offences clearly shifts the discussion away from the controversial question of authorisation, and would provide security researchers, when prosecuted, with a mechanism to demonstrate to the courts that, contrary to criminal hackers, they have acted in the public interest and proportionately.

This paper will start by explaining why independent security researchers are needed, so as to underline how their work contributes to the public interest. After a presentation of the current criminal law challenges inherent in the process of vulnerability research, three options for tackling these challenges will be explored. First is modifying the structure of the current CMA offence of unauthorised access, along the lines explored by the Scottish and English Law Commissions in 1987 and 1988. The second option of improving the current CPS guidelines would be a first step in the right direction. However, only the third option, a public interest defence, would provide a statutory basis for security researchers to argue before the courts that their actions were proportionate to the public interest objective they sought to achieve. A defence for all CMA offences would allow criminal law to recognise security researchers’ fundamental contribution to the disruption of the technical infrastructure on which the criminal underground relies.\(^\text{15}\)

1 – The need for vulnerability research and independent security researchers

Vulnerability research is a response to a persistent and ubiquitous lack of security in IT systems. Various actors engage in vulnerability research, with independent security researchers representing just one of the many groups searching for vulnerabilities. The latter’s contribution to vulnerability research should be recognised as essential to a strategy of securing products for the benefit of the wider public.

1.1 - The persistence of ubiquitous insecurity

The ‘Achilles’ heel of information systems’,\(^\text{16}\) vulnerabilities can cut across a variety of products created by different vendors\(^\text{17}\). They exist in all types of devices (desktops, laptops,
mobile phones, IoT) and affect all hardware and software: operating systems - whether Linux, Apple, Windows or Android, applications, internet protocols, access routers, even anti-virus software and firewalls. Given that they can remain undiscovered for long periods they tend to accumulate over the years, despite increasing efforts to detect and remove them. The ever-increasing complexity of software (Windows 7 contains 40 millions lines of code), and the emphasis on interoperability to facilitate communications and transfer of data between operating systems, impede the ability to design secure products. ‘[M]ore attention [is paid] to features than to fundamental security’. Other factors contribute to insecurity being ubiquitous: the Internet not being designed with security in mind, and the exponential ‘growth of societal dependency on globally interconnected technology’.

Since as far back as 1949 functionality bugs and security vulnerabilities have been recognised as an unwanted but inevitable outcome of creating software and hardware. They need to be found and fixed even after the product has been released onto the market. However, establishing effective strategies to mitigate the creation of vulnerabilities has remained
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19 Oriola (n 14) 466; ENISA (n 1) 32-36.


challenging. Security by default remains often an after-thought in the design of IT products. Due to insufficient (or a lack of) training and experience in cybersecurity, most software developers cannot recognise and avoid creating vulnerabilities. To compound the problem, internationally recognised technical standards for good quality software have not always integrated security as a formal requirement and are still on-going. Moreover, economic incentives for security by design have so far failed to significantly improve the security of IT products. Vendors continue to mostly abide by the ‘penetrate [the market] first and patch later’ motto. Although good security can be part of a marketing strategy to increase brand trustworthiness, most vendors continue to consider that the harm as experienced by the individual user [because of the security flaw] is [...] an externality not borne by the vendor. This behaviour, denounced as a threat to security as early as in the late 1960s, runs counter to security by design, which requires time to create and analyse products.

To reduce the number of vulnerabilities created, emphasis is put on better software hygiene or assurance – i.e. better processes in the designing of products - and closing the gap in security skills, as notably acknowledged in the UK Cybersecurity Strategy in November 2016.


32 Bell (n 21) para. 2 and 7.2.

33 Hein and Saiedian (n 26) 10.
However, ‘software security is essentially relative’. Vulnerability-free products are ‘virtually impossible’. To compound the problem, the interconnectedness of systems multiplies the impact a single vulnerability can have. Yet, the same interconnectedness increases the positive effects of removing vulnerabilities. Vulnerability research benefits all stakeholders in cyberspace. Hence, the need for it to be undertaken effectively.

Many vendors who supply IT products and/or are system owners using these products have recognised this necessity to find and patch vulnerabilities. Consequently, they employ and authorise one or several persons to search for vulnerabilities. They also resort to hacking contests through intermediaries such as HackerOne, effectively authorising hacking to a number of chosen security researchers. In these circumstances, issues of criminal law are unlikely to arise.

National governments, whether linked to national intelligence agencies or to law enforcement forces, also actively search for vulnerabilities in computer systems. Whether they are authorised to do so, and, if so, to what extent, is a grey area. Those questions are outside the scope of this paper, for they raise particular issues of national security and policing.

The other actors engaged in vulnerability research are independent security researchers. This very diverse group can include students, academics, free-lance professionals or just amateurs in computer science who may be knowledgeable but work in their spare time. As they have not been hired by vendors they may appear to be vigilantes, taking the issue of cybersecurity into their own hands instead of leaving the discovery of vulnerabilities to vendors. However, the work of independent security researchers is essential to the improvement of the security of IT products.

1.2 - The need for independent security researchers

It could be argued that vendors and system owners should be the only ones deciding who is allowed to penetrate their IT systems to discover vulnerabilities. However, several factors demonstrate the need for independent vulnerability research.

To the best of our knowledge the necessity of independent researchers’ work has not yet been clearly articulated in the legal literature, despite some references to the concept of public
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41 Kesan and Hayes (n 20) 787-791; Craig and Shackleford (n 4); Thompson (n 6) 543-555; Kirsch (n 6) 383-392; Wible (n 14); Mailyn Fidler, ‘Regulating the Zero-Day Vulnerability Trade: A Preliminary Analysis’ (2015) 11 IUS Journal of Law and Policy 405, which is a summary of her PhD, Anarchy or Regulation:
interest. Concerning the abundant computer science and economics literature on vulnerability research and markets, the picture is more complex. The benefits independent security researchers bring have been articulated at times but generally they tend to be assumed and/or conflated with other matters, such as the benefits of vulnerability markets and how they should be organised or regulated, and the benefits of full disclosure of vulnerabilities and their exploits. The benefits of legitimate vulnerability research can also emerge through studies on the black markets in which criminal hackers participate or grey markets where governments buy vulnerabilities to exploit them.

The literature points to four factors explaining why the work of independent security researchers is indispensable to preventing cybercrime.

Firstly, as the US government found with the ‘tiger teams’ in the late ‘sixties, different teams discover different vulnerabilities simply because of the diversity of skills within the hired teams. In other words, no single security researcher is likely to find all vulnerabilities in a product, not the least because of the diversity of vulnerabilities and related discovery techniques available. Even vendors such as Microsoft or Google, with an important team of


42 Maurushat (n 7) 48-51.


48 Bell (n 19); Egelman, Herley and Van Oorschot (n 39).

49 On the diversity of techniques, Austin and Williams (n 27). On the tendency for security researchers to specialize in certain types of vulnerabilities, Mingyi Zhao, Jens Grossklags and Peng Liu, ‘An empirical study
experts dedicated to security research, will miss vulnerabilities through no fault of their own. Better security depends on independent security researchers filling the gaps and sharing this information. Vendors may want to rely on a number of well-known security researchers but they should accept a wider pool of independent researchers submitting reports to improve security.

Secondly, recent academic studies have demonstrated that, from vendors’ point of view, the work of independent researchers is particularly cost-effective, from 2 to 100 times more cost-effective than hiring a security researcher full-time. The rewards that vendors, such as Google and Mozilla, pay to independent security researchers when averaged over one year cost less than employing one security researcher.

Thirdly, vulnerabilities are bound to be discovered by anybody looking for them. As noted above, a diversity of skills and experience is needed to find a wide range of vulnerabilities in a product. Being a vendor, even with a big team, does not guarantee discovering the vulnerability first. A criminal hacker may well discover and exploit the vulnerability without the vendor’s knowledge, conducting what is called a zero-day attack. Independent security researchers play an integral part in this race against criminal hackers.

Finally, vulnerability research must be placed in the wider context of cybersecurity practices. Good security for digital products is not necessarily achieved through obscurity but through openness and thus exposure to hacking, whether by criminal hackers or independent security researchers. Cryptography and open-source software are two areas where openness prevails. Counter-intuitively, the security of these products tends to be better than that of the average proprietary product. Openness increases the risk of harm since, for open-source products, criminal hackers can access the code at any time and find vulnerabilities. However,
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openness fosters strong collaboration between stakeholders, who feel responsible for the security of all users. Thus, they internalise the costs of attacks instead of externalising them to the users. In other words, openness increases security.\footnote{Supra notes 54 and 55; Peter P. Swire, ‘A model for when disclosure helps security: What is different about computer and network security.’ (2004) 3 J. on Telecomm. & High Tech. L. 163, reproduced in M. Grady and Francisco Parisi (eds), The law and economics of cybersecurity (Cambridge University Press 2006) 29, 45; Steven Michael Bellovin and Randy Bush, Security Through Obscurity Considered Dangerous, Working draft for the Internet Engineering Task Force, 2002 at http://hdl.handle.net/10022/AC:P:9172}

In light of all these elements, independent security researchers significantly contribute to improving the security of IT systems. Their work is necessary and benefits the wider public, not just vendors. These concepts of necessity and public interest are familiar to criminal law defences\footnote{Notably the defences of self-defence and duress, where the defendant may be found not guilty if his actions were strictly necessary and proportionate to the threat faced. Jeremy Horder, Ashworth’s Principles of Criminal Law (8th edn, OUP 2016) 134-142, 147-153, 227-237; David Ormerod and Karl Laird, Smith and Hogan’s Criminal Law (14th edn, OUP 2015) 322-324, ch 12; John Gardner, Offences and Defences. Selected Essays in the Philosophy of Criminal Law, American, Comparative and International. Volume One: Foundations (OUP 2007) 165-66, 197, 310, 321-324.} but have only just started to be recognised in cybercrime.\footnote{Infra section 4. See also Maurushat (n 7) 48-51.} So far, the legal challenges inherent in the process of vulnerability research have dominated the conversation.

2 – The criminal law challenges inherent in vulnerability research carried out by independent security researchers

Vulnerabilities’ impact on security corresponds to the harms which the UK CMA and international instruments such as the Convention on Cybercrime aim to prevent. Thus, security researchers are no more than a step away from committing crime. A more detailed review of the process of vulnerability research demonstrates that the process can trigger the application of criminal law even when security researchers have no intention of becoming criminal hackers.

2.1 - Vulnerabilities’ impact and corresponding harms: the triad of confidentiality, integrity and availability (CIA)

Vulnerabilities are assigned two identifiers, both created by the US MITRE organisation and which have become the industry standard worldwide\footnote{ITA endorsed the CVE standard in 2011 “as a part of its new "Global Cybersecurity Information Exchange techniques (X.CYBEX)" by issuing Recommendation ITU-T X.1520 Common Vulnerabilities and Exposures (CVE), that is based upon CVE’s current Compatibility Requirements,” (see CVE website, https://cve.mitre.org/about/). The other databases of vulnerabilities also use the CVE repository (see next footnote).}: a CVE identifier that lists the vulnerabilities’ characteristics,\footnote{Two databases using CVE exist: the National Vulnerability Database (NVD) and the OVAL database hosted now by GitHub. The Open Source Vulnerability Database (OSVDB) created in 2004 to aggregate all information closed on 5 April 2016. On those databases, see notably Sugandh Shah and Babu M. Mehtre, ‘An overview of vulnerability assessment and penetration testing techniques’ (2015) 11(1) Journal of Computer Virology and Hacking Techniques 27; Sushama Karumanchi and Anna Cinzia Squicciarini, ‘In the wild: a large} and a Common Weaknesses Enumeration (CWE) ID that
describes the vulnerabilities’ impacts on security in terms of a possible breach of the confidentiality, integrity and/or availability of an IT system.62

Discovering a vulnerability endangering the confidentiality of a system will enable the disclosure of information which is usually private or confidential. A potential breach of integrity facilitates compromising the system owner’s ability to maintain, ensure and account for the accuracy and consistency of the systems and data held. A wide range of situations are covered: attempts to access an IT system without the owner’s authorisation, unauthorised exploration of the accessed system or network, damage to data, and installation of malware with subsequent impacts on the trustworthiness and veracity of the data. Finally, a breach of availability is associated with impaired or impossible access to a computer system or program.

This triad of confidentiality, integrity and availability (CIA) describes what the language of criminal law would call the harms resulting from the exploitation of vulnerabilities.63 The Council of Europe’s Convention 185 on cybercrime expressly acknowledged the link between the CIA and criminal law by classifying computer misuse offences under Title 1’s heading of ‘offences against the confidentiality, integrity and availability of computer data and systems’. In contrast, the UK CMA does not refer to these three possible harms but, like other computer misuse legislations, it was drafted with some, if not all, of those harms in mind.64

The offence of ‘unauthorised access’ under s1 CMA aims to deter a hacker from committing any act with intention to secure access to data, programs or computer systems. This act, on its own, breaches the integrity of the IT system, and could lead to breaches of confidentiality and/or availability. The offences of s3 CMA and, when critical infrastructures are involved, of s3ZA CMA, prohibit any act with intent to, or recklessness as to impairing, the operation of a computer or reliability of data. Thus, they protect against breaches of integrity and availability, for example where the vulnerability would enable the installation of malware or the triggering of a denial of service attack.

As vulnerabilities are so closely related to harms, from the system owner’s point of view, the discovery of vulnerabilities may at the very least create a risk of harm. Thus, the security researcher is no more than a step away from committing a crime. A more detailed analysis of the process of vulnerability research reveals that the independent security researcher’s legal position is even worse than the vulnerabilities’ impact surmises.

2.2 - The process of vulnerability research: harms and criminal liability

64 Infra section 3.4
The process of vulnerability research includes three stages: discovery, verification and disclosure of the vulnerability. At each stage the security researcher’s activities may be harmful to the vendor. Given that the CMA offences were designed to protect against those harms, the security researcher may be criminally liable for at least one if not several of those offences.

2.2.1 - The discovery of vulnerabilities

A detailed analysis of the complex process of discovery is difficult in the space of this article but it is still possible to pinpoint where the process may harm or create a risk of harm to the vendor, and thus where the security researcher may be criminally liable.

2.2.1.1 - The harms

Since neither the independent security researcher nor the criminal hacker are likely to have contacted the vendor prior to the search the vendor cannot attribute actions to a particular person. Vendors must rely on objective analysis of conduct to understand who is who. The problem is that the security researcher’s actions at the discovery stage often resemble the initial stages of an attack by a criminal hacker in terms of the objectives, nature and proportionality of actions, and/or harms created. vendors do not know whether or not the intrusion is ‘friendly’.

For the vendor, both the security researcher and criminal hackers share the same initial objective: to explore the IT system so as to secure an access the vendor has not authorised. Thus, both compromise the integrity and confidentiality of the system. In the initial stages of discovery they may also adopt similar approaches to the search for vulnerabilities, albeit for different reasons. Both may be very careful not to intentionally alter or delete data or programs: the criminal hacker in order to avoid detection by the vendor, the security researcher out of respect for the vendor. Only after having found a vulnerability will a criminal hacker, for example, install malware that will control the IT system, and/or damage the data held. Thus, during the discovery stage, lack of damage may not indicate clearly to the vendor whose actions they are: those of a security researcher or of a criminal hacker.

Conversely, the methods and hacking tools security researchers use to discover vulnerabilities are rarely without a risk, even if a very low risk, of creating damage. The same tools are available to criminal hackers, often on an open-source basis. Causing intentional

4 <http://www.sans.org/reading_room/analysts_program/PenetrationTesting_June06.pdf > accessed 20 July 2017. The SANS Institute is a private US for-profit organisation, renowned for its training and guidance in cybersecurity matters. See also, Thompson (n 6) 556.

66 Northcutt, Shenk, Shackleford, Rosenberg, Siles, and Mancini (n 65) 4.
67 Hafiz and Fang (n 39) 24-25.
damage has always been presented as the hallmark of criminal hackers.\textsuperscript{68} In contrast, expert security researchers will take reasonable care and notably avoid using certain techniques known in the security industry to cause a higher risk of damage.\textsuperscript{69} However, damage may be caused without intention. Vendors themselves acknowledge the risk of damage by security researchers. Their vulnerability disclosure policies and bug bounty programmes recommend that security researchers act in good faith to avoid destroying data or impairing the operation of their services if they want to escape criminal prosecution.\textsuperscript{70}

Thus, from the vendor’s point of view, the search for vulnerabilities, whether by criminals or by independent security researchers, leads to a breach of integrity and confidentiality. Only when the security researcher discloses his/her findings to the vendor will the vendor know, retrospectively, that the ‘attack’ was not by a criminal hacker. Meanwhile, the vendor may find it difficult to distinguish a security researcher from a criminal hacker through the natures and proportionality of their respective actions.\textsuperscript{71}

\subsection*{2.2.1.2 - Preventing harms: the risk of criminal liability}

This process of discovery may trigger the security researchers’ liability for s1 CMA. The offence of unauthorised access was designed to protect users against any potential intrusion into their systems well before hackers’ conduct could be identified as ‘harmless’ or, on the contrary, harmful, causing damage to systems and/or data. It is a conduct offence. The threshold for triggering criminal liability is very low. No access needs to be secured for the offence to be committed. It suffices that the defendant ‘causes a computer to perform any function with intent to secure access’. Thus, to commit s1 CMA \textit{actus reus}, security researchers do not need to find a vulnerability that would enable them to secure access. Exploration, with its objective to find a vulnerability that secures access to the system, can constitute the conduct of the offence.\


\textsuperscript{70} Thompson (n 6) 556-558, 571.
With regard to the *mens rea*, two elements need to be satisfied. Firstly, the conduct must be intentional, direct intention being defined as the aim or purpose of committing the prohibited act, with motives being irrelevant. Since security researchers ‘actively explore for these vulnerabilities’ they act with the aim and purpose of securing access to data, i.e. with the intention of securing access as per s1 CMA. Motives being irrelevant to the definition of intention, they are unable to argue that their reasons for securing access are to improve security. Secondly, security researchers need to know that the access they intend to secure is at the time unauthorised. Under s17(5) CMA lack of authorisation results from the defendant not being ‘entitled to control access’ and ‘not hav[ing] consent to access by a person’ entitled to control access. Independent security researchers are not hired by vendors and will not seek their express authorisation prior to the exploration of the IT systems and networks. Thus, they do not have consent to access or to secure access.

Hence, in 2005, Cuthbert was convicted under s1CMA for having searched for vulnerabilities on a website. He did not find any but he actively searched with the aim of securing access and thus acted intentionally. He also knew the access was unauthorised. His motives – to improve security by checking whether the charity website he gave money to was fraudulent - were irrelevant. As the Crown Court judge acknowledged, Cuthbert met the requirements of the offence. Yet, Cuthbert was a security researcher. An active member of the international OWASP organisation supporting the security community, he initiated the first guidelines regarding testing systems for vulnerabilities. However, in the absence of a defence for hacking, the judge had to find him guilty for s1 CMA despite his ‘considerable regret’ about doing so.

In some circumstances whether vendors authorised or not security researchers to access the system may be difficult to ascertain. Vendors such as Microsoft, Google and Facebook publish a vulnerability disclosure policy, often in conjunction with a bug bounty programme to financially reward security researchers for their findings of vulnerabilities. Their vulnerability disclosure policy determines the boundaries of what vendors consider to be acceptable searching for vulnerabilities. Such authorisation could constitute consent to search and thus to access a system as per s17(5) CMA.

However, vulnerability disclosure policies are not systematically detailed as to what is or is not authorised. Beyond the conditions they may expressly establish, the policies may be
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81 In *R v Lennon* [2006] EWHC 1201 (Admin), the Court accepted that for the purpose of s17(5) CMA, consent to receive bona fide email communications could be granted in general terms. This implied consent would not extend to communications that were not bona fide because they demonstrated on the contrary the purpose of interrupting the proper operation and use of the system.
vague enough to allow for different interpretations as to what they authorise. For example, they often ban intentional damage, but remain silent as to whether non-intentional damage, which may happen, would still be tolerated. This imprecision leaves space for the security researcher to contend that his/her actions complied with the terms of the policy and for the vendor to argue the opposite, that the action was not authorised. As Maurushat put it, ‘the terms ‘unauthorised’ and ‘access’ do not produce a similar set of shared assumptions in the technical, legal or ethical fields’. In that case, which perspective should be taken into account? Walden has indicated that, generally, it should be the controller’s perspective, hence here the vendor’s, as objectively assessed by the Courts. No UK court has yet discussed the concept of authorisation in this particular context. Nevertheless, indirectly, the 2012 UK case of R v Mangham illustrates the difficulties of interpretation and of relying on the vendor’s perspective to define authorisation. Because Mangham pleaded guilty to charges under s1 and s3 CMA offences, the question of what constitutes authorisation could not be raised before the court. However, the elements that would matter to determine authorisation or lack of are present in the discussion on the mitigating factors the Court of Appeal could take into account to quash the original sentence of a serious crime prevention order and 8 months imprisonment.

Mangham found vulnerabilities in one of Facebook’s servers. He explored further these initial vulnerabilities with the help of a program he created to utilise a Facebook employee’s identity. He then accessed the source code owned by the company. He copied part of an email archive, as well as part of the source code. Facebook realised that Mangham had gained access to its system before he could write and disclose his report on the vulnerabilities. It had a vulnerability disclosure policy but no bounty programme rewarding security researchers like Mangham.

Clearly ‘upset’ by this repeated access, including to its source code, Facebook argued a lack of authorisation and interpreted his actions as industrial espionage, not as vulnerability research conducted within the terms of its vulnerability disclosure policy. Upon review of the events, the Crown Prosecution Service decided it was in the public interest to prosecute Mangham. For the prosecution, Mangham had stolen ‘invaluable’ intellectual property and ‘acted with determination, undoubted ingenuity and it was sophisticated, it was calculating’, costing Facebook $200,000 (£126,400) for the investigation. In contrast, Mangham claimed to be an ethical hacker and security consultant who had previously reported vulnerabilities either for free or against fee, a fact acknowledged by the Court. His aim ‘was to identify
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vulnerabilities in the system so I could compile a report that I could then bundle over to Facebook and show them what was wrong with their system.'

Mangham certainly accessed the system and confidential data. Given that s1 and s3 CMA are designed to protect against breaches of integrity and confidentiality Mangham’s prosecution seemed justified. However, Mangham also operated in the knowledge of Facebook’s vulnerability disclosure policy. The December 2010 policy, made of three lines, stated that Facebook ‘will not bring any lawsuit against you or ask law enforcement to investigate you for that research’ if ‘in the course of the research you made a good faith effort to avoid privacy violations, destruction of data, or interruption or degradation of our service’, and if the vulnerability was not revealed to the public before Facebook had the chance to fix it. Arguably, a vulnerability disclosure policy cannot establish a legal test, but the policy indicates that Facebook authorises access to its system to find vulnerabilities upon four conditions: not to violate privacy, destroy data, interrupt or degrade the service, and not to reveal the vulnerability to the public. The question can thus be whether Mangham breached any of the conditions Facebook established in its vulnerability disclosure policy. The answer is more nuanced and ambiguous than the guilty plea for s1 and s3 CMA offences would suggest.

Undoubtedly, Mangham destroyed the data revealing his trail, whereas Facebook’s policy expressly prohibits the destruction of data. This action can thus be considered not to be authorised and contrary to s3 CMA criminalising any unauthorised act with intent to damage or impair the reliability of data.

The lack of authorisation is however less obvious for other activities. Mangham intentionally used an employee’s log-in credentials to explore further the potential impacts of the initial vulnerability. This is likely to be problematic as Mangham hid behind another’s identity. However, the policy itself does not expressly prohibit such action. Furthermore, the use of the identity was not followed by a violation of privacy; it was only to secure access, rather than to peak at the employee’s personal or professional life, or to impersonate the employee in other circumstances. Facebook itself accepted in Court that ‘no personal use of data […] was compromised’. Thus, it could be argued that Mangham avoided in, ‘good faith’, violations of privacy, and thus stayed within the boundaries of Facebook’s policy.

Furthermore, the Court noted as a mitigation factor that Mangham did not interrupt or degrade Facebook’s service. Facebook admitted in Court that it suffered no loss as it retrieved the source code in its entirety. In that respect, Mangham could be said to have complied with Facebook’s policy not to destroy data, or interrupt or degrade the service.

Moreover, as the Court noted again as a mitigation factor, Mangham did not disclose the copy of the source code he held for three weeks. In spite of the likely high commercial
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value of the code on the black market he did not seek to gain any financial advantage. 99 Thus Mangham did not reveal the vulnerability to the public, in compliance with Facebook’s policy. In addition, Mangham held the copy on a secure storage medium unconnected to the Internet. The source code was thus inaccessible to hackers and more secure than Facebook’s own storage.

Thus, many of Mangham’s actions seem proportionate to his objective of finding vulnerabilities to benefit the wider public. They appear to support his claim that he searched ethically for vulnerabilities in accordance with Facebook’s short vulnerability disclosure policy. The remaining question is whether Mangham should have stopped and immediately reported to Facebook, as the Crown Court judge suggested. No clear guidance exists but three elements point towards accepting further exploration. Firstly, ‘the security mindset involves thinking like an attacker, an adversary or a criminal’.100 A criminal hacker would not stop at the first vulnerability. S/he would try to find other vulnerabilities. Further exploration can be appropriate.101 The difference would be that the security researcher would not exploit the vulnerabilities, which was precisely what Mangham refrained from doing. Secondly, Mangham claimed he wanted to analyse the source code as a means of finding further vulnerabilities. The claim cannot be easily dismissed in light of the OWASP testing guide for the security industry, in which such analysis is presented as possibly the sole means to find some vulnerabilities in a system.102 Thirdly, Facebook itself changed its policy after Mangham’s conviction, and currently states ‘You do not exploit a security issue that you discover for any reason. (This includes demonstrating additional risk, such as attempted compromise of sensitive company data or probing for additional issues.)’.103 Facebook’s previous policy applicable to Mangham did not contain this prohibition and thus could have been interpreted as not forbidding Mangham’s further exploration.104

Facebook may have felt aggrieved by the finding of the source code, which breached confidentiality, and consequently justified in its decision to withdraw authorisation. However, the terms of the vulnerability disclosure policy and the practices of vulnerability research leave, after the event, enough room to argue that Facebook’s policy, at the time of its publication, authorised many of Mangham’s activities at the discovery stage, and that his search for vulnerabilities was genuine.105 The next stage in the process of vulnerability research is not without its own legal challenges either.

2.2.2 - The verification of the vulnerability

To verify the vulnerability the security researcher will write a proof of concept that demonstrates how the vulnerability could lead to a breach of confidentiality, integrity and/or

99 Mangham’s blog (n 92).
100 Bruce Schneier, testifying to the Science and Technology Committee, Personal Internet Security (HL 2006-07, 165-II) p184, Q565.
101 Supra section 2.2.1.
104 Maurushat (n 7) 42.
105 Maurushat (n 7) 41-42.
availability. For example, the proof of concept may demonstrate how, at the most basic level, a vulnerability affects the functioning of an application and thus violates the availability of the IT system and network.106

In the process the security researcher may violate s3 and s3A CMA. The execution of the proof of concept could constitute an unauthorised act aimed at impairing the functioning of a computer, as per s3 CMA. The proof of concept could constitute an ‘article’ or a computer program aimed at impairing the operation of a computer, as per s3A CMA. The security researcher created it and executed it intentionally, with the aim and purpose of doing so, thus violating s3 and s3A CMA.

Furthermore, finding a vulnerability may coincide with a breach of confidentiality and/or integrity. The security researcher may then access confidential or personal data and copy the data onto an external drive to evidence the vulnerability, as Mangham did when copying a selection of Facebook’s email archives. According to s17(2)(b) CMA copying the data ‘on any storage medium’ would constitute an act to secure access, and thus would constitute s1 CMA. S55 Data Protection Act 1998 may also be violated when the security researcher copies and thus obtains personal data without consent.107

Therefore, the security researcher is expected to establish a proof of concept, before, so as to ensure that the vulnerability exists and demonstrate potential or existing harm. Yet, this process may fall within the scope of criminal law.

2.2.3 - The disclosure of the vulnerability

Disclosure can be done in many ways: to vendors exclusively or to third parties which will relay the information to the vendors (coordinated disclosure), to vendors for a given period of time and then to the public (delayed full disclosure), or directly to the public (full disclosure).

Disclosure is certainly a contentious issue within the security industry, and practices vary enormously across security researchers. When established in late 1988 the CERT, in the US, promoted and continues to favour disclosure to vendors until vendors have fixed the vulnerability and are in a position to release the patch to the public.108 Then the vulnerability will be reported to the public and available for all to see. This form of disclosure should demonstrate that the security researcher did not intend to exploit the found vulnerability or to harm the vendor. It could also be presumed to be the most effective method for enabling the patching of the vulnerability but vendors do not always take the information seriously, and/or may unnecessarily delay the release of the patch.109

Thus, many security researchers choose the option of full disclosure, i.e. disclosing to the public by various means: hacking conferences, the use of media and, mostly, public lists such as Bugtraq, which was created in 1993 in reaction to the CERT’s own disclosure policy and with the aim of forcing vendors to fix vulnerabilities quickly. Full disclosure can be immediate or delayed. Delayed is when disclosure is first to vendors, then to the public when vendors, lacking ‘maturity’, either do not respond or are too slow in responding.110 Google’s
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Project Zero, for example, gives ninety days for vendors to fix vulnerabilities or face public disclosure after the stated period.\textsuperscript{111}

This disclosure to the public, whether immediate or delayed, has been demonstrated to be effective, with vendors taking a more active stance towards fixing vulnerabilities.\textsuperscript{112} However, it may be problematic with regard to criminal law. By posting the information about the vulnerability to the public the security researcher provides information to criminal hackers about which vulnerabilities they could exploit to commit other crimes. The disclosure may trigger accessory liability under section 8 of the Accessories and Abettors Act 1861, whereby the security researcher has intentionally aided and abetted criminal hackers. Intention can be direct, with the accessory aiming to assist or influence the principal, or oblique, the accessory having foresight about the principal’s offence as a virtual certainty.\textsuperscript{113} Disclosure to the public is known among the security industry to increase the number of attacks.\textsuperscript{114} In legal terms their knowledge could amount to the definition of oblique intention: it is ‘virtually certain’ that the information will be used by some hackers for criminal endeavours. Therefore, disclosure of vulnerabilities to the general public may trigger the security researcher’s accessorial liability for crimes committed by hackers maliciously exploiting the disclosed vulnerabilities.\textsuperscript{115}

The security researcher’s disclosure may constitute the offence of s 3A (2) CMA 1990. A person who supplies an article believing that it is like to be used to assist with the commission of offences under the CMA may be liable for up to two years imprisonment upon indictment. Belief is considered to be more than mere suspicion but less than knowledge and certainly less than intention.\textsuperscript{116} For the same reasons as above security researchers are likely

\textsuperscript{111} <https://googleprojectzero.blogspot.co.uk/> accessed 20 July 2017; ENISA (n 1) 60.
to meet the test since it could be argued that they believe, if not know, that their proof of concept ‘is likely to be used’ by others to commit crime. To avoid disclosure to the public, and thus to criminals, mailing lists could be restricted to vetted security researchers. However the legal challenges raised by full disclosure to the public would not completely disappear. Even intermediaries, such as ZDI, which use vetted mailing lists are likely to resort to full disclosure if vendors do not provide a patch within the time-frame proposed.\footnote{See ZeroDayInitiative (ZDI) disclosure policy at \url{http://www.zerodayinitiative.com/advisories/disclosure_policy/} (accessed 20 November 2017)}

2.2.4 - Conclusion

Full disclosure – delayed or immediate - is not without its own ambiguities. Not surprisingly, discussions of its pros and cons have been present over the past thirty years in the security industry, with security researchers seen alternatively as promoting a more secure ecosystem or as ‘vigilantes’ there to ‘humiliate’ vendors.\footnote{Kirsch (n 6) 390-391; ENISA (n 1) 25} At the heart of these ambiguities, though, is a lack of adequate channels to pressurise vendors into fixing vulnerabilities by means other than full disclosure. Security researchers would be less inclined to use full disclosure if a regulatory framework were to effectively promote what ENISA called vendors’ maturity in responding adequately and in a timely manner to disclosure. This aspect of the problem is beyond the scope of this article but it shows that, of all the ambiguities of the process of vulnerability research, those at the disclosure stage could be resolved by security researchers adopting other conduct whilst still reporting vulnerabilities.

In contrast, a change of behaviours cannot dispel the ambiguities at the discovery and verification stages. Security researchers could be more careful and their search more constrained, as Mangham partially illustrates, but vulnerability research remains about learning how to open a door which nobody was meant to open. Security researchers cannot stop hacking, i.e. exploring systems to gain unauthorised access, and they cannot stop verifying vulnerabilities without at times creating a proof of concept which may trigger liability under the CMA.

Based on this review of the process of vulnerability research this paper argues that the controversial aspects of the process are the discovery and verification stages. At the discovery stage the thorniest issue is that of the authorisation at the heart of s1 CMA and also s3 CMA. In the absence of a vulnerability disclosure policy and/or bug bounty programme the security researcher will act without authorisation and thus violate the law even if s/he has taken reasonable care and is acting in the public interest, as per Cuthbert. A vulnerability disclosure policy and/or bug bounty programme would grant authorisation under certain conditions and if the policy is adequately written. However, the security researcher may face uncertainty, as in Mangham. Furthermore, at the verification stage the security researcher may commit several CMA offences even if s/he discloses responsibly the information and proof of concept to the vendor. Thus, criminal law treats the security researcher as if s/he were a malicious hacker intending to commit crimes, in the process ignoring the objective of public interest s/he aims to promote. The challenge will be to reconcile the need for vendors to protect the confidentiality, integrity and availability of their systems with the need to establish a space for security researchers to act without the fear of criminal liability.

\footnote{Laird (n 58) 1190; Gillespie (n 2) 73; Jonathan Clough, \textit{Principles of Cybercrime} (2nd edn, Cambridge University Press 2015) 143-144; Walden (n 75) 201-202.}
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Three options are possible: modifying the structure of the current offences, establishing adequate prosecutorial guidelines, or a public interest defence. The first option was explored in the discussions that preceded the Computer Misuse Bill of 1990.

3 - Revisiting the past: the UK’s failed attempts to recognise vulnerability research prior to the Computer Misuse Bill of 1990

The expression ‘vulnerability research’ never featured in discussions on the criminalisation of hacking and the potential need for an offence of unauthorised access. Nevertheless, the idea that hacking, notably for security purposes, might be recognised as a legal activity permeated the debates at regular intervals until the start of parliamentary debates on the Computer Misuse Bill in February 1990.

The Scottish Law Commission (SLC) and the English Law Commission (ELC) first proposed making hacking – unauthorised access - partially legal in their respective reports of 1987 and 1988. Subsequently, MP Emma Nicholson tabled a Private Member’s Bill in April 1989 with terms which were very similar to the Law Commissions’ proposals. However, the Bill’s subsequent withdrawal in July 1989 signalled a change of policy. The reasons for this change hold the key to why adopting similar proposals would not be a viable option.

3.1 - The Scottish Law Commission’s proposal to recognise hacking for security purposes

In its 1987 draft Bill the SLC adopted a nuanced position towards hacking and hackers in general. For the SLC the term ‘hacking’ covered a wide range of behaviours and motives: from the hacker’s mere curiosity ‘to test their electronic and technological skills’ with a lack of ‘nefarious motive in mind’, to the ‘unscrupulous person’ aiming to access data to ‘use for his own advantage’. The structure of its proposed offences constituted an ‘attempt to distinguish between the ‘probably harmless’ hacker and the malicious one’.

This reference to ‘harmless’ hacking echoes passages of its first report of 1986, where the SLC acknowledged that a hacker could be a highly skilled ‘computer enthusiast’, and that hacking could be ‘no more than a harmless sport [the hacker] engaged in simply for the intellectual challenge which it presents’. This discourse corresponds to the original meaning of ‘hacking’ before it became associated predominantly with crime, in the UK, by late 1989.

Nevertheless, this discourse is partially misleading. The SLC had little doubt that gaining unauthorised access led the hacker to view data he was not supposed to see in the first place. However, in contrast to its 1986 proposal, in 1987 the SLC refused to
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recommend the criminalisation of unauthorised access just because the hacker would have accessed personal data and invaded the person’s privacy. Hacking ‘in order to inspect or otherwise to acquire knowledge of the program or the data’ would have been legal. Similarly, the SLC rejected the criminalisation of unauthorised access in order ‘to add to, erase or otherwise alter the program or the data’.

Hacking would have become illegal only in three situations: when the hacker intended to ‘procure[e] an advantage for himself or another person, […]when s/he would intentionally [damag[e] another person’s interests’ (clause 1), or when s/he ‘recklessly’ damaged another person’s interests by ‘altering, corrupting, erasing or adding to a program or data’ (clause 2). Penalties were up to 6 months imprisonment on summary conviction, 5 years on indictment (clause 3).

It is difficult to know to what extent the SLC was cognisant of the precise impact of its proposals on hackers engaged in vulnerability research. In particular, the SLC did not explain the test for recklessness.\(^\text{126}\). It also did not mention whether security industry standards could be used, although some had already emerged at the time.\(^\text{127}\) On the other hand, the SLC’s choice of words, notably the verb ‘to inspect’, implied an awareness of hacking for security purposes, where hacking leads the hacker to analyse the security strengths and weaknesses of an IT system.

3.2 - The English Law Commission’s proposals of 1988

In its Working Paper 110, whose structure is very similar to that of the SLC’s reports, the ELC also extensively reviewed the pros and cons of criminalising hacking. Contrary to the SLC, it did not reach ‘any provisional conclusions’ as to the principle and scope of criminalisation of unauthorised access,\(^\text{128}\) and thus proposed four very different wordings for the offence of unauthorised access.\(^\text{129}\)

The fourth and broadest option recalls the SLC’s first proposal of 1986. It would have criminalised any unauthorised access, whatever the ‘subsidiary purpose’ of the hacker and independently of whether the hacker ‘took reasonable care to avoid causing damage to the computer system’. The ELC clearly stated there would be ‘no defence’ offered to the hacker, whatever the motive.\(^\text{130}\) The first option was similar to the fourth in that unauthorised access would be criminalised whatever the purpose, although access was restricted to specific types of data, such as personal data.\(^\text{131}\)

Conversely, the second and third options were closer to the SLC’s 1987 Bill in scope and spirit. It refused to recommend the criminalisation of unauthorised access in order ‘to inspect’ computer systems unless the ‘inspection’ was ‘done for the purpose of either gaining


\(^{127}\) Notably, for penetration testing, see the well known study in security circles of Richard C. Attanasio, Peter W. Markstein and Ray J. Phillips, ‘Penetrating an operating system: a study of VM/370 integrity’ (1976) 15(1) IBM Systems Journal 102.

\(^{128}\) Law Commission, Computer Misuse (Law Com WP 110, 1988) paras 6.2 and 8.5


\(^{130}\) Law Commission (n 128) para 6.36.

\(^{131}\) Law Commission (n 128) para 6.25.
an advantage for oneself or another, or of damaging another person's interests’ (option B) or unless damage existed, on a strict liability basis (option C).\(^{132}\)

With its option B the ELC took the same position as the SLC with regard to invasion of privacy. Invasion of privacy not exploited or not intended to be exploited by a hacker for his own benefit or another’s benefit would have been legal. Breaching confidentiality was not sufficient to justify criminalisation without evidence of the hacker’s further intention to create harm.

Regarding the harm of damage, in its option B the ELC proposed tolerating reckless damage. This included hackers whose only motive was 'to overcome security devices’\(^{133}\) but who would have been cautious not to create intentional harm. Conversely, its option C would have criminalised hacking causing damage on a strict liability basis, even when the hacker had taken reasonable care in his exploration, the ELC asking for clarification on the likelihood of this risk of harm by hacking.\(^{134}\)

The novelty of the SLC’s and ELC’s proposals hardly attracted any comment at the time. In 1987 Professor Smith indicated that hacking for security purposes was a ‘controversial’ question Parliament needed to discuss.\(^{135}\) Another author considered that these hackers ‘have served at least one useful social purpose’.\(^{136}\) Yet, the impact the proposals would have had on security researchers remained undiscussed. Whether this silence meant acceptance of the proposals and reasoning is difficult to tell but in April 1989 MP Emma Nicholson presented a Bill which drafted the offence of unauthorised access in very similar terms to these of the SLC and ELC.

### 3. 3 - The unsuccessful April 1989 Bill

Put forward a few months after the ELC 1988 report, Nicholson’s Private Member’s Bill proposed an offence of unauthorised access with a slightly broader scope than that of the SLC’s proposal. Reckless damage would have been criminalised, in addition to recklessly gaining an advantage or causing prejudice (clause 1(1)). The Bill also proposed to ‘outlaw[…] the possession of anything intended to be used to gain unauthorised access to a computer as defined in clause 1’ (Clause 1(2))\(^{137}\), which would have criminalised hacking tools and possession of information on how to gain unauthorised access which was circulating on bulletin boards. Penalties would have been up to ten years imprisonment or five years if acts were committed recklessly (clause 2).

Nicholson’s own discourse is unclear regarding which behaviours her Bill intended to criminalise. She argued that the law should signal to hackers that unauthorised access was not acceptable.\(^{138}\) Hence, it could be interpreted as an absolute condemnation of all forms of hacking. However, the terms of her draft Bill, very similarly to the SLC’s proposal, would
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have left space for security researchers acting with reasonable care to explore and test a security system. They could also have possessed hacking tools in the absence of further intent to commit crime.

How this Bill was received is difficult to tell, in the absence of discussions before Parliament. Two lawyers argued in favour of the non-criminalisation of security researchers, one noting their vital role of assisting the police in the fight against cybercrime. Peter Sommer, alias Hugo Cornwall, an ‘Oxford-trained lawyer’ and expert in digital forensics, considered that the Bill’s objectives were misaligned with the reality of hacking. The Bill did not tackle real issues such as system owners’ lax security practices, theft of information or the difficulties in using computer files as evidence. Yet, Sommer also recognised it had become impossible to talk of hacking as an educational challenge as he did in 1985 when quoted by the SLC in its 1986 report. The context had changed. In November 1988, the Morris worm brought down much of the internet. Hacking had become a controversial activity which had to be criminalised.

Nicholson withdrew her Bill in July 1989 on the promise that the Government would present one once the ELC had published its final report. In effect, the Bill’s withdrawal signalled the end of the idea of exempting hackers from criminal liability, even if they hacked for security purposes and did so responsibly, with reasonable care. The ELC became adamant that security researchers should also be criminalised.

3.4 - The final decision to criminalise security researchers

By the time the ELC published its final report in October 1989 its approach to hacking had changed dramatically, influenced by the surrounding context. The tone and discourse about hacking had changed dramatically during the year 1989. Comments widely called for the criminalisation of hacking without exceptions, with barely a mention of the Law Commissions’ other proposals or of Nicholson’s Bill. Behind this change in tone lies a
transformation in the reality of hacking. Motivated by greed and power, hackers stopped being mostly security researchers.¹⁴⁵

The initial hacking culture and mindset of expanding one’s knowledge of IT systems to improve security had not disappeared but it was superseded by the image of the ‘black hat’, the criminal hacker.¹⁴⁶ Hacking became associated solely with crime, pushing aside the idea that security researchers could act responsibly.

Therefore, the ELC expressly rejected Nicholson’s Bill, as well as the SLC’s 1987 proposal.¹⁴⁷ The entire report was a condemnation of hacking, including for the purpose of security: ‘the hacker who genuinely was merely (unauthorised) testing the system’s defences would still in our view be someone whom the law should seek to discourage’.¹⁴⁸ For the ELC, the mischief that criminal law should tackle was not that which the ELC and SLC previously identified: the invasion of privacy, and the damage the hacker could inflict.¹⁴⁹ It was instead that attempts by unknown hackers to secure unauthorised access breach the integrity of an IT system, ‘whatever the motive behind those attempts’.¹⁵⁰

Therefore, the offence of unauthorised access, which was to become s1 CMA 1990, ‘seeks to catch those who actively interfere with the system itself, in order to inspect its contents or test its access procedures’.¹⁵¹ This would prohibit both the exploration that precedes gaining access - when the hacker tries to gain access through various methods - and the exploration that follows the gaining of unauthorised access, even if done with reasonable care and without an intention to commit crime. The offence would also, through accessorial liability, prohibit the use of bulletin boards when the publication of information would facilitate hacking by criminals.¹⁵²

Due to time constraints the ELC did not draft a Bill but its conclusions were widely accepted.¹⁵³ In the absence of a government Bill MP Colvin, having obtained the government’s support, deposited a Private Member’s Bill in December 1989 along the same lines outlined by the ELC in 1989.¹⁵⁴ His Bill became the Computer Misuse Act.

3.5 – Lessons from the past

Although not identical, the Law Commissions’ proposals and Nicholson’s Bill had clear advantages. They did not focus on (un)authorised access, which is often a contentious issue. Instead, they shifted the debate to the proportionality of the security researcher’s actions in relation to the objective sought – finding a vulnerability. Both Law Commissions made
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several references to hacking as a harmless pursuit. Nevertheless, the structure of their recommended offences indicated that hacking could cause two types of harms without systematically attracting criminal liability. These harms were invasion of privacy, as a breach of confidentiality, and damage to IT systems, a breach of integrity.

The proposals did not provide a blank cheque for hackers to do as they pleased, as the ELC acknowledged a year later in its 1989 report. The discovery stage would have been legal providing the hacker took reasonable care and did not intend to cause damage. The proposals would also have constrained the verification process and choice of disclosure. Since the hacker could not take advantage of his findings, s/he would have had to disclose to the vendor only, and not to the public or on bulletin boards, so as not to damage another’s interest. In addition, the security researcher would have had to disclose to the vendor without intent to be financially rewarded by the vendor as this could have been interpreted as ‘procuring himself an advantage’.

Implicitly, the proposals recognised that a security researcher and a criminal hacker might behave very similarly at the discovery stage but that further actions would allow for distinguishing between them. Both would initially inspect data or programs and gain unauthorised access but the criminal hacker would then move, for example, to writing a virus or worm program, whilst the security researcher would inform the vendor in order for the vulnerability to be fixed.

Suitable for security researchers, the proposals had one weakness though. They would not have protected vendors well enough against criminal hackers until it was too late. For the ELC, in 1989, the breach of integrity which hacking created justified the criminalisation of both criminal hackers and security researchers. The testing the security of the systems should be a decision left to the ‘operators’, who would alone grant authorisation to do so.155

Thirty years later, the development of vulnerability markets, unforeseen in 1989, shows that the ELC’s conclusion to leave to vendors alone the finding of vulnerabilities was mistaken. Vendors themselves acknowledge the need for independent security researchers to search for vulnerabilities without having obtained prior permission to do so. Security researchers should be able to hack. On the other hand, today, in the age of cybercrime as a service, the ELC’s 1989 assessment about the need to protect systems against breaches of integrity has increased, not decreased, in relevance.156 Exempting security researchers from criminal liability, by restricting the scope of the unauthorised access offence, is likely to give criminal hackers too much freedom to investigate IT systems and too much incentive to remain undetected until they can cause damage and feel the full weight of criminal law. As a matter of policy it is important that criminal law recognises this harm to the vendor.

The question is thus how the law should be drafted to reconcile two opposite objectives: protecting vendors and thus tackling criminal hackers’ activities before they commit further crimes; allowing security researchers to find and report vulnerabilities without vendors’ prior authorisation. Both at international and national levels, the question appears only in the margin of the discussions on cybercrime. Yet, in the UK, criminal law’s impact on security research has significantly intensified since the original CMA was enacted in 1990. Driven by
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compliance with the Cybercrime Convention in 2006, and the EU Directive 2013/40/EC in 2015, the reforms of the CMA in 2006 and in 2015 have increased the penalties for existing offences, extended the scope of s3 CMA, and created two new offences: in 2006, the new offence of making and distributing hacking tools of s3A CMA, which scope was extended in 2015; and in 2015, the s3ZA offence when the systems targeted are those of critical infrastructures, and to which is attached a penalty of life imprisonment. Thus, security researchers in the UK face criminal liability for a range of offences not limited to unauthorised access and three months imprisonment as the ELC initially envisaged. Any reform of the law would have to take into account this changed landscape. The problem is that so far, the discussions on security researchers’ criminal liability at international and national levels have been sporadic and restricted to essentially one offence, that of misuse of hacking tools, with at times some debates on the structure of unauthorised access.

Regarding the misuse of hacking tools offence, the Council of Europe attempted to quell the concerns of the security industry by adding an interpretation clause in Article 6(2). Article 6 should not ‘be interpreted as imposing criminal liability […] when the tools are used’ for authorised testing or protection of a computer system’. Such a clause did not find its way into UK law when the UK created its s3A CMA in 2006. It was not adopted either in the EU Directive 2013/40. To protect security researchers, the EU only excluded possession of hacking tools and passwords from the scope of criminalisation, reiterating in its Recital 16 that a specific intent to commit crime must be proven. At national level, s3A CMA has been criticised, in particular s3A(2) CMA. A reverse burden of proof has been proposed. However, the proposal still focuses on whether the defendant has or not committed the elements of the offence, which is precisely what is difficult to prove. In addition, it ignores the other legal challenges security researchers face, notably liability for s1 CMA.

Regarding unauthorised access, at international level, how to structure the offence of unauthorised access to protect security researchers has been at times discussed. The Council of Europe acknowledged that some Member States have rejected the criminalisation of mere access when ‘acts of hacking have led to the detection of loopholes and weaknesses of the security of systems’. The Convention itself offers the options to restrict unauthorised access when security measures are infringed and/or when the defendant has intent to obtain computer data or other dishonest intent. Whether these options would avoid criminalisation of security research has not been articulated by the Council of Europe.

The first option is unlikely to exempt security researchers from criminal liability. Vulnerabilities do not necessarily correspond to a system being openly accessible, with no security policy implemented. Thus finding vulnerabilities may still lead security researchers to infringe security measures. Adopting this restriction will not protect security
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researchers. In addition, it is likely not to protect vendors either. As Freitas demonstrated, systems and their owners deserve protection even if systems owners fail to implement adequate security measures.\(^{162}\) In that sense, that the EU Directive 2013/40 has introduced it as a mandatory element to its Article 3 offence of illegal access remains problematic.

The second option in the Cybercrime Convention, not present in the EU Directive, may be more appropriate. Security researchers do not aim to obtain computer data other than the data describing the vulnerability. They may access confidential data, but they would not keep and use this data for illegal purposes. Thus the second option could be worded to protect security researchers. It is not dissimilar to the Law Commissions’ proposals of 1987 and 1988, of not criminalising unauthorised access where the hacker has showed no dishonest intent to procure an advantage for oneself. Like these past proposals, its main flaw is that vendors would not be protected against criminal hackers until it was too late. In any case, the UK has not envisaged any of the two options in the Cybercrime Convention, and the mandatory restriction established by the EU Directive. Like many member states, the UK is not alone in having kept the broader offence of unauthorised access.\(^{163}\)

Interestingly, during the drafting of the Directive 2013/40/EU, two MEPs proposed in an amendment to Article 3 in order to grant to security researchers what one of the MEPs named ‘whistleblower protection’.\(^{164}\) The offence would have been committed only when ‘the operator or vendor of the system is not fully informed of the vulnerability in a timely manner’. Effectively, the proposal incorporated the practice of responsible disclosure as an objective element to exempt security researchers from criminal liability. It was a step in the right direction. However, the proposal would not have resolved other legal challenges security researchers may face. Even if disclosure to vendor and operator has been timely, security researchers may still be liable as accessories to unauthorised access if they subsequently choose to disclose to the public because the vendor has failed to fix the vulnerability timely disclosed. Modifying the offence of unauthorised access is thus not sufficient to protect security researchers from criminal liability; no more than modifying the offence of misuse of hacking tools is.

A more holistic approach is needed, that embraces all the cybercrime offences security researchers may be liable for. Furthermore, two competing interests need to be balanced: that to find vulnerabilities, security researchers may breach the confidentiality and integrity of the systems criminal law aims to protect; that vendors need protection from criminal hackers. The Law Commissions’ past proposals attempted to establish a balance through the structure of the offence of unauthorised access. Their main weakness was that by allowing exploration of the systems, criminal hackers would also escape criminal liability. Structuring the offence of unauthorised access proved equally difficult at international level. The options offered by the Cybercrime Convention, even if the UK were to adopt them, as well as the EU Directive restrictive definition of unauthorised access would not provide sufficient protection to security researchers.

A first step could be the use of vulnerability disclosure policies from vendors in order to set the boundaries for acceptable hacking, but, as Mangham illustrated, they also have their
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\(^{163}\) The UK is not isolated in that respect, see European Commission, Report assessing the extent to which the Member States have taken the necessary measures in order to comply with Directive 2013/40/EU on attacks against information systems and replacing Council Framework Decision 2005/222/JHA, COM (2017) 474 at <http://ec.europa.eu/transparency/regdoc/rep/1/2017/EN/COM-2017-474-F1-EN-MAIN-PART-1.PDF>
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limits. Could the use of prosecutorial guidelines filter cases so that independent security researcher would not be prosecuted? Or would a public interest defence be more appropriate?

4 – Choosing an appropriate response: the proposal of a defence for hacking

To reduce criminal law’s impact in the UK, and in other jurisdictions, ENISA suggested drafting prosecutorial guidelines along the lines of the Dutch model implemented in 2013 so that all stakeholders would understand how prosecutorial authorities would exercise their discretion to prosecute security researchers. The suitability of these guidelines needs to be assessed before sketching the benefits of a public interest defence.

4.1 – The suitability of prosecutorial guidelines

Resorting to prosecutorial guidelines is not a new idea. The OECD 1986 report on cybercrime had already recommended not prosecuting security researchers in the presence of the following two elements: the security researchers’ ‘inten[t] to improve data security’, and their ‘immediate notice of [the] access and of the loopholes used in the data system to the victim or to state authorities’.

In the UK the Crown Prosecution Service issued some guidelines on prosecution for CMA offences in late December 2007. The guidelines followed the CMA reform of 2006 by the Police and Justice Act. They aimed to fulfil the government’s promise during the 2006 parliamentary debates to quell concerns about unwarranted prosecution of security researchers for making, distributing or obtaining hacking tools as per the new section 3A CMA.

The guidelines set out a series of questions as a test for deciding to prosecute. Criticised at the time of publication by security researchers and academics, their effectiveness remains difficult to gauge. In R v Mangham the defendant was charged under s3A CMA, in addition to s1 and s3 CMA, but he refused to plead guilty for the s3A CMA offence. The reasons for the refusal were not provided and it could be speculated that Mangham used the guidelines to demonstrate that he did not commit the offence. However, the fact remains that the guidelines failed to stop the prosecution for s3A CMA, even though the final decision was to lie the charge on file. This could be indicative of the difficulties of relying on guidelines to avoid the threat of prosecution. Furthermore, the guidelines on
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security researchers only concern s3A CMA. Certainly, the DPP needs to consider the public interest in prosecution as a general rule but the absence of guidance as to how this public interest plays for security researchers accused of committing s1, s3 and s3ZA CMA may prove difficult to articulate, as Mangham partially suggests. Thus, could the gaps be filled by adopting the model ENISA suggested in 2015?

The Dutch prosecutorial guidance emerged after two high-profiles incidents in 2011. Academics who had unveiled serious vulnerabilities in the Dutch public-transport chip card were investigated for violating the Dutch Computer Misuse Act. To avoid similar situations arising the Dutch National Cyber Security Centre (NCSC) issued guidance for both vendors and security researchers on responsible disclosure policy in 2013. The policies are far more detailed than Facebook’s 2010 policy in Mangham, although the NCSC recognises that they cannot be too prescriptive. The NCSC did not act in isolation. The Dutch Ministry of Security and Justice publicised the guidance and the Dutch prosecutorial authority published its own guidance.  

The terms of the prosecutorial guidelines illustrate this concerted approach. The test for prosecution strongly echoes the terms of vulnerability disclosure policies that the NCSC promoted and by which the vendor authorises the security researcher to hack providing his/her actions remain proportionate.

The Dutch prosecutorial guidelines contain the following three-part test: were the security researcher’s actions necessary within a democratic society (general interest)? Were the actions proportionate to the goal to be achieved? Could the security researcher have taken other possible courses of action that were less intrusive? In particular, the security researcher should not use brute force attacks or compromise further the security of the system; s/he should also avoid copying, modifying or deleting files, the alternative, whenever possible, being to create a directory listing for the system as proof of concept of the vulnerability. In other words, the prosecutorial test looks at how independent security researchers can achieve an objective of public interest and how their activities are proportionate to the objective sought. The effect is to set limits on security researchers’ activities whilst carving a space for security researchers to find vulnerabilities without undue fear of criminal prosecution. In this sense the test strongly echoes the structure of the proposed offences of unauthorised access in the SLC 1987 draft Bill, the ELC’s 1988 options B and C and Nicholson’s 1989 Bill.

How effective the test has been in reducing investigations has not been documented so far. The effect of the NCSC guidance has been to increase the number of organisations publishing their disclosure policies and ‘paying attention to the legal implications’ of their policy in light
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of the prosecutorial guidelines. In this sense, the coordinated approach of good vulnerability disclosure policies and prosecutorial guidelines could be said to be effective. It would probably be suitable for the UK CPS to adopt a similar approach. Strong guidelines would potentially help hackers such as Mangham, who are on the autism spectrum.

However, for the security researcher, prosecutorial guidelines may not suffice to significantly reduce the risk of criminal liability. They should decrease the risk of prosecution. However, if the prosecution authority nevertheless decides to go ahead there is uncertainty as to whether the security researcher could rely on prosecutorial guidelines and/or on the vulnerability disclosure policy to convince the judge s/he is not guilty of having committed computer misuse offences.

As per Cuthbert, the structure of the CMA offences, especially of s1 CMA, does not allow for integrating the proportionality of the security researcher’s actions into the analysis of the actus reus. The motive of public interest cannot be taken into account either as part of the mens rea. Arguably, in Cuthbert no prosecutorial guidelines existed but Cuthbert was leading one of the key organisations in the process of establishing standards in security research. Although it is unclear from the news reports whether he referred to these standards in Court he chose to plead not guilty, thus arguing he should not be convicted. Yet, he was unable to convince the judge not to find him guilty despite the judge regretting the conviction. Whether prosecutorial guidelines would have changed the situation is unclear.

At a more practical level it is also uncertain whether the security researcher would feel confident enough to challenge before the court the prosecutorial interpretation that his/her actions were illegal. Mangham explained he felt compelled to plead guilty to most charges. Yet, this paper demonstrated that most of his actions could be considered compliant with Facebook’s vulnerability disclosure policy. Again, no prosecutorial guidelines existed but, given that the suggested guidelines put forward criteria essentially similar to those of vulnerability disclosure policies, would Mangham have felt able to challenge before a judge both the vendor’s and the prosecution’s interpretation of the facts and law?

Put differently, prosecutorial guidelines are strongly desirable because security researchers can read them and understand better the boundaries of legal and illegal actions. However, in the event that security researchers are prosecuted, guidelines would still leave uncertainty as to whether the security researchers could demonstrate to the court that they did not commit CMA offences. A public interest defence would enable security researchers to argue the proportionality of their actions with regard to the public interest they have pursued.

---

4.2 – Sketching a public interest defence

In the last thirty years sole reliance on vendors’ willingness to improve the security of their systems, as advocated by the ELC in 1989, has failed to significantly contribute to the security of IT systems. If prosecuted, security researchers need a mechanism to discuss before the courts the implications of their work and the methods used. To do so at mitigation stage does not suffice. When sentenced, security researchers are left with a criminal record and are likely to spend some time in prison. A mechanism needs to allow security researchers to demonstrate that they acted in the public interest and proportionately, so that they could be found not guilty.

Article 6 of the Cybercrime Convention represented a first step in this direction. It allowed parties to criminalise the creation, distribution and possession of hacking tools but indicated in Article 6(2) that the courts should not interpret the provisions to impose criminal liability on security researchers. However, Article 6(2) only concerns one offence, in the UK that of section 3A CMA. Furthermore, it does not articulate what the courts should take into account.

In contrast, available to all CMA offences, the defence, which could be called as a short-hand a defence for hacking, would give a statutory basis for discussing before the courts what constitutes technically and ethically responsible vulnerability research. It would take stock of vendors’ understandable reluctance to authorise violations of integrity whilst recognising that independent security researchers can undertake work of public interest under certain conditions.

Its terms could mirror the prosecutorial guidelines that the UK could implement as suggested above, as well as the current terms of many bug bounty programmes and vulnerability disclosure policies. The focus would stop being on whether the vendor has or has not authorised hacking. Instead, the discussion would shift to the proportionality of the security researchers’ actions and the public interest in vulnerability research.

The defence could be integrated into a more coherent legal and technical framework for the security researcher. A CMA amendment would bring to light government practices of buying vulnerabilities from independent security researchers. It would push for a debate on whether governments should do so and, if so, how they and security researchers selling to them should be regulated.175

Furthermore, because security researchers are akin at times to whistle-blowers,176 the defence would provide additional momentum to re-examine a public interest defence for journalists and whistle-blowers. Such defence for journalists has already been raised in
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1989/1990, suggested in the Leveson inquiry, and discussed in Parliament in 2014 before an amendment to the CMA was withdrawn. In 2015, former DPP Keir Starmer has called for journalists to benefit from a public interest defence for a variety of offences among which the CMA offences. He felt that the prosecutorial guidelines for the media –drafted when he was DPP- were insufficient to protect journalists in difficult cases. Similar arguments could be put forward for security researchers, although there are differences between security researchers reporting vulnerabilities and journalists writing, for example, on tax evasion as in the Paradise papers. Whereas journalists may report on wrongdoing, security researchers are unlikely to report on others’ activities that would be illegal per se. As demonstrated, even if good security were to be systematically part of products’ design, vulnerabilities would remain and would have to be discovered. Public interest in security research does not lie necessarily in the interest of the public to be informed of vulnerabilities, but on security researchers being able to investigate and report vulnerabilities to vendors without fear of prosecution.

5 - Conclusion

This paper outlined the existing tensions between the public interest in security researchers engaging in vulnerability research and the legal challenges they currently face along the three phases of vulnerability research – discovery, verification and disclosure-. This paper then proceeded to demonstrate that three options could be available with regards to criminal law.

The first option would be to modify the structure of the CMA offences, notably the offence of unauthorised access, along the lines that the Scottish and English Law Commissions proposed in 1987 and 1988. Their choice was to legalise unauthorised access when the hacker took reasonable care not to damage the computer system and did not intentionally act to gain an advantage for himself or for another. This was a significant step forward. Security researchers would have avoided criminal liability whilst being constrained in their actions, notably at the verification and disclosure stage. Yet it had serious drawbacks which have not faded over the years as the discussions on the structure of these offences in the Cybercrime Convention and in the EU Directive 2013/40/EU have demonstrated. Should these past proposals be implemented criminal law would be unable to send the important signal that malicious hackers should not hack and that public interest also lies in protecting the integrity of vendors’ IT systems.
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The second option would be to modify the CPS current guidelines along the lines of the Dutch model, as suggested by ENISA in 2015. This would require a concerted approach between the CPS and the UK equivalent of the Dutch National Cybersecurity Centre. Vendors would be pushed to adopt best practices in drafting vulnerability disclosure policies that outlined the obligations of all stakeholders, not just the security researchers. Better drafted policies and prosecutorial guidelines could even contribute to reducing the risk of prosecution for hackers on the autism spectrum, who are disproportionately represented in hacking cases. Nevertheless, this option does not provide certainty as to what security researchers could argue before the courts should they be prosecuted.

Thus, this paper proposed a third option: creating a public interest defence for the security researcher. The tension between the public interest in security researchers finding vulnerabilities and the private interests of the vendors in protecting the integrity of their IT systems is only apparent. They are two sides of the same coin: the fight against cybercrime. Thus, the defence would allow independent security researchers to take an active part in the fight against cybercrime, to the benefit of the wider public. Finally, a defence would fit within the wider debate on whether journalists and whistle-blowers would benefit from a public interest defence for hacking.