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Abstract

To help manage the large amount of biomedical images
produced, image information retrieval tools have been de-
veloped to help access the right information at the right
moment. To provide a test bed for image retrieval evalu-
ation, the ImageCLEFmed benchmark proposes a biomed-
ical classification task that automatically focuses on de-
termining the image modality of figures from biomedical
journal articles.
In the training data for this machine learning task, some
classes have many more images than others and thus a few
classes are not well represented, which is a challenge for
automatic image classification. To address this problem,
an automatic training set expansion was first proposed. To
improve the accuracy of the automatic training set expan-
sion, a manual verification of the training set is done us-
ing the crowdsourcing platform Crowdflower. This plat-
form allows the use of external persons to pay for the
crowdsourcing or to use personal contacts free of charge.
Crowdsourcing requires strict quality control or using trus-
ted persons but it can quickly give access to a large number
of judges and thus improve many machine learning tasks.
Results show that the manual annotation of a large amount
of biomedical images carried out in this project can help
with image classification.

Introduction

Images are produced in hospitals in ever-increasing num-
bers [1] and provide crucial information for diagnosis,
treatment planning and other tasks. Besides in clinical set-
tings, images are also made available via biomedical pub-
lications. The biomedical open access literature of PubMed
Central alone contained almost 2 million images in 2014.
This creates a need for searching in the immense collection
of images in institutions and on the World Wide Web, mak-
ing the data accessible for reuse. Many tools have been de-
veloped for these tasks over the past 20 years [2].
Retrieval and classification of medical images have been
explored to get additional information for reading and in-
terpretation of medical cases [1] when open questions re-
main and thus help clinicians in their daily work. Although
text queries are commonly used, the visual information of
the images can enrich the search. Thanks to benchmarks
such as ImageCLEF [4] or Visceral [5, 6] the retrieval
and classification algorithms have been further studied and
compared with sometimes more than 20 research groups

participating. In particular, ImageCLEFmed [7] has been
proposing several retrieval and classification tasks since
2005. The image and case-based retrieval tasks and the
modality classification task are using articles from the bio-
medical open access literature. The goal of the retrieval
tasks is to retrieve images/cases that are similar to a given
image/case description. The image modality classification
(for modalities such as X-ray, ultrasound, computed tomo-
graphy, etc.) is used as one of the most important filters to
limit the search results in existing systems. Such filtering
can improve the precision of the search [8] and reduce the
search space [9]. ImageCLEFmed also proposes a medical
image classification task based on a proposed hierarchy in-
cluding medical modalities and other image types appear-
ing in the biomedical literature.
In ImageCLEF 2013 a training set consisting of approx-
imately 2,900 images was distributed to participants and
classification methods were evaluated with a test set of ap-
proximately 2,600 images. Both sets were obtained from a
subset of PubMed Central [10] of more than 300,000 im-
ages. In the training set some of the image categories were
represented by only a few images. Therefore, a training set
expansion strategy was applied to our multimodal (visual
and textual based) classification approach to improve the
accuracy precision (from 69.63% to 71.87%) [11].
Crowdsourcing has recently emerged as a tool in bioin-
formatics for solving large volumes of simple human tasks
[12]. In this article we propose using crowdsourcing for
two tasks: to verify the automatically detected modality of
approximately 17,000 images and to reclassify the images
identified as wrongly classified. Each of these tasks can be
solved in a short amount of time (a few seconds) by users
familiar with medical images. A short tutorial is also given
in the crowdsourcing platform to explain the task and al-
low quality control. Crowdsourcing was recently used for
image annotation in medical imaging, e.g. for evaluation of
medical pictograms [13] or for retinal fundus photography
classification [14]. Results show that the manual annotation
can improve automatic classification tasks.

Methods

In this section the ImageCLEFmed tasks used in this pro-
ject are presented. The details of the crowdsourcing per-
formance are also explained.
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Medical ImageCLEF tasks
The ImageCLEFmed benchmark proposes a standard test
bed for medical image retrieval that allows researchers to
compare their approaches on large and varied data sets in-
cluding manually generated ground truth [2]. The image-
based retrieval task aims to retrieve images for a precise
information need, expressed through text and example im-
ages. On the other hand, the case-based task aims to re-
trieve cases that are similar to the query case and are useful
in differential diagnosis.
Using the modality information of the images can help in
the retrieval process to focus on one modality or to re-
move nonclinical images entirely, thus improving the re-
trieval performance [14]. The goal of the ImageCLEFmed
modality classification task [7] is to classify the images into
medical modalities and other image types, such as com-
puted tomography, X-ray or general graphs using the mod-
ality hierarchy shown in Figure 1. The work presented in
this paper aims to improve the modality classification ac-
curacy and to integrate it into the medical retrieval system
to enhance and filter its results.

Training set expansion
Previous work [2] describes the baseline used for the auto-
matic image modality classification. It consists of a mul-
timodal approach based on multiple visual descriptors and
a Lucene [16] baseline using text information. This ap-
proach achieved an accuracy of almost 69%.
To improve the classification accuracy, a training set ex-
pansion strategy was applied to better represent all image
categories [3]. For this purpose, the dataset of ImageCLEF
2013 medical image retrieval task was used. Each image
from the original training set was queried against this data-
set and the top results were assigned the class labels of the
query. Results that were retrieved by multiple queries be-
longing to different classes were discarded. This automatic
labelling resulted into a larger but “noisy” training set.

Crowdsourcing
Continuing the work in [17], the Crowdflower [18] plat-
form was chosen since it provides an internal interface to
be used by a known set of experts. For our experiments,
eight experts in the medical imaging domain participated in
the crowdsourcing job.

Figure 1

The image class hierarchy used for image classification.

Given the training set from the modality classification task
with approximately 2,900 images, an expanded set of im-
ages was automatically classified as described in the previ-
ous section. The internal crowdsourcing interface was used
to verify the automatically assigned class for each of the
17,002 images of the new set.
A first crowdsourcing task was set up to verify the given
tag but, since a large amount of images are compound or
multipane images (about 50% of the figures in the bio-
medical open access literature [4]), an option to correctly
define this class of images was added. Therefore, each im-
age was presented with a key question formulated as fol-
lows (fig. 2):
Does the figure correspond to the category?:

‒ Yes, perfect classification
‒ No, compound image
‒ No, wrong category
‒ Not sure

Using an iterative approach as in [17], images that were
wrongly classified by the automated training set expansion
were manually reclassified in a second crowdsourcing it-
eration. The same procedure was applied to the “not sure”
category.
In this case the user has to decide to which class each of the
images belongs to, across the hierarchy presented in Fig-
ure 1. Therefore, the task was presented in a hierarchical
structure where a broad class is first asked and then the sub-
class (fig. 3).
Since this was a more difficult task, each of the images was
classified by two users. A third user judged the images in
case of disagreement between the first two answers.

Figure 2

Images automatically classify as “Compound”, “X-ray” and “Electron
microscopy” respectively. Crowdsourcing was used to verify this
image modality classes.

Congress contribution
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Results

The crowdsourcing in this experiment was done with an in-
ternal team to limit errors in classification. A total of eight
experts in the medical imaging domain participated in the
task. In the past, external experts were used but strong qual-
ity control is necessary in this case, but on the other hand,
tasks can be finished extremely quickly.
In the first step, 50% of the images were verified by crowd-
sourcing to augment the training set and automatically clas-
sify the remaining images. The results of the crowd-
sourcing task show that the automatic classification
achieved an accuracy of 60% for this additional data set.
Thanks to the first question in the platform, 21% of the
images were reclassified as compound figures during the
same crowdsourcing job. Almost 20 % of the images then
had to be reclassified manually (fig. 3).
In the second part of the experiment, the correctly classi-
fied images and the images classified as compound were
added to the initial training set. The new training set con-
tained more than 9,000 images and was used to automat-
ically reclassify the non-labeled images (images tagged as
“wrong category” or “not sure”). A total of approximately
1,600 images were automatically reclassified and then veri-
fied via crowdsourcing. 16% of the previously wrongly
classified images were now correctly labelled after the
automatic reclassification. Figure 5 shows some images
that were correctly reclassified.
In general, the second crowdsourcing task was more dif-
ficult for the experts. More knowledge about the modality
classes was necessary and indeed the classes were not al-
ways easy to identify. Figure 6 shows some examples of
images incorrectly labelled which experts found also diffi-
cult to classify. Often full-size versions of the images were
necessary to clearly determine the modality.
Experiments showed that the automatic expansion of the
training set improves the accuracy of the ImageCLEFmed
modality classification task from ca. 69% to ca. 72%. Even
better accuracy is expected using the new manually veri-
fied and larger training sets.

Figure 3

Screenshots of the crowdsourcing interface for image modality
classification.

Conclusions

The goal of this project was to use crowdsourcing to im-
prove the quality of an automatic modality classification
task that uses the visual information of the images and
the text of the figure captions. Increasing the size of the
training set demonstrated how to improve the quality of
the automatic classification. Manual correction of such a
noisy training set can also significantly improve perform-
ance, and a crowdsourcing platform can help to simplify
the process with a simple environment that can be used free
of charge with known persons but can also be used with
stricter quality control using a larger number of people par-
ticipating in these platforms for a very limited cost.
The iterative nature of the shown task will continue to pro-
gressively generate a large and discriminative training set
so all images of PubMed Central can be automatically clas-
sified and then made accessible for retrieval tasks.

Figure 4

Each bar represents the distribution of each of the answers in the
verification crowdsourcing task.

Figure 5

Images correctly reclassified after the training set expansion
verification.

Figure 6

Images incorrectly classified automatically but that were also
difficult to classify manually.
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Figures (large format)

Figure 1

The image class hierarchy used for image classification.
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Figure 2

Images automatically classify as “Compound”, “X-ray” and “Electron microscopy” respectively. Crowdsourcing was used to verify this image
modality classes.

Figure 3

Screenshots of the crowdsourcing interface for image modality classification.
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Figure 4

Each bar represents the distribution of each of the answer in the verification crowdsourcing task.

Figure 5

Images correctly reclassified after the training set expansion verification.
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Figure 6

Images incorrectly classified automatically but that were also difficult to classify manually.
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