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Abstract

Video sequences contains multiple frames therefore their quality is estimated by determining individual quality metric of each frame then apply the temporal masking affect. However, the integration of each frame’s quality metric into one score is very important because each video frame has different spatial features hence have different quality metric. There are several methods available to combine the metric into one score like averaging, linear weighting, worst frames averaging etc. Taking the average of each frame’s score is not very useful as humans give more attention to the worst values (most distorted frame) while rating their values. In this paper we evaluated the performance of different integration methods and a different approach is proposed which includes the average of worst selected frames which is discussed in later sections. The work is tested on LIVE video database which consists of 40 video sequences. They have provided the mean opinion scores for each video with the database. The correlation coefficient of 88.21% is achieved when tested with the best model designed.
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I. INTRODUCTION

Due to compression of images and videos, the quality degrades and the distortion starts to appear. There are many image and video quality meters [1-8] exists. The technique used for video quality assessment involves the extraction of each frame from a video sequence and quantifying the quality of each frame individually. Then these individual quality metrics are combined into a single quality metric for a complete video sequence before applying the temporal masking affect. The commonly used integration techniques include averaging or weighting. The fact is that the observer gives more importance to the worst incidents and they use their worst experiences while rating the quality.

The quality metric of each frame is first calculated using the frequency domain approach discussed in [9,10]. The full reference method is used and the combined effect of blockiness and blurriness distortion is considered. The very brief introduction of the meter is discussed in section II.

In this work each video sequence consists of more than 250 frames. It is more likely that each frame has different image quality metric as each frame has different spatial features and different amount of distortions. The objective video quality also depends upon the nature of motion in the sequence. The nature and intensity of motion also varies in different video sequences therefore the standard deviation of the motion metrics are also used in motion estimation.

The main contribution of this work is to develop the method to combine the quality metric of each frame into a single value for a video sequence. Next section briefly discusses the method for image quality estimation. Section III compares different methods for integrating the quality metric. Section IV highlights the best method of integration with some results and finally section V concludes the paper followed by references used in the work.

II. AN OVERVIEW OF IMAGE QUALITY ESTIMATION

The Full Reference image quality meter which was designed in [10] is used to determine the quality of each frame of a video sequence. Blockiness and blurriness are the main dominant distortions considered in the work. They are estimated in frequency domain. The method includes the edge detection of both reference and coded images to determine the spatial activity of the images. Then edge cancellation process is applied to cancel sharp luminance edges and it leaves only edges due to distortion. Then the frequency domain analysis is applied and the ratio of harmonics to other ac coefficients is calculated for blockiness estimation. For blurriness artifact, the ac coefficients of the coded and reference images are compared as the fact that blurriness reduces the sharpness of a image by eliminating the high frequency coefficients. The meter is briefly explained in figure below.
The method is $\mathcal{I}_\text{QM}$, Considering this $n=x$. Therefore has different distortion levels any video sequence has different quality metric for each frame. The integration of each frame is then integrated in the end for single quality estimation which needs to be processed individually for quality scoring. The next section discusses different approaches which can be used for integration.

It is more likely that most of the frames in any video sequence have different spatial features and therefore have different distortion levels which results in different quality metric for each frame. Few different methods to integrate these scores are explored in this work which are discussed below.

A. Averaging

It is the easiest method to integrate the image quality metrics by simply taking the average of all individual frame values as described in equation below.

$$\mathcal{I}_\text{QM}_\text{AV} = \frac{1}{N} \sum_{n=0}^{N-1} \mathcal{I}_\text{QM}_{\text{each frame}}$$

Where, ‘$N$’ is the total number of frames in each video, ‘$n$’ is the individual frame number and $\mathcal{I}_\text{QM}_{\text{each frame}}$ is the individual image quality score of each frame. Due to the fact that every frame might have different distortion levels, therefore their simple average might not be so useful. It is fact that viewers give more importance to the worst incidents or sometimes they rate the quality by watching recent scenes because the video may consists of many frames. Therefore simple averaging technique may not be efficient for longer video sequences. The method is tested on LIVE database [11] for video sequence which consists of 40 different video sequences with 250 to 500 frames in each video. They have provided the Mean Opinion Scores (MOS) of each video sequence. The correlation coefficient of 67% is obtained with using averaging method.

B. Linear Weighting

Normally video sequences have many frames (250-500 in our case), it is observed that the users give more importance to the frames they watched recently while marking their observations which is called recency effect. Considering this human behavior, the objective scores are weighted using a linear function. We gave more importance to the recent frames as compared with the ones appeared earlier. The linear weighting function is described as below.

$$\mathcal{I}_\text{QM}_{\text{Lin.Weighted}} = \frac{1}{N} \sum_{n=0}^{N-1} W_n(n), \mathcal{I}_\text{QM}_{\text{each frame}}$$

Where $W_n(n) = \frac{(1-x)}{(N-1)} n + x$, is the weighting function, which is controlled by the parameter ‘$x$’. The recency effect decreases by increasing the value of ‘$x$’. The value ‘$K1$’ is the scaling factor to keep the weighting factor under 1.0, its value is equal to $K1 = \frac{(N-1)(x+1)}{x}$. The method is tested on LIVE video database [11] and the correlation coefficient of 70.58% is obtained.

C. Minkowski Summation

The linear weighting depends upon the temporal location of the frame in video sequence therefore it may not be strong enough to manipulate the recency effect. Form experiments, it is observed that location of frame is not much important as compared with the peak intensity of the distortion. The observers are more influenced by few strong stimuli during the rating of their subjective scores. For this purpose Minkowski summation is used which enhances the significance of outstanding events. The degree of enhancement is controlled by the parameter ‘$x$’. For larger value of ‘$x$’, the strong stimuli become more dominant in the final score. The equation for Minkowski summation is given below.
The correlation coefficient of 73.68% is achieved after testing the model on LIVE video database.

D. Worst Samples Averaging

This is another method to enhance the significant events by only considering the worst values of the objective scores within the video sequence. All objective scores of each frame are arranged in descending order (by considering the distortion level) and the average of first ‘x’ frames is taken as the quality metric. This is explained in equation below.

\[ IQM_{\text{worst}} = \frac{1}{x} \sum_{n=0}^{N-1} IQM\text{ sorted} \]

Where, \( IQM\text{ sorted} \) are the sorted objective scores of each frame. They are arranged in descending order and its first value will be the worst quality frame of the sequence. The correlation coefficient of 84.98% is achieved using the worst sample averaging.

E. Worst Samples Averaging with Standard Deviation

The quality metrics also depend upon the contents of the video sequence. Some video sequences have very large motion vectors with less standard deviation like camera moving across trees or in other detailed areas. On other side, if a sequence has moving background with static objects in foreground like train travelling in a field, then there will be less variations in motion vectors as compared with their standard deviation. Therefore, the uniformity of motion in video sequence is also very important for quality estimation. The figures below discuss the motion estimation of two different types of video sequences.

\[ IQM_{\text{Mink.\; sum}} = \left( \frac{1}{x} \sum_{n=0}^{N-1} (IQM\text{ each frame})^2 \right)^{1/2} \]

The sequence has moving background like train passing through the field, then there will be more variations in the standard deviation of its motion vectors as shown in figure below.

![Motion estimation of video sequences](image)

The above two figures conclude that the average of worst values of motion vectors and the standard deviation of all motion vectors in each frame both are very useful in estimation the video quality accurately. The ratio of mean motion vectors to the standard deviation is used in this research to determine the video quality metrics. The parameter is tested on LIVE video database [11] and the correlation coefficient of 88.21% is found.

The table below summarizes the results obtained so far using above techniques.

<table>
<thead>
<tr>
<th>Integrating Function</th>
<th>Integrated Scores</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaging</td>
<td>( Q_i = \frac{1}{x} \sum_{n=0}^{N-1} q_n )</td>
<td>67%</td>
</tr>
<tr>
<td>Linear Weighting</td>
<td>( Q_i = \frac{1}{x} \sum_{n=0}^{N-1} W_n(n), q_n )</td>
<td>70.58%</td>
</tr>
<tr>
<td>Minkowski Summation</td>
<td>( Q_i = \left( \frac{1}{x} \sum_{n=0}^{N-1} (q_n)^2 \right)^{1/x} )</td>
<td>73.68%</td>
</tr>
<tr>
<td>Worst Samples Averaging</td>
<td>( Q_i = \frac{1}{x} \sum_{n=0}^{N-1} q_n )</td>
<td>84.98%</td>
</tr>
<tr>
<td>Worst Samples with Standard Deviation</td>
<td>( Q_i = \frac{Q_{i,; \text{worst}}}{\text{Std frame}} )</td>
<td>88.21%</td>
</tr>
</tbody>
</table>

The below section discusses how to select window size for worst motion vectors frames.

IV. WINDOW SELECTION OF WORST QUALITY FRAMES

While rating the quality of video sequences, the users give more importance to the worst quality
frames. The worst frames can be selected by first arranging the quality metric of each sequence in descending order then take the average of ‘x’ worst frame values. In this work each video sequence consists of 250 or more frames. The selection window always start with the worst value of quality metric which will be the first value because it is arranged in descending order. As we increase the window size, the correlation coefficient decreases because we come nearer to the average value of quality metric. The affect of increasing window size for selecting worst number of frames is explained in figure below.

Fig 4. Impact of increasing window size for worst frame selection.

From above figure, it can be observed that the video quality metric mainly depends upon the worst quality metrics. It is also observed that the frames with good scores doesn’t play role in quality estimation. As the window size is increased, its average value becomes smaller because of the inclusion of better quality frame values and therefore the quality of distortion meter is decreased as can be seen in figure 4.

CONCLUSION

This paper highlights different methods to integrate the quality scores of each frame in a video sequence. Since video sequences consists of multiple frames and each frame has different quality metric. The simplest method includes averaging of each frame’s metric but as humans give more importance to the worst values, as seen from figure 3, therefore the frames with good quality metric can be ignored. Therefore the quality of video sequence can be estimated by only considering worst quality frames. Another important result for this work is that the motion vectors are itself not enough for quantifying the quality metric as different sequences have different intensity and uniformity of motion. For this purpose the standard deviation of the motion vectors are also used for the motion estimation. The meter is tested on LIVE video database [11] which consists on 40 different video sequences with their MOS provided. The Pearsons correlation of 88.21% is achieved using the above quality meter approach.
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