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Abstract—The brain plays a pivotal role in locomotion by
coordinating muscles through interconnections that get estab-
lished by the peripheral nervous system. To date, many attempts
have been made to reveal the underlying mechanisms of hu-
mans’ gait. However, decoding cortical processes associated with
different walking conditions using EEG signals for gait-pattern
classification is a less-explored research area. In this paper, we
design an EEG-based experiment with four walking conditions
(i.e., free walking, and exoskeleton-assisted walking at zero, low
and high assistive forces by the use of a unilateral exoskeleton
to right lower limb). We proposed spatio-spectral representation
learning (SSRL), a deep neural network topology with shared
weights to learn the spatial and spectral representations of
multi-channel EEG signals during walking. Adoption of weight
sharing reduces the number of free parameters, while learning
spatial and spectral equivariant features. SSRL outperformed
state-of-the-art methods in decoding gait patterns, achieving a
classification accuracy of 77.8%. Moreover, the features extracted
in the intermediate layer of SSRL were observed to be more
discriminative than the hand-crafted features. When analyzing
the weights of the proposed model, we found an intriguing spatial
distribution that is consistent with the distribution found in
well-known motor-activated cortical regions. Our results show
that SSRL advances the ability to decode human locomotion
and it could have important implications for exoskeleton design,
rehabilitation processes and clinical diagnosis.
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I. INTRODUCTION

The human locomotor system performs a variety of move-
ments (e.g., walking, running) intuitively and remarkably on
many terrain types. Nevertheless, we still have difficulties
in elucidating the inner workings of achieved movements.
Despite much research effort, the fundamental principles that
govern the intricate underlying mechanism of human gait have
yet to be discovered [1]. Revealing more locomotion prin-
ciples has many practical implications for patients with gait
impairment that include the design of rehabilitation-oriented
devices [2], [3], gait correction treatment [4] and clinical
diagnosis [5]. The understanding of neural mechanisms in
a human gait is also indispensable to enabling an intuitive
use of robotic exoskeleton for durable strength augmentation
in the lower limb [3]. Electroencephalographic (EEG) signals
have been used to study and monitor brain activities due to
their portability and high temporal resolution. EEG signals are
susceptible to different kinds of artifacts (e.g., eye blink and
head movement artifacts), but a number of artifact removal
techniques (e.g. regression-based [6], surrogate-based [7],
adaptive filtering [8], widely used independent component
analysis (ICA) [9] and the methods reviewed in [10]) have
been developed to mitigate these inherent noises [11], [12].

Numerous EEG studies have revealed gait-related corti-
cal activation, known as event-related (de)synchronization
(ERD/ERS) [13], when subjects performed motor imagery
of gait [14], actual ankle movements [15], walking on a
treadmill [16] and lower limb movement on a dynamic
tilt table [1]. Both imagined and real movements activated
similar brain regions including primary motor cortex (M1),
primary somatosensory cortex (S1) and supplemental motor
area (SMA) [1]. The association between these regions and
lower limb movements was also revealed using neuroimaging
modalities such as functional magnetic resonance imaging
(fMRI) [17], [18], [19] and functional near-infrared spec-
troscopy (fNIRS) [20].

In these gait-related brain regions, ERD and ERS in alpha
and beta rhythms were found to be prominent and consistent
across many gait studies [21], [22]. A walking balance study
has demonstrated that beta oscillation decreased while theta
oscillation increased in the sensorimotor cortex [16]. The
modulation of gamma band in relation to the gait cycle was
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observed in the central sensorimotor area [23], [24]. These
findings suggest that it is possible to associate and classify
human gait patterns by extracting gait-related spatial and
spectral features from EEG signals.

Classification of mental tasks and conditions [25] (e.g., mo-
tor imagery [26], P300, steady-state visually evoked potentials
(SSVEP) [27]) based on EEG can be achieved by classical
machine learning, by combining unsupervised learning and
supervised learning. Unsupervised learning methods (e.g.,
ICA) act as feature extraction and dimensionality reduction
techniques, which is an important preliminary step for pre-
dictive modelling using a supervised learning approach (e.g.,
support vector machine (SVM) [28] and random forest (RF)
[29]).

Deep learning models simultaneously integrate and opti-
mize feature extraction and predictive modelling using deep
neural network. These models have enormous growth in
popularity and practicality for complex tasks such as image
captioning [30], generating images [31] and defeating human
champions in games like “Go” game [32]. While deep learning
has been successfully applied to image, text, speech and video
data that have abundant data, a few pioneering studies have
reported the effectiveness of deep learning in EEG analysis.

Stacked denoising autoencoders were used for EEG feature
learning in motor imagery [33], [34], emotion recognition [35]
and joint EEG-Electromyography (EMG) study [36]. Con-
volutional neural networks (CNN) [37] architectures were
employed for P300 [38] and epileptic seizure prediction [39],
[40]. Motor imagery task was studied [41] using restricted
boltzmann machine [42], [43]. A recurrent neural network
(RNN) [44] model was used for sleep stage prediction [45]
and epileptic seizure detection [46]. Long short-term memory
(LSTM), a special case of RNN, was used to model the
dynamics of working memory [47] and detection of epileptic
seizure [48], and sleep stage classification [49].

Research on decoding human gait pattern based on EEG,
however, remains largely unexplored. Our previous work [50]
used EEG and a lower limb exoskeleton [51] to study brain
activities related to human gait. In the experiment, wet elec-
trodes and wired EEG system were used to record signals.
This setting ensured high signal quality, but reduced the
mobility. A trolley had to be employed to carry the equipment.
Alternatively, emerging dry wireless EEG system can be used
in the walking experiment or operational environments [52]. It
is suitable to record signals in a mobile manner such as brain
assessment while moving in a supermarket [53]. However, the
signal-to-noise ratio is relatively lower compared to the wet
wired EEG system. A classical classier, SVM, was employed
to recognize gait patterns based on EEG for three types of
walking. In this paper, we extend the study in [50] by devel-
oping an end-to-end deep learning model for classifying four
walking conditions (i.e., free walking and exoskeleton-assisted
walking at zero, low and high assistive forces). Twenty EEG
channels that cover sensorimotor region [1] were analyzed.
As gait-related brain activities exhibit spatial [1] and spec-
tral [21], [22] characteristics, we propose spatio-spectral rep-
resentation learning (SSRL), a deep neural network topology
with shared weights, to capture these intrinsic features while

performing predictive modelling simultaneously. Adopting the
weight sharing mechanism in convolutional neural network to
handle positional changes of objects in images and reduce the
number of free parameters (weights), SSRL learns a series
of spatial and spectral filters with shared weights to capture
discriminative spectral features across spatial locations by
supervised learning. The performance of our proposed model
was evaluated and compared to state-of-the-art machine learn-
ing techniques. Moreover, a further appraisal was performed
to evaluate the discriminative power of learned features in
the intermediate layers of SSRL. Furthermore, we explore
the learnable weights in the SSRL to demonstrate whether
the model finds the brain regions classically associated with
human gait.

The rest of this paper is organized as follows: Section II
presents the experiment, data preprocessing, and SSRL. In
Section III, SSRL is evaluated and compared to state-of-the-
art machine learning techniques. Results and discussion are
presented in Sections IV and V, respectively. Conclusions are
drawn in Section VI.

II. METHODOLOGY

A. Experimental Protocol

In the experiment, subjects performed free walking (FW,
normal walking without exoskeleton support) and exoskeleton-
assisted walking at zero force (ZF, walking with an exoskele-
ton, but no torque assistance is provided), low assistive force
(AFL, walking with an exoskeleton that provides the low
assistive torque) and high assistive force (AFH, walking with
an exoskeleton that provides the high assistive torque) along
an approximately 70 feet corridor. The exoskeleton [51] was
attached on their right lower limb. EEG signals were recorded
by an ANT ASA-Lab system (ANT BV, Netherlands). Sixty-
two wet electrodes were used and connected to the ANT
amplifier by a cable.

This study recruited 30 healthy male subjects from National
University of Singapore (NUS). Due to incompleteness in
recording, the data from 3 subjects were excluded. The average
age of all subjects was 24±2.32 and their average body mass
index (BMI) was 22.92±2.76. All of them had normal vision
or corrected-to-normal vision with no history of lower limb
injury. The consent form was signed after receiving thorough
explanations of the procedure. The experimental protocol was
reviewed and approved by Institutional Review Board of NUS.

B. EEG Preprocessing

EEG signals were recorded at a sampling rate of 1000Hz
and referenced to the right earlobe. The signals were centered
to zero-mean for each channel and down-sampled to 250Hz.
A band-pass filter with cutoff frequencies of 0.5-45Hz was
then applied. The least mean squares [8] was used to reduce
the influence of ocular artifact and the canonical correlation
analysis-based method [54] was utilized to mitigate EMG
effect on EEG. After rejecting heavily artifact-contaminated
segments, ICA was employed to remove the independent
components representing artifacts (e.g., EMG and other types
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of artifacts reported in [11]) by visual inspection. The aver-
age number of remaining ICs was 45.5±6.9 (mean±standard
deviation). Corrected EEG signals were reconstructed using
the remaining independent components. EEG epochs of each
walking condition were then extracted according to the EMG
gait markers (the details of the procedure were reported
in [55]). Abnormal gait cycles and short gait cycles (i.e.,
less than 1 second) were removed. The average number of
the remaining gait cycles were 48.1±19.8 (mean±standard
deviation) for ZF, 46.3±15.9 for FW, 45.7±15.9 for AFL and
46.6±17.8 for AFH.

250-point discrete Fourier transform (FT) was performed
on the first and last 250 points of an EEG gait segment for
all channels, followed by an averaging of the two magnitude
spectra. The montage of the inclusive channels was shown
in Fig. 1. Two types of spectral ranges were studied, wide
spectral (WS, 1-42Hz) range and prominent spectral (PS,
8-30Hz) range. The latter covered mu and beta bands that
were prominent in motor-related EEG studies [21], [22]. Data
(channel×spectral width) D-WS of size 20×42 and D-PS of
size 20×42 were obtained. In addition, EEG spectrum can also
be divided into delta (1-4Hz), theta (4-7Hz), mu (8-12Hz), beta
(13-30Hz) and gamma (30-42Hz) bands to obtain compact
data matrix D-WS-C of size 20×5 and D-PS-C of size 20×2.
This step is also widely known as feature engineering and
hand-craft feature design where expert knowledge is required.
Eventually, data is normalized to zero mean and unit variance
based on the values calculated from the training data in a 5-
fold cross-validation setting.

C. Spatio-spectral Representation Learning

Weight sharing mechanism is essential in convolutional
neural network to learn local features in images where objects
of interest might appear at different position in different
images. Moreover, it adds a parsimonious pressure to allow the
network to generalize better with controlled-complexity [56].
In this paper, weight sharing mechanism is adapted for spatio-
spectral EEG data to extract spatial features across frequency
and spectral features across spatial locations. The architecture
of the SSRL is illustrated in Fig. 1. It is a neural network with
3 hidden layers that comprises two weight sharing (spatial and
spectral) layers and fully connected layers. Softmax activation
function is used in the output layer. In addition, leaky rectified
linear unit (ReLU) activation function and dropout are used in
each hidden layer.

Each spatial or spectral filter f in shared weight layers l
performs convolution on the output of the previous layer yl−1

with bias terms, non-linear activation functions and dropout to
compute yl. The convolution can be expressed as follows:

xli,j,f =

n−1∑
a=0

m−1∑
b=0

wl
a,b,f × yl−1

i+a,j+b,f + blf (1)

where the filter f of size n×m is applied across sub-regions
of yl−1 of size N×M and produces output xl of size (N−n+
1)×(M−m+1). Fig. 1 illustrates the convolution operations
in the first two layers performed on D-WS or D-PS of size C ×
F . The size of a spatial filter equals to number of electrodes C,

TABLE I
SSRL PARAMETERS.

Parameters Settings

No. of Spatial Filters M1 10
No. of Spectral Filters M2 10
Size of FC Layers 20, 4
Adam Learning Rate 10−3

Dropout Iteration 90% or 100%
Dropout Probability 0% to 95%
Leaky ReLU Coefficient 0.2

while the size of a spectral filter equals to number of frequency
bins F . Non-linear activation functions (e.g., ReLU) can then
be applied on xl. ReLU is defined as follows:

σ(x) = x+ = max(0, x) (2)

However, ReLU suffers from the phenomenon of “dying
ReLU,” where neurons will never activate during training.
Leaky ReLU [57], which is an attempt to fix this phenomenon,
uses a small negative slope l for x < 0, as follows:

σ(x) =

{
x, if x > 0
lx, otherwise

(3)

For l < 1, it is equivalent to:

σ(x) = max(x, lx) (4)

The output of the convolutional layer yl can be computed
as follows:

yli,j,f = ml
i,j,f × σ(xli,j,f ) (5)

where ml
i,j,f is a binary dropout [58] mask with dropout

probability Dp in the training phase and 0 in the testing
phase. ml

i,j,f is a scaled mask matrix of independent Bernoulli
variable:

ml
i,j,f ∼

Bernoulli(1−Dp)

1−Dp
(6)

Softmax activation function was used to turn the output z
from neural network into predicted class probabilities:

f(z)i =
ezi∑
k e

zk
(7)

The training of SSRL can then be achieved by minimizing
the cost function C =

∑
i Li, where Li is the cross-entropy

loss of class i:

Li = −log (f(z)i) (8)

Optimizing cross-entropy is the same as optimizing
Kullback-Leibler divergence [59]; which makes the predicted
output distribution close to the true distribution of the training
data. Adam algorithm [60], an efficient stochastic optimization
technique, was utilized to optimize the cost function.

In addition to dropout probability Dp that determines the
probability of a neuron being dropped out from the network,



TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. XX, NO. X, AUGUST 2018 4

C
h

a
n

n
e

ls

Spectral
C x F 

Preprocessing  FT

Preprocessing  FT

Softmax

FW

ATL

ZT

Spatial

ATH

P2 P2 P1 P1 

CP4CP4CPzCPzCP3CP3

C2 C2 C1 C1 

FC4FC4FCzFCzFC3FC3

P4 P4 Pz Pz P3 P3 

CP2CP2CP1CP1

C4 C4 Cz Cz C3 C3 

FC2FC2FC1FC1

FC

FC3FC3

P4P4

FC1FC1

Filters Filters

M1
M   2

of Size C of Size F

Classifier
Feature

Extraction

Hand-crafted

Features

(A)

(B)

Fig. 1. The architecture of the spatio-spectral representation learning (SSRL). The SSRL was trained to classify 4 different walking conditions using frequency
domain features of multi-channel EEG signal (Channels × Frequency). It comprises two weight sharing layers with spatial and spectral filters, fully connected
layers (FC) and output layer with softmax activation functions. In addition, leaky ReLU activation functions and dropout are employed in each hidden layer.
(B) The illustration of classical machine learning method for classification. The method was utilized to obtain baseline performance, as well as a tool for
evaluating the discriminative power of features extracted by the SSRL.

we investigated dropout iteration Di that determines the per-
centage of training iterations where dropout is applied to the
network. For instance, dropout is used 9 out of 10 training
iterations for Di of 90%.

Fully connected layer connects every neuron in one layer
to every neuron in its previous layer. The proposed model can
be summarized by writing all operations that map input data
to prediction into a sequence: Data D-WS or D-PS→ Spatial-
Filter→ Leaky ReLU→ Dropout→ Spectral-Filter→ Leaky
ReLU → Dropout → FC → Leaky ReLU → Dropout → FC
→ Softmax → Predicted Classes

Table I summarizes the parameters of SSRL. Cost function
smaller than 10−10 and training iterations of 104 were used
as the stopping criteria.

III. EVALUATION

To evaluate the performance of SSRL on D-WS and D-PS,
we compare it against classical machine learning techniques
(i.e., RF and SVM) that exploit hand-crafted and unsuper-
vised features for classification. The hyperparameters of these
techniques, shown in Table II, were fine-tuned using 5-fold
cross-validation and grid-search.

A. Feature Selection and Extraction

Dimensionality reduction techniques improve the perfor-
mance of classifiers, as they reduce the number of features
to mitigate against curse of dimensionality. These techniques
can be categorized into feature selection (e.g., F-score) that
selects subset of original features and feature extraction (e.g.,
principal component analysis (PCA)) that derives new features
from original features. The first category does not change
the nature of the features, while in the second category,
mathematical transformations are used to reduc e the number
of features.

In this study, F-score, was used for the hand-crafted features
D-PS-C and D-WS-C while PCA, was applied to D-PS and
D-WS. F-score ranks features based on a weighted average
of precision and recall, whereas PCA linearly transforms data
to a set of orthogonal basis that captures the directions of
variations in the data. Dimensionality reduction was achieved
using F-score by selecting a subset of the top discriminative
features and PCA by reconstructing eigenvectors that have the
highest eigenvalues.

B. Random Forest

A random forest (RF) is an ensemble of random decision
trees built to perform classification and regression tasks. Com-
bining bootstrap sampling of dataset and ensemble learners,
RF has a higher generalization ability compared to decision
tree. RF has been successfully applied to a diverse range of
applications. In EEG, RF has been used to the classification
of motor imagery [61], [62], [63], removal of muscle artifacts
[64], an infant EEG monitoring system [65], detection of P300
[66], and early seizure [67]. As RF has been reported to have
achieved competitive classification performance in these EEG
studies, it was used as a baseline in this study.

C. Support Vector Machine

SVM is an optimal linear discriminative classier that pro-
vides maximum-margin hyperplanes defined by support vec-
tors. Applying an appropriate kernel (such as radial basis func-
tion (RBF) and polynomial and hyperbolic tangent kernels)
to SVM allows the algorithm to handle non-linear datasets.
High classification performance has been reported using SVM
or its variants in the studies of P300 [68], motor imagery
[69], and seizure detection [70]. Due to its high efficiency,
SVM with an RBF kernel has been widely used as a baseline
to evaluate the generalization performance of other machine
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TABLE II
GRID SEARCH OF HYPERPARAMETER SETTINGS FOR SVM AND RF.

Parameters Range Step

No. of F-score features # of features to 20 -5
Percentage of kept PCA
components 10% to 100% 10%

RF
No. of RF estimators # of features to 20 -5
No. of RF features for
splitting # of features to 20 -5

SVM
SVM-C 2−5 to 217 22

SVM-γ 2−15 to 25 22

learning techniques. In the current study, SVM with RBF
kernel were also used as a baseline.

D. Implementation Details

In our study, we have compared the classification perfor-
mance between the SSRL and the classical machine learning
methods, as well as, we have evaluated the discriminative
power of features extracted at intermediate layers of the SSRL.
Fig. 1 illustrated the evaluation scheme. A standard pipeline of
feature extraction and classification was used when classical
machine learning methods served as baseline methods. In the
case of feature evaluation, the features extracted at interme-
diate layers were fed into the standard pipeline to obtain
classification accuracies.

IV. RESULTS

The average testing accuracy of SSRL using a different
dropout probability Dp and dropout iteration Di was shown
in Fig. 3. As Dp increases, the accuracy curves showed an
“inverted U-shape”, with an initial rise, a peak at moderate
Dp, and a decline. A slight decrease of dropout iteration Di

from 100% to 90%, which allowed SSRL to learn without
dropout for 10% of the training iteration, slightly improved
the overall performance. The settings that attained the highest
accuracy were Dp of 35% and Di of 90% for wide spectral
D-WS and Dp of 40% and Di of 90% for prominent spectral
D-PS.

The classification accuracy of all methods, in their best
parameter settings, are shown in Fig. 4 for all subjects. The
average classification accuracy (mean±standard error) of four
methods for prominent spectral range D-PS were 58.9±1.7%
for RF-FS, 54.8±2.0% for SVM-PCA, 70.2±1.6% for SVM-
FS and 72.9±1.7% for SSRL. Generally, there were increases
in average classification accuracy when wide spectral range
D-WS were used. RF-FS achieved 65.9±1.8%; SVM-PCA
achieved 64.3±1.8%; SVM-FS achieved 74.3±1.6%; SSRL
achieved 77.8±1.8%.

According to two-way analysis of variance (ANOVA), there
were a significant spectral range effect (F(1,208) = 26.2,
p < 1.0 × 10−6) and a classifier effect (F(3,208) = 37.5,
p < 1.0 × 10−18) on classification accuracy. There was no

significant interaction effect on classification accuracy between
the spectral range factor and the classifier factor. The post-hoc
two-tailed paired t-test, shown on the right panel of Fig. 4,
revealed that the proposed approach significantly outperformed
other methods in both cases of wide and prominent spectral
range. SVM-FS and RF-FS were found to have accuracy
higher than SVM-PCA. Fig. 2 summarized the classification
accuracies of machine learning techniques using features ex-
tracted at intermediate layers of the SSRL. RF-FS achieved
70.5±1.0% in the first layer and 75.9±1.0% in the second
layer; SVM-PCA achieved 69.0±0.9% in the first layer and
76.2±1.0% in the second layer; SVM-FS achieved 68.1±0.9%
in the first layer and 76.3±1.0% in the second layer; Features
in the second layer of SSRL were found to be more discrim-
inative than the features in the first layer and hand-crafted
features.
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Fig. 2. Discriminative power evaluation of features extracted at intermediate
layers of the SSRL in terms of classification accuracies derived from RF-FS,
SVM-PCA, and SVM-FS (∗ ∗ ∗ indicates p < 10−6).

To study and interpret the topographic features learned by
the filters in the SSRL, we analyzed the learnable weights
in the first hidden layer that captured spatial information.
Individual spatial filter, average spatial filter across 5-fold
cross-validation for a subject and the grand average spatial
filter across all subjects at EEG channel i can be obtained as
follows:

GPS,F,P (i) =
1

N

∑
S

∑
F

∑
P

∑
j

|wS,F,P (i, j)| (9)

where each weight wS,F,P (i, j) was normalized between zero
and one using Min-Max scaling. N denotes the total number
of filters, S denotes number of subjects, F denotes 5-fold
cross-validation and P denotes number of spatial filters for
a specific subject and fold. Fig. 5 and supplementary Fig. 1
visualized the grand average spatial filter across all subjects
(27 subjects), a few instances of the spatial filters across 5-fold
cross-validation of individual subjects and individual spatial
filters of a subject for both cases of wide spectral D-WS
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and prominent spectral D-PS range. The means and standard
deviations of spatial filters for each channel were listed in
supplementary Table I.

Other subjects were observed to have similar spatial filters,
shown in supplementary Fig. 2 and 3. Activation around the
left sensorimotor region was observed for the majority of
subjects. Moreover, the average spatial filters between D-PS
and D-WS were observed to be similar.
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Fig. 3. 5-fold cross-validation accuracy (%) curves of SSRL using different
dropout probability Dp and dropout iteration Di in percentage for both cases
of wide spectral (WS, 1-42Hz) range and prominent spectral (PF, 8-30Hz)
range.

V. DISCUSSION

Comparing the classification accuracy of the methods de-
scribed in Section III, the overall testing accuracy of SVM-
FS and RF-FS were higher than SVM-PCA in both cases of
wide spectral and prominent spectral ranges. This difference
is because SVM-PCA used unsupervised learning PCA for
dimensionality reduction while SVM-FS and RF-FS utilized
prior EEG knowledge (i.e., EEG spectrum can be divided
into typical bands including delta, theta, alpha, beta and
gamma) and F-score for classification. Thus, the results of
the comparison suggested that hand-crafted feature design
played an important role in the performance of SVM and
RF. On the contrary, the topology of SSRL was able to
learn the spatial and spectral invariant features directly from
the input without the burden of hand crafted features and
dimensionality reduction, achieving the highest classification
accuracy in both cases of prominent and wide spectral range.
The classification performance of machine learning pipelines
using features extracted at intermediate layers of the SSRL
further confirms that the proposed method extracted feature
at least as good as hand-crafted features, even the number
of features in the second layer is the same as the number of
hand-crafted features.

While the prominent spectral range has been consistently re-
ported to be associated with lower limb movements [21], [22],
limited literature reported the modulation of other bands (e.g.,

delta [71], theta [21], gamma [23]) in human gait. Making
an attempt to investigate this, we compared the classification
models that were trained on both cases of prominent frequency
range and wide spectral range. It was found that the incorpora-
tion of EEG bands (i.e., delta, theta, gamma) to the prominent
spectral range resulted in an increase in accuracy for all four
methods, and hence suggested that these additional bands also
carries gait pattern information for additional discriminative
power.

Beyond gait pattern recognition, another advantage of the
SSRL lies in its competency to learn discriminative EEG
representations. As each spatial filter in SSRL can be con-
sidered as a spatial feature extractor that influences gait
pattern classification, semantic interpretation of the weights
can provide discriminative spatial information and possibly
locate brain regions responsible to gait control of different
walking conditions. A few instances of individual spatial filters
were shown in panel (C) of Fig. 5 and supplementary Fig. 1.

These spatial filters were observed to have highlighted di-
verse brain regions. While each of these filters learned diverse
spatial features, the main brain region associated with walking
tasks can be obtained by averaging the individual spatial filters.
The average individual spatial filter for a subject, shown in
panel (B) of Fig. 5 and supplementary Fig. 1, highlighted brain
activities around the left sensorimotor region and suggested
that this region had more discriminative power for clas sifying
gait patterns. We also explored the grand average spatial filter
across all subjects and found contralateral brain activation
in the sensorimotor cortex on the left hemisphere that cor-
responds to the right lower limb with the exoskeleton. This
region is in agreement with the findings of previous studies [1],
[72]. These findings could prove useful for designing an EEG-
based gait system as a customized electrode placement with
higher spatial resolution in this gait-related brain region.

Although the SSRL showed superior classification perfor-
mance compared to fine-tuned SVM and RF, it also faced
the same limitation of deep neural networks when it comes
to parameter tuning. The computational cost for deep neural
network grows exponentially as the number of parameters
increases. A prevalent manner of determining deep learning
architecture and corresponding parameters is based on ex-
perience. However, deep neural network, with an adequate
representational capacity (e.g., network depth), regularization
(e.g., dropout, L1 and L2 regularization) and training, can
usually achieve a good performance as reported in many
applications. Based on our experience, the performance does
not change dramatically given that parameters are not set to
extreme values. In this study, moderate depth and dropout
allowed SSRL to exceed the classification accuracy of classical
machine learning techniques. In addtion, weight sharing mech-
anism of SSRL reduces the number of free parameters and
computational complexity. For instance, conventional neural
network with no hidden layer (i.e. fully connected network
and SVM) has 3364 parameters for tuning and the number
of parameters is increased with the increase of the number of
hidden layers. However, SSRL with three hidden layers only
has 2744 parameters.

In summary, the results demonstrated several benefits of
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Fig. 5. Topographies of spatial filters learnt in SSRL on D-WS with Dp of 35% and Di of 90%. (A) Grand average spatial filter across all subjects (27
subjects). (B) Average spatial spatials of individual subjects. (C) Spatial filters from two representative subjects (subject 3 and subject 12).

SSRL compared to classical machine learning techniques that
include (1) higher classification accuracy; (2) ability to learn
comprehensible topographic features that are associated with
brain involvement in gait control; (3) no burden of hand-
crafted feature engineering.

VI. CONCLUSION

In this work, we proposed SSRL for human gait recogni-
tion that automatically learns spatial and spectral information
contained in EEG signals. The spatial and spectral filters of
SSRL utilize the weight sharing mechanism in convolutional
neural network. More specifically, instead of learning filters
for handling positional changes of objects in images, SSRL
learns discriminative spectral features across spatial locations
from multi-channel ERD/ERS. The proposed approach outper-
formed state-of-the-art machine learning techniques, achieving

a classification accuracy of 77.8%. In addition, SSRL dis-
covered and highlighted well-known gait-related brain regions
that were responsible for the physical coordination of walking
with(out) the support of exoskeleton attached to the right lower
limb. Our results demonstrated the advantages of SSRL in
EEG-based gait recognition and multi-channel EEG represen-
tation learning.

As a future direction, the topology of SSRL can be further
improved for cross-subject gait pattern classification. More-
over, it will be a challenging task to develop a new topology
for deep neural network that can preserve the geometry
of EEG electrode placement in a 3-dimensional space. The
aforementioned progressions could enhance the diagnosis of
abnormal gait and help administer appropriate rehabilitation
process for restoring lower limb functions.
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