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To illustrate the practical application of
indirect classification and to demonstrate
the gain achieved by its utilization we app-
ly the method to glaucoma diagnosis. Clas-
sification trees (2) are used as a statistical
tool to perform the indirect classification
approach. Bootstrap-aggregation (bagging)
of multiple classification trees stabilizes the
method (3, 4). Furthermore, the direct clas-
sifiers linear discriminant analysis, classifi-
cation trees and bagged classification trees
are performed. Results of indirect versus
direct classification rules are compared
with respect to the estimated misclassifica-
tion error.

The paper is organized as follows: sec-
tion 2 describes the diagnosis of glaucoma,
i.e. the given a priori information about the
disease. An overview of the statistical clas-
sification methods is given in Section 3.
These methods are evaluated in Section 
4 and discussed in Section 5.

2. Glaucoma Diagnosis
A priori knowledge incorporated in the 
framework of indirect classification is given
by the diagnosis of glaucoma. Glaucoma is
a slowly progressive and irreversible di-
sease, which affects the retinal nerve fiber
layer, for details see (5) and (6). It is the 
second most frequent cause of blindness
worldwide and occurs generally in a popu-
lation of elderly people.

Glaucoma diagnosis is usually based on
a multitude of variables describing the 
visual field defect and the loss of retinal
nerve fibers, although a unique definition is
controversial (7). Using clinical expert
judgment and some a priori analysis, we 
define glaucoma based on loss of rim area
wlora, corrected loss variance wclv and 
contrast sensitivity wcs. Corrected loss vari-
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1. Introduction

Medical decision making is often a complex
process based on several high dimensional
measurements obtained by different ex-
aminations. Usually, a priori information
about the relationship between the disease
and the outcome of some of these examina-
tions is given. Statistical classification 
methods that mimic the process of medical
decision making should pay attention to 
the distinction between such a priori knowl-
edge and the information from measure-
ments required to predict the parameters
defining the diagnosis. A classification rule
constructed in such a way can be based on a
reduced set of examinations although it
makes use of the full information of the 
data, thereby reducing patients’ time and
costs for the diagnostic procedure.

A framework called indirect classifica-
tion has been suggested by Hand et al. (1)
to allow the incorporation of medical a 
priori knowledge into a statistical classifica-
tion method. It assumes that the outcomes
of the examinations are subdivided into
three groups of variables: those to be used
predicting the diagnosis, those to be used
defining the diagnosis and the final diagnos-
tic variable itself. The indirect classifica-
tion process is executed in two separate
steps. In the first step, prediction models for
the defining variables embedding all other
variables of potential influence are created
based on a learning sample. In the second
step, these defining variables are classified
according to a deterministically known
classifying function to yield the final medi-
cal diagnosis. The medical a priori knowl-
edge is used twofold in this approach: (i) 
it is the criterion for the subdivision of 
variables into the different groups, (ii) it 
determines the fixed classifying function
used in the second step of the procedure.
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ance and contrast sensitivity are criteria to
assess the visual field defect, whereas loss
of rim area indicates the loss of retinal 
nerve fibers. A graphical representation of
the glaucoma diagnosis is given in Fig. 1.

More formally, a function of ordinal 
variables specifies the exact definition of
glaucoma. This definition is translated into
a function g(wn). Using the classifying 
function g(wn) a patient is classified as nor-
mal if g(wn) ≤0 and as glaucomatous if 
g(wn) >0, where wn ∈ R3and 
g(wn): = wn:clvwn:lora + (l–wn:cs) (wn:lora-1) 
(1–wn:clv) with (1)
wn = (wn:lora, wn:cs, wn:clv) and

(2)

Several examination tools assess the 
visual field (perimetry) and the morphol-

ogy of the optic nerve head (ONH). An 
examination for measuring the visual field
defect is for example the flicker test (8)
which provides the variables wclv and wcs.

The ONH can be assessed by a two 
dimensional fundus photography (papillo-
metry). Loss of rim area wlora is a variable
obtained by this examination. It describes
the amount of affected nerve fibers. A 
three dimensional topographical analysis of 
the ONH can be performed using the 
Heidelberg Retina Tomograph (HRT) (9,
10). Three series of 32 confocal images (256
� 256 pixels) are acquired using a 670 nm
diode laser and a scan angle of 10°. The 
resulting topographies allow the calcula-
tion of a mean topography. All calculations
of disc parameters are processed with
HRT-Software Version 2.01 (11). A stand-
ard reference plane placed 50 mm posterior
to the mean height of the contour line is set.
The disc margin is defined in a temporal
segment between 350° and 356°. On the 
topographic images, the optic disc was out-
lined along the inner margin of the scleral
ring of Elschnig, see (Fig. 2).

The HRT examination provides further
information about the optic nerve head
morphology compared with papillometric
results.

3. Classification Methods 
and Assessment 
of the Misclassification Error
In this section we discuss direct and indirect
classification methods more formally. Di-
rect and indirect classifiers are indicated
with superscript d and ind respectively. We
give the notation of bagged direct classifi-
cation methods following (3) and introduce
bagging for indirect classifiers.

Let L = {(yi, wi, xi), i = 1, … N} denote a
learning sample of N independent observa-
tions.The observations of the learning sam-
ple consist of three classes of variables:
those to be used to predict the diagnosis
(explanatory variables), denoted by 
xi = (xi1, …, xip), ∈ Rp, those to be used defi-
ning the diagnosis (intermediate variables),
denoted by w1 = (wi1, …, wiq), ∈ Rq, and 
the final diagnosis itself (response varia-
ble), denoted by yi, where yi ∈ {1,2} has the
values “glaucoma” or “normal”.

The intermediate variables are related
to the explanatory variables by a function 
f: Rp ➔ Rq that is wi = f(xi) + �, where � is 
a random vector. Note that the functional
relationship between explanatory and in-
termediate variables is not known. In con-
trast, a deterministically known function 
g: Rq ➔ {1,2} defines the final diagnosis,
which classify an observation based on the
intermediate variables only: yi = g(wi). In 
our framework of glaucoma classification
this function is given in (1) and displayed in
Fig. 1.

When performing the indirect classifi-
cation method the relationship between 
explanatory and intermediate variables 
w = f(x) is unknown, therefore it has to be
estimated. Models are created to predict
the values of the intermediate variables 
based on the explanatory variables. In a 
second step the classification is performed
using the deterministically known classi-
fying structure g(w) between intermediate
and response variables. The indirect clas-
sification approach is displayed in Fig. 3.

We use classification trees (CTREEind)
for modeling the functional relationship
between the set of explanatory and inter-
mediate variables. For each intermediate
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Fig. 2
Illustration of the black/
white-coded image of the
topography and the reflec-
tivity of the surface.

Fig. 1
Diagnosis of glaucoma.
Based on the intermediate
variables wclv (corrected
loss variance), wlora (loss 
of rim area) and wcs (con-
trast sensitivity) a patient
is diagnosed according to
the graph.
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variable a classification tree is constructed
by a recursive evaluation of all binary splits
of every explanatory variable. We use 
the Gini-index as measure for impurity, see
(2). The tree growing is stopped if a node
contains less than 20 observations or if 
none of the evaluated splits decreases the
overall misclassification error by a factor of
at least 0.01. In the framework of direct
classifiers, described below, bootstrap ag-
gregation (bagging) or boosting leads to a
substantial reduction of misclassification
error in many applications (3, 4, 12).

Bagging for indirect classifiers is perform-
ed as follows: a random sample of size 
N is drawn with replacement from the 
learning sample L. Classification trees are
computed based on this sample. Predictions
are calculated and classified as normal or
glaucoma based on the fixed classifying
function g(w). This procedure is iterated k
times. Hence, there are k predicted classi-
fications. A patient is classified as normal 
or glaucoma if the majority of predicted
classifications based on the bootstrap sam-
ples are normal or glaucoma, respectively.
We denote the bagged indirect classifier by
bagged-CTREEind.

In contrast to indirect classification, di-
rect classification rules are trained based
on the set of explanatory and response var-
iables only. Hence, the class membership
variable y is treated as a nominal variable,
the known underlying classification struc-
ture consisting of the set of intermediate
variables is ignored. The function 
h(x) = y is estimated instead of estimating
w = f(x) and applying the known classifica-
tion rule g(w). Figure 4 displays the direct 
classification approach.

Linear discriminant analysis (LDAd),
classification trees (CTREEd) and bagged
classification trees (bagged-CTREEd) are
applied as direct classification methods.
Classification trees are constructed based
on the explanatory variables, the de-
pendent variable is the class membership
variable y. The stopping rules for the 
constructed classification trees in the direct
approach are the same as described above.
To reduce the misclassification error, classi-
fication trees are combined with bagged
classification, for more details see (3).

We use 10-fold cross-validation (10CV)
for an unbiased estimate of the misclassifi-
cation error (13) . This method works as 
follows: the given learning sample is 
randomly divided into 10 rather equally 
sized and mutually exclusive subsets. Pre-
dictive models are estimated based on 9
subsets and are used to predict the classifi-
cation of the 10th subset with direct and 
indirect classification approaches, respec-
tively. The proportion of misclassification is
estimated in each subset and averaged over
all 10 possible segmentations.

In the following analysis, this procedure
is replicated 50 times for each classification
method under consideration.

All calculations of classification trees
are performed using the package rpart (14),
in the statistical environment R (15).

4. Analysis and Results
Data from a cross-sectional study including
85 glaucomatous and 85 normal eyes from
the Erlangen Glaucoma Registry are used
(9). Only the measurements of the first 
examination of one eye of each patient are
analyzed. The variables are obtained by
HRT, papillometric and visual field exami-
nations and include anamnestic data. Nor-
mal and glaucoma subjects are frequency
matched by age and sex to adjust for possi-

ble confounders. We have 37 men and 48
women per group, the age structure is sum-
marized in Table 1.

For future examinations we assume that
only HRT and anamnestic data are availab-
le. Hence, only these sets of variables are
used as explanatory variables and denoted
by xHRT and xanamnestic respectively. There
are 64 HRT and 7 anamnestic explanatory
variables. The HRT parameters include 
several measurements of the volume and
areas of the papilla in certain parts. The
anamnestic variables are gender, age, maxi-
mally observed intra-ocular pressure, intra-
ocular pressure at the examination day, ge-
netic disposition, blood pressure and body
mass index of the patients. The intermedia-
te variables are based on the papillometric
and visual field variables wlora, wclv and wcs

described earlier. Since the exact definition
of glaucoma is formulated out of the ordi-
nal information whether cut-points are 
exceeded or not, the intermediate variables
are wn:lora, wn:clv and wn:cs as described in
Section 2. Table 1 summarizes the values 
of wlora, wclv, wcs and some anamnestic 
variables.

For the indirect approach, the classifying
function g(wn) is known and fixed, see 
Fig. 1. In order to classify a new observation
based on the set of explanatory variables, a
predictive model for the intermediate va-
riables has to be fitted. Classification trees
are constructed as predictive models for
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Fig. 4
Direct classification in the
example of glaucoma clas-
sification: Glaucoma classi-
fication rules are construct-
ed based on the explana-
tory variables 
x = (xHRT, xanamnestic).

Fig. 3 Indirect classification in the example of glaucoma classification: Models are constructed based on the explanatory
variables x = (xHRT, xanamnestic) to predict the intermediates w = (wn:lora, wn:clv,  wn:cs). Suspects are classified according to 
g(w) as glaucoma or normal.
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this purpose. Note that each intermediate
variable is predicted by a univariate pre-
dictor, i.e. each intermediate variable is 
modeled separately. The bagged indirect
classifier introduced in Section 3 is calcu-
lated using classification trees based on 
50 bootstrap samples.

For comparison we applied the direct
classifiers LDAd, CTREEd and bagged-
CTREEd to the same problem. The direct
classification methods are performed on
the data set of explanatory variables only,
i.e. HRT measurements and anamnestic 
data. Bagging is performed using 50 boot-
strap replications.

The estimated misclassification errors
are summarized in Table 2 for all classifica-
tion methods.

The direct classification results have high-
er estimated error rates than the indirect
ones. Using classification trees the direct
approach achieves an estimated classificati-
on error of 27.3%, whereas the indirect

estimated misclassification rate is 22.8%.
The best misclassification result with 19.3%
of the direct approaches is achieved by
using a bagged classification tree. In 
contrast, the smallest estimate of 17.9% is
achieved by combining indirect classifica-
tion and bagging. Comparing bagged direct
and indirect classifiers, the reduction in
estimated misclassification error from
19.3% to 17.9% demonstrates that a priori
knowledge can improve the classifier.

5. Discussion
The indirect classification approach is a 
framework that combines medical and 
statistical knowledge. A set of measure-
ments is structured and a classification rule
is constructed with respect to medical a 
priori information. The gain of this pro-
cedure is a classification rule based on a 

reduced set of necessary diagnostic tests
but incorporating the medical a priori 
information about the full set of measure-
ments.

The framework of indirect classification
has been applied here to the problem of
glaucoma classification.The set of variables
from different examination tools has been
structured into explanatory, intermediate
and response variables. The division has 
been performed considering the important
aspect of glaucoma that patients do not
usually detect its onset. However, early 
detection is of main importance, since ade-
quate therapy can slow down the progres-
sion of the disease. As it is known that 
damages in the optic nerve head precede
visual field defects of the patients (16), a
good classification rule should be based on
those measurements, which are able to 
detect early damages in the retinal nerve 
fiber layer. The HRT is an appropriate tool
to detect early damages (17, 18). Hence, the
ideal explanatory variables are HRT and
anamnestic variables. Moreover, the de-
finition of the disease is based on the optic
nerve head morphology and the visual field
defects of the patient. The three interme-
diate variables employed in the procedure
also belong to these two areas.

The application of the indirect approach
demonstrates the fruitful synergy of medi-
cal knowledge acquisition and statistical
classification methods. A similar linkage of
medical diagnosis and statistical methods
has been performed by (19) to improve
classification of vertical facial deformations
in the diagnosis of short and long face 
syndrome.

The advantages of the indirect approach
are of interest for various areas of medical
decision making. It is an overall difficulty
that a patient is investigated with several
tools. A natural first aim is to reveal the 
relationship between different examinati-
ons in order to decide whether some medi-
cal examinations can be disregarded. The
division of variables used in the indirect
classification is an approach similar to the
framework of graphical modeling (20).
Extracted a priori information from this
procedure of structuring offers the oppor-
tunity to build an indirect classification rule
based on a reduced set of examinations.
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Table 1 Descriptive statistics for diagnostic and anamnestic variables (mean +/- standard deviation).

Table 2
Estimated misclassification
rates. Mean of 50 itera-
tions of 10-fold cross-
validations for each classi-
fication method.
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However, a statistical difficulty is the
choice of an analysis technique, which is ab-
le to model the given data adequately. The
incorporation of classification trees in 
a medical context has been discussed by
(21-23) and applied in the example of use
of glaucoma diagnosis. Combining classi-
fiers with bagging reduces misclassification
errors in the direct and indirect approaches.
The linkage of indirect classification with
recent developments in the classification
task, for example boosting, may lead to 
further improvements of indirect classifiers
(cf. (24, 25)). All in all, in the demonstrated
example estimated misclassification errors
are reduced using indirect classification
compared to similar direct approaches.This
indicates the gain achieved by incorpo-
rating medical knowledge in statistical 
classification methods. Furthermore, it is
demonstrated that the indirect classifica-
tion approach offers the opportunity to
structure the data. The use of the state of
the art methodology bootstrap aggregating
(bagging) improves indirect and direct 
classification. Hence, combining the indi-
rect approach with bagging minimizes the
misclassification result.
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