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Abstract

We construct the Darboux transformation with Dihedral reduction group for the 2–dimensional

generalisation of the periodic Volterra lattice. The resulting Bäcklund transformation can be viewed

as a nonevolutionary integrable differential difference equation. We also find its generalised symmetry

and the Lax representation for this symmetry. Using formal diagonalisation of the Darboux matrix

we obtain local conservation laws of the system.

1 Introduction

The connection among integrable partial differential equations, Darboux transformations of the corre-
sponding Lax operators and partial difference equations and the corresponding Bäcklund transformations
is well established (see, for instance, [1, 2, 3, 4]). Namely, the Darboux transformations serve as Lax
representations for integrable difference equations, while the Bäcklund transformations are symmetries
of these difference equations and are integrable differential-difference equations in their own right.

The motivation of this research is to extend the reduction groups [5, 6, 7] of Lax representations of
integrable partial differential equations to integrable difference equations via Darboux transformations,
and ultimately to describe all elementary Darboux transformations corresponding to affine Lie algebras
and automorphic Lie algebras with finite reduction groups. Recently, the authors of [8, 9] have completed
a comprehensive study for the Lax operators of the nonlinear Schrödinger equation type and they derived
some new discrete equations and new maps. Here we go beyond sl2 Lax representations and take outer
automorphisms into account.

The concept of reduction groups for Lax representations of partial differential equations was first intro-
duced in [5, 6, 7]. Later, a new class of infinite dimensional quasi-graded Lie algebra called automorphic
Lie algebras based on a reduction group was studied in [10]. The reduction groups have been used to clas-
sify Lax representations and their corresponding integrable equations [11, 12]. The study of automorphic
Lie algebras has become a research topic in its own right [13, 14].

In this paper, we construct the Darboux transformation for the 2–dimensional generalisation of the
Volterra lattice [5]:

{

φ
(i)
t = θ

(i)
x + θ(i)φ

(i)
x − e2φ

(i−1)

+ e2φ
(i+1)

,

θ(i+1) − θ(i) + φ
(i+1)
x + φ

(i)
x = 0,

φ(i+n) = φ(i), θ(i+n) = θ(i),

n
∑

i=1

φ(i) =

n
∑

i=1

θ(i) = 0. (1)

This system can be viewed as a discretisation of the Kadomtsev-Petviashvili equation. Indeed, in the
limit n → ∞,

φ(i)(x, t) = h2u(ξ, η, τ), h = n−1,

τ = h3t, ξ = ih+ 4ht, η = h2x,

system (1) goes to

uτ =
2

3
uξξξ + 8uuξ − 2D−1

ξ uηη +O(h2).
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The exact solutions of system (1) have much in common with 2 + 1-dimensional integrable equations,
which have recently been investigated by Bury and Mikhailov [12, 15]. For fixed period n, it is a bi-
Hamiltonian system. When n = 3, its recursion operator and bi-Hamiltonian structure are explicitly
constructed from its Lax representation in [16].

The Lax representation of (1) is invariant under the the dihedral reduction group Dn [5, 7, 10, 11, 12]
with both inner and outer Lie algebra automorphisms. To the best of our knowledge, this is the first
example in which symmetries of a Darboux transformation are also generated by outer automorphisms.
We rigorously prove that a Bäcklund transformation for the 2–dimensional generalisation of the Volterra
lattice (1) is

(S−1)φ(k)
x = −

n

µ2
(Ω− 1)2

(

a(k−1)b(k)p(k−1) exp(φ(k−1))
)

, (2)

where S is a shift operator and Ω is an n periodic shift operator acting on the upper index, and a(k), b(k)

and p(k) are defined in terms of φ(i) and φ
(i)
1 = S(φ(i)), i, k = 1, · · · , n− 1 by

p(i) = µ exp{(
n−1
∑

k=i

−
n−1
∑

k=1

k

n
)(φ

(k)
1 − φ(k))};

a(i)
2
=

(p(i)
2
− 1)µ2(n−i)

∏i−1
l=1 p

(l)2

µ2n −
∏n−1

l=1 p(l)
2 ; b(i) =

a(i)
∏n−1

l=i p(l)
2
(p(n)

2
− 1)

nµ2(n−i)−1p(i)
.

Moreover, for the nonevolutionary integrable differential difference equation (2), we find its generalise
symmetry

φ(k)
τ = −

n

µ < b, a−1 >
(Ω− 1)

(

b(k)a
(k)
−1

)

,

where < b, a−1 >=
∑n

i=1 b
(i)a

(i)
−1 and conserved densities

ρ0 = log < b, a−1 >;

ρ1 = −
1

µ < b1, a >< b, a−1 >

n
∑

k,i=1

Γk−qb
(k)
1 a(k)b(i)a

(i)
−1, Γl = (l − 1) modn−

n− 1

2
.

The arrangement of this paper is as follows: In Section 2, we give basic definitions related to the Lax–
Darboux scheme such as Darboux transformation, Darboux map and Bäcklund transformation. Mean-
while, we also fix notations. In Section 3, we parametrise the rank 1 matrix with simple poles invariant
under the dihedral group Dn. Then in Section 4 we provide a rigorous proof for the rank 1 Darboux
transformation of the 2–dimensional generalisation of Volterra lattice (1) and give the corresponding
Bäcklund transformation, which can be viewed as an integrable nonevolutionary differential difference
equation. In Section 5, we construct a local generalised symmetry for this nonevolutionary equation
using the Darboux matrix. We also provide the Lax representation for this symmetry flow viewed as an
evolutionary integrable equation. In Section 6, we transform the Lax pair for this symmetry flow into
a formal block-diagonal form to get its conservation laws. The nonevolutionary integrable equation and
its symmetry share the same conserved densities. Finally, we give a brief conclusion on what we have
done in this paper and a short discussion about open problems. To improve the readability, we put the
technical results required in the Appendix.

2 Generalised Volterra lattice and related structures

In this section, we discuss the known Lax representation for the 2–dimensional generalisation of the
Volterra lattice (1) and its reduction group. Meanwhile we fix notations and introduce the definitions
related to the Lax–Darboux scheme such as a Darboux transformation, Darboux map and Bäcklund
transformation.
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Consider the following linear differential operators with n× n matrix coefficients [5, 7]

L(1) = Dt1 − V (1), V (1) = λu∆− λ−1∆−1u,

L(2) = Dt2 − V (2), V (2) = λ2u∆u∆+ λa∆− λ−1∆−1a− λ−2∆−1u∆−1u,
(3)

where t1 = x, t2 = t, u = diag(exp(φ(i))), a = diag(θi exp(φ
(i))) are diagonal matrices and ∆ij = δi,j−1

whose indexes are count modulo n, i.e.,

∆ =









0 1 0 . . . 0
0 0 1 . . . 0
0 0 0 . . . 1
1 0 0 . . . 0









. (4)

This convention to count indexes modulo n will be used throughout the whole paper, thus φ(i+n) = φ(i)

and θ(i+n) = θ(i). We introduce an n periodic shift operator as follows:

Ω(φ(i)) = φ(i+1) for i = 1, · · · , n− 1 and Ω(φ(n)) = φ(1).

We set
∑n

i=1 φ
(i) =

∑n

i=1 θ
(i) = 0 without losing generality. The condition of commutativity of these

operators
[L(1), L(2)] = Dt(V

(1))−Dx(V
(2)) + [V (1), V (2)] = 0 (5)

leads to the 2–dimensional generalisation of the Volterra lattice (1). This is often called a zero curvature
representation or Lax representation of equation (1). These two operators, L(1) and L(2), are convention-
ally called the Lax pair. The commutativity of operators can be seen as a compatibility condition for the
linear problems

Dx(Ψ) = V (1)(u;λ)Ψ, Dt(Ψ) = V (2)(u;λ)Ψ, (6)

i.e. the condition for the existence of a common fundamental solution Ψ (detΨ 6= 0).

The operators L(i) are invariant under the group of automorphisms generated by following two transfor-
mations:

s : L(i)(λ) 7→ QL(i)(λω)Q−1 and r : L(i)(λ) 7→ −L(i)T (λ−1), Q = diag(ωi), ω = exp
2πi

n
. (7)

Here T is the transpose of a matrix. These two transformations satisfy

sn = r2 = id, rsr = s−1

and therefore generate the dihedral group Dn [5, 7, 10, 11, 12]. Note that the transformation r is an
outer automorphism of the Lie algebra sl(n) over the Laurent polynomial ring C[λ, λ−1].

A Darboux transformation is a linear map acting on a fundamental solution

Ψ 7→ Ψ = MµΨ, det Mµ 6= 0 (8)

such that the matrix function Ψ is a fundamental solution of the linear problems

Dx(Ψ) = V (1)(u;λ)Ψ, Dt(Ψ) = V (2)(u;λ)Ψ (9)

with new “potentials” u. The matrix Mµ is often called the Darboux matrix. From the compatibility of
(8) and (9) it follows that

Dti(Mµ) = V (i)(u;λ)Mµ −MµV
(i)(u;λ), i = 1, 2. (10)

Equations (10) are differential equations which relate two solutions u and ū of (1). In the literature they
are also often called Bäcklund transformations.

A Darboux transformation maps one compatible system (6) into another one (9). It defines a Darboux
map S : u 7→ u. The map (8) is invertible (det Mµ 6= 0) and it can be iterated

· · ·Ψ
S
−→Ψ

S
−→Ψ

S
−→Ψ

S
−→ · · · .

3



It suggests notations

. . .Ψ−1 = Ψ, Ψ0 = Ψ, Ψ1 = Ψ, Ψ2 = Ψ, . . . ,

. . .u−1 = u, u0 = u, u1 = u, u2 = u, . . . .

With a vertex k of the one dimensional lattice Z we associate variables Ψk and uk; with the edges joining
vertices k and k + 1 we associate the matrix Sk(Mµ). In these notations the Darboux maps S and S−1

increase and decrease the subscript index by one, and therefore we shall call it a S–shift, or shift operator
S. In what follows we often shall omit zero in the subscript index and write u instead of u0. The map
S is an automorphism of the Lax structure (6) and a discrete symmetry of system (1) .

In these notations the resulting Bäcklund transformations from (10) are integrable differential difference
equations and (10) are their Lax-Darboux representations.

A Darboux transformation with matrix Mµ with a parameter µ results in the S shift. If we also consider
a Darboux transformation Mν with a different choice of the parameter, then the corresponding shift
(automorphism of the Lax structure (6)) we denote T . The compatibility condition similar to (10) reads

Dti(Mν) = T (V (i))Mν −MνV
(i), i = 1, 2.. (11)

These shifts act on Z
2 lattice and with the vertex (n,m) we associate variables un,m, so that S(un,m) =

un+1,m, T (un,m) = un,m+1. Commutativity of the shifts S and T leads to a system of partial-difference
equations

T (Mµ)Mν − S(Mν)Mµ = 0.

Differential difference equations (10), (11) are the symmetries of this partial-difference equation. Indeed

Dti(T (Mµ)Mν − S(Mν)Mµ) = T S(V (i))(T (Mµ)Mν − S(Mν)Mµ)− (T (Mµ)Mν − S(Mν)Mµ)V
(i) = 0.

The aim of this paper is to construct a Darboux matrix Mµ for the operators L(1) and the corresponding
integrable Bäcklund transformation chain. We also show how to construct local symmetries for this chain
and the corresponding Lax operators.

3 Parametrisation of Dn invariant matrices Mµ(λ) with simple

poles

In this section, we show that a rational in λ matrix which is invariant under the dihedral group Dn and
has simple poles at generic orbit {µωi, i = 0, 1, · · · , n − 1} can be completely parametrised by n − 1
variables.

We assume that the Darboux matrix Mµ inherits the same reduction group (7), although the action of
the automorphsm r is different since Mµ is an element of a Lie group rather than Lie algebra. The matrix
Mµ satisfies

Mµ(λ)
−1 = MT

µ (λ−1), QMµ(λω)Q
−1 = Mµ(λ) (12)

and has simple poles at µωi, k = 1, 2, · · · , n (µωi 6= 0,±1). We thus take it of the following form:

Mµ(λ) = C +

n−1
∑

i=0

QiAQ−i

λωi − µ
, (13)

where C and A are n× n matrices. We now study the constraints on the Darboux matrix Mµ following
from the condition (12).

It follows from the second identity in (12) that matrix C satisfies QCQ−1 = C and thus C is diagonal.
We write C = diag(p(i)).

4



Proposition 1. Let In denote the identity n × n matrix. The matrix Mµ(λ) given by (13) is invariant
under group Dn if and only if the matrix A and diagonal matrix C satisfy the relations:

C2 −
1

µ

n−1
∑

i=0

Q−iATCQi = In; CA+ µ

n−1
∑

j=0

Q−jATQjA

ωj − µ2
= 0. (14)

Proof. To prove the statement, we need to check the identities in (12). It is obvious that the given Mµ(λ)
satisfies QMµ(λω)Q

−1 = Mµ(λ). We now compute

MT
µ (λ−1)Mµ(λ) =



C +

n−1
∑

j=0

Q−jATQj

ωjλ−1 − µ





(

C +

n−1
∑

i=0

QiAQ−i

λωi − µ

)

which is the identity matrix according to (12). Taking the limit λ → ∞ we obtain the first equation
in (14). Requesting the vanishing of the residue at λ = ν we obtain the second equation in (14). The
residues at all other points of the reduction group orbit will vanish due to the manifest invariants of the
expression with respect to the reduction group.

Using the first two lemmas in the Appendix, it follows from this proposition that the Darboux matrix
Mµ(λ) is trivial if the matrix A is non-singular (detA 6= 0).

Corollary 1. If detA 6= 0, then C2 = µ2nIn and Mµ(λ) =
λn−µ−n

λn−µn C.

Proof. If detA 6= 0, it follows from the second identity in (14) that

C + µ

n−1
∑

j=0

Q−jATQj

ωj − µ2
= 0.

It follows from Lemma 2 (in Appendix) that matrix A is diagonal since C is diagonal, and thus

C = −µ

n−1
∑

j=0

Q−jATQj

ωj − µ2
= −µ

n−1
∑

j=0

1

ωj − µ2
A =

nµ2n−1

µ2n − 1
A,

where we used Lemma 2 in Appendix for the last equality. Substituting this into the first identity in
(14), we have

C2 −
n

µ
AC =

1

µ2n
C2 = In, that is, C2 = µ2nIn.

Moreover, we have

Mµ(λ) = C +A

n−1
∑

i=0

1

λωi − µ
= C

(

1−
µ2n − 1

λnµ2n−1

n−1
∑

i=0

1

µλ−1 − ωi

)

= C

(

1−
(µ2n − 1)(µλ−1)n−1

λµ2n−1((µλ−1)n − 1)

)

.

Simplifying the above expression, we obtain the formula for Mµ(λ) in the statement.

We define the rank of the Darboux transformation as the rank of matrix A. In this paper we restrict
ourself with Darboux matrices Mµ of rank 1. We represent the matrix A by a bi-vector A = a >< b,
where a >= (a(1), . . . , a(n))T and < b = (b(1), . . . , b(n)) are column and row vectors respectively and thus
Ai,j = a(i)b(j).

Theorem 1. For a rank 1 matrix A = a >< b, and a diagonal matrix C = diag(p(i)), the matrix Mµ(λ)
given by (13) is invariant under group Dn if

a(i)
2
=

(p(i)
2
− 1)

∏i−1
l=1 p

(l)2

µ2i(1− p(n)
−2

)
; (15)

b(i) =
a(i)

∏n−1
l=i p(l)

2
(p(n)

2
− 1)

nµ2(n−i)−1p(i)
, (16)

where i = 1, 2, · · · , n and
∏n

l=1 p
(l)2 = µ2n.
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Proof. To prove this statement we need to check the conditions (14) in Proposition 1 for the given matrix

A. It follows from Lemma 1 that matrix
∑n−1

i=0 Q−iATCQi is diagonal. The diagonal entries of the first
identity of (14) are

p(i)
2
−

n

µ
a(i)b(i)p(i) = 1, i = 1, 2, · · · , n. (17)

The matrix entries of the second identity of (14) can be represented as

0 = p(k)a(k)b(l) + µ

n−1
∑

j=0

n
∑

r=1

ωj(r−k)b(k)a(r)
2
b(l)

ωj − µ2
, k, l = 1, 2, · · · , n.

Notice that all terms have a factor b(l). For a nonzero vector b, it is equivalent to

0 = p(k)a(k) + µ

n−1
∑

j=0

n
∑

r=1

ωj(r−k)b(k)a(r)
2

ωj − µ2
, k = 1, 2, · · · , n. (18)

Notice that there are only n independent relations, from which we can determine all b(k) as follows:

b(k) =
p(k)a(k)

µ
∑n

r=1 γr−k(µ2)a(r)
2 , γr−k(µ

2) =

n−1
∑

j=0

ωj(r−k)

µ2 − ωj
=

nµ2{(r−k−1) modn}

µ2n − 1
,

which is the direct result from Lemma 2 in Appendix. This leads to

b(k) =
(µ2n − 1)a(k)p(k)

nµ
∑n

r=1 a
(r)2µ2{(r−k−1) modn}

. (19)

These formulas for b(k) have appeared in [12], where the author used them when computing soliton
solutions for the Volterra system.

Combining (17) and (19), we obtain the following system of linear homogeneous equations for a(i)
2
:

µ2(p(i)
2
− 1)

n
∑

k=1,k 6=i

a(k)
2
µ2{(k−i−1) modn} + (p(i)

2
− µ2n)a(i)

2
= 0.

This system has a nontrivial solution if
n
∏

l=1

p(l)
2
= µ2n. (20)

Setting a(n)
2
= 1 we obtain a unique solution of this linear system

a(j)
2
=

(p(j)
2
− 1)µ2(n−j)

∏j−1
l=1 p(l)

2

µ2n −
∏n−1

l=1 p(l)
2 , j = 1, 2, · · · , n− 1 ,

which can be brought to the form (15) in the statement using (20). Here we use the convention that
∏0

l=1 p
(l)2 = 1.

Substituting (15) into (17), we get

b(i) =
µ(p(i)

2
− 1)

na(i)p(i)
=

a(i)(µ2n −
∏n−1

l=1 p(l)
2
)

nµ2(n−i)−1p(i)
∏i−1

l=1 p
(l)2

=
a(i)

∏n−1
l=i p(l)

2
(p(n)

2
− 1)

nµ2(n−i)−1p(i)
,

where we used µ2n =
∏n

l=1 p
(l)2, and we complete the proof.

Following from this theorem, the matrix Mµ(λ) is completely parametrised by p(i), i = 1, 2, · · · , n− 1.

6



4 Darboux transformation for the generalised Volterra lattice

We construct the rank 1 Darboux matrix Mµ, invariant under the Dn reduction group, for the Lax
operator L(1).

From the compatibility condition (10), we know Mµ satisfy

DxMµ = S(V (1)) Mµ −Mµ V (1) (21)

First we write out the right hand of the above identity. It equals to

(λu1∆− λ−1∆−1u1)(C +

n−1
∑

i=0

QiAQ−i

λωi − µ
)− (C +

n−1
∑

i=0

QiAQ−i

λωi − µ
)(λu∆− λ−1∆−1u)

= λ(u1∆C − Cu∆) + λ−1(C∆−1u−∆−1u1C)

+

n−1
∑

i=0

(
1

ωi
+

µ

ωi(λωi − µ)
)(u1∆QiAQ−i −QiAQ−iu∆)

+

n−1
∑

i=0

(
1

µλ
−

ωi

µ(λωi − µ)
)(∆−1u1Q

iAQ−i −QiAQ−i∆−1u).

Notice that 1
ωiQ

−i∆Qi = ∆. Then we compare the residues at different poles λ = +∞, 0, µ and constant
terms on both sides of (21). The zero curvature condition (21) is equivalent to the following four identities:

u1∆C − Cu∆ = 0; (22)

C∆−1u−∆−1u1C +

n−1
∑

i=0

µ−1(∆−1u1Q
iAQ−i −QiAQ−i∆−1u) = 0; (23)

Ax = µ(u1∆A−Au∆)−
1

µ
(∆−1u1A−A∆−1u); (24)

Cx =

n−1
∑

i=0

1

ωi
(u1∆QiAQ−i −QiAQ−iu∆). (25)

It follows from (22) that

p(i+1) = p(i) exp(φ(i) − φ
(i)
1 ) = p(1) exp(

i
∑

k=1

(φ(k) − φ
(k)
1 )). (26)

Substituting (26) into the identity
∏n

i=1 p
(i)2 = µ2n from Theorem 1, we have

p(1)
2n

n
∏

i=2

exp(2

i−1
∑

k=1

(φ(k) − φ
(k)
1 )) = p(1)

2n
exp(2

n−1
∑

k=1

(n− k)(φ(k) − φ
(k)
1 )) = µ2n,

which leads to

p(1) = µ exp(

n−1
∑

k=1

(1−
k

n
)(φ

(k)
1 − φ(k))).

Using the relation (26), we obtain

p(i) = µ exp{(

n−1
∑

k=i

−

n−1
∑

k=1

k

n
)(φ

(k)
1 − φ(k))}. (27)

It follows from Lemma 1 in Appendix that

n−1
∑

i=0

1

ωi
QiAQ−i = n

n
∑

j=1

a(j)b(j−1)ej,j−1.
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From (25) we get

p(k)x = n
(

a(k+1)b(k) exp(φ
(k)
1 )− a(k)b(k−1) exp(φ(k−1))

)

, k = 1, 2, · · · , n− 1, (28)

where the upper indexes are again counted modulo n.

So far, we only deal with two of four equivalent identities of the zero curvature condition (21). We
used (22) and (25) to obtain (27) and (28), respectively. To claim that we have obtain a Darboux
transformation and further the Bäcklund transformation, we need to show that the other two identities
are satisfied due to the reduction group invariance of the matrix Mµ.

Indeed, it can be easily checked that the identity (23) holds from (22) as follows:

We know that
∑n−1

i=0 QiAQ−i = n diag A following from Lemma 1 in Appendix. So the non-zero entries
of the left side of (23) are

p(i+1) exp(φ(i))− p(i) exp(φ
(i)
1 ) +

n

µ
a(i)b(i) exp(φ

(i)
1 )−

n

µ
a(i+1)b(i+1) exp(φ(i))

=
1

p(i+1)
exp(φ(i))−

1

p(i)
exp(φ

(i)
1 ) = 0,

where we used formulas (17) and (26).

Using (28), (15) and (16), we are able to check identity (24) is valid as shown in Proposition 3 in Appendix.
Thus we have the following result:

Theorem 2. The Bäcklund transformation for system (1) is

(S−1)φ(k)
x = −

n

µ2
(Ω− 1)2

(

a(k−1)b(k)p(k−1) exp(φ(k−1))
)

, (29)

where p(i), a(i) and b(i) can be expressed via (27), (15) and (16) in terms of φ(k), and Ω is the n periodic
shift operator.

Proof. We have shown that the zero curvature condition (21) are equivalent to (27) and (28). It leads
from (26) that the dependent variables φ(k), k = 1, 2, · · · , n− 1 are determined by p(i) as follows:

(S−1)φ(k) = ln p(k) − ln p(k+1) = −(Ω− 1) ln p(k). (30)

Differentiating both sides of (30) with respect to x and using (28), we get

(S−1)φ(k)
x = −n(Ω− 1)

(

a(k+1)b(k) exp(φ
(k)
1 )

p(k)
−

a(k)b(k−1) exp(φ(k−1))

p(k)

)

= −n(Ω− 1)

(

a(k+1)b(k) exp(φ(k))

p(k+1)
−

a(k)b(k−1) exp(φ(k−1))

p(k)

)

= −n(Ω− 1)2
(

a(k)b(k−1) exp(φ(k−1))

p(k)

)

.

It follows from (16) that µ2a(k)b(k−1) = a(k−1)b(k)p(k)p(k−1). Substituting it into the above formula, we
get the Bäcklund transformation as stated.

The matrix Mµ satisfies the relation in Theorem 1, together with the relations (27) and (28) it is the
Darboux transformation for the operator L(1) given by (3).

It can be verified that the right-hand side of (29) is not in the image of S − 1 of any function of a

finite number of variables φ
(m)
l , m = 1, . . . , n. Thus the differential-difference equation for φ(i) is not

evolutionary. However, equation (29) possesses a proper zero curvature representation and is integrable in
this sense. A direct search for its symmetries is a rather hard task for arbitrary n. In the next section, we
show that there exists another Lax operator with matrix part Uµ such that the zero curvature condition
betweenMµ and Uµ defined by (34) naturally leads to the symmetry flow for the nonevolutionary equation
(29).
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5 An evolutionary flow of the Bäcklund transformation

The Bäcklund transformation (29) given in the previous section can be viewed as an integrable differential
difference equation. For arbitrary n, it is not easy to directly compute the generalised symmetries for
this nonevolutionary system according to the following definition. In this section, we compute one of its
higher symmetries using the Darboux matrix Mµ. Meanwhile, we also provide its Lax representation.

We first give the general definition of symmetry. More details on it can be found in [17].

Definition 1. Given a k-component system Q([u]) = 0, we say an evolutionary vector P([u]) is its
symmetry if and only if the system is invariant along the flow uτ = P, that is, Dτ (Q) = 0.

In what follows, we construct a symmetry using the Darboux matrix Mµ and check the resulting flow is
indeed a symmetry of (29) according to the above definition.

Notice that (21) is equivalent to

M−1
µ Dx(Mµ) = M−1

µ S(V (1)) Mµ − V (1). (31)

Its left hand side has simple poles at points of the generic orbit, that is, ωiµ, ωiµ−1 (i = 0, 1, · · · , n− 1),
and matrix V (1) has simple poles at points of a degenerated orbit λ = 0,∞. We replace matrix V (1) by
a matrix Uµ and require that Uµ has poles consistent to the left hand side of (31).

In other words, we have

SΨ = Ψ = MµΨ and DτΨ = UµΨ. (32)

It follows from (32) that matrix Uµ inherits the same reduction group (7), that is, it satisfies

Uµ(λ) = −UT
µ (λ−1), QUµ(λω)Q

−1 = Uµ(λ). (33)

Thus it is of the following form:

Uµ(λ) =

n−1
∑

i=0

(

QiBQ−i

λωi − µ
−

Q−iBTQi

ωiλ−1 − µ

)

, (34)

where B is an n×n matrix. Unlike what we have seen for the Darboux matrix Mµ, such Uµ(λ) satisfying
(33) is automatically invariant under the Dn group.

We now derive the differential-difference equation for p(i), i = 1, 2, · · · , n − 1 using the zero curvature
condition

DτMµ = S(Uµ) Mµ −Mµ Uµ, (35)

or it can be written explicitly in the form

Cτ +

n−1
∑

i=0

QiAτQ
−i

λωi − µ
−

n−1
∑

i=0

(

QiB1Q
−i

λωi − µ
−

Q−iBT
1 Q

i

ωiλ−1 − µ

)

(

C +

n−1
∑

i=0

QiAQ−i

λωi − µ

)

+

(

C +

n−1
∑

i=0

QiAQ−i

λωi − µ

)

n−1
∑

i=0

(

QiBQ−i

λωi − µ
−

Q−iBTQi

ωiλ−1 − µ

)

= 0.

The vanishing conditions for the second order pole at λ = µ, the value at λ = ∞, and the residues at
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λ = µ−1 and λ = µ have the form:

B1A−AB = 0; (36)

Cτ =

n−1
∑

i=0

Q−i(BT
1 C − CBT )Qi

µ
; (37)

BT
1 C − CBT

µ
=

n−1
∑

i=0

QiAQ−iBT −BT
1 Q

iAQ−i

ωi − µ2
; (38)

Aτ = B1C − CB −

n−1
∑

j=1

(B1Q
jA−AQjB)Q−j +Qj(B1Q

−jA−AQ−jB)

µ(1− ωj)

+

n−1
∑

j=0

(AQ−jBTQj −Q−jBT
1 Q

jA)µ

ωj − µ2
. (39)

Due to the reduction group symmetry all singularities vanishes and thus the above conditions are equiv-
alent to (35). It is easy to check that

B =
a−1 >< b

< b, a−1 >
(40)

is a solution of (36) when A = a >< b. It follows from (37) and Lemma 1 (see Appendix) that

p(i)τ =
n

µ

(

b
(i)
1 a(i)p(i)

< b1, a >
−

b(i)a
(i)
−1p

(i)

< b, a−1 >

)

=
n

µ
p(i)(S − 1)

b(i)a
(i)
−1

< b, a−1 >
, (41)

where a and b satisfy (15) and (16).

The consistent condition (38) can be obtained from (40). To see this, we are going to show that

BT
1 C

µ
=

n−1
∑

i=0

BT
1 Q

iAQ−i

µ2 − ωi
and

CBT

µ
=

n−1
∑

i=0

QiAQ−iBT

µ2 − ωi
.

Indeed, we write out the entries for the matrices by substituting (40) and A = a >< b into them. They
both are equivalent to the identity (18). Finally, according to Proposition 4 in Appendix, the identity
(39) follows from (41). Thus we obtain the following result:

Theorem 3. Let A = a >< b and B be defined by (40). The evolutionary differential-difference equation
(41) possesses a Lax representation (35) with

Mµ = C +

n−1
∑

i=0

QiAQ−i

λωi − µ
, Uµ =

QiBQ−i

λωi − µ
−

Q−iBTQi

ωiλ−1 − µ
,

where C = diag(p(i)), Q = diag(ωi), ω = exp 2πi
n
, and a and b satisfy (15) and (16) respectively.

Using (30), we obtain the evolutionary differential-difference equations for φ(k) from (41), that is,

φ(i)
τ = −(Ω− 1)

(

p
(i)
τ

p(i)

)

= −
n

µ
(Ω− 1)

(

b(i)a
(i)
−1

< b, a−1 >

)

(42)

Notice that both equations (29) and (42) are obtained from the same Darboux matrix Mµ. This implies
that both of them share the same generalised symmetries and conserved densities derived from the zero
curvature conditions [18, 19, 20]. Equation (42) is evolutionary, which can be viewed as a symmetry of
the nonevolutionary equation (29). We are going to show it by direct calculation in the following theorem.

Theorem 4. Equation (42) is a symmetry of the nonevolutionary equation (29).
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Proof. To prove this statement we need to show that equation (29) is invariant along the flow (42), that
is, to check

(S−1)Dxφ
(i)
τ = −

n

µ2
(Ω− 1)2

∂

∂τ

(

a(i−1)b(i)p(i−1) exp(φ(i−1))
)

.

Therefore, we only need to show

µ(S−1)Dx

(

b(i)a
(i)
−1

< b, a−1 >

)

= (Ω− 1)
∂

∂τ

(

a(i−1)b(i)p(i−1) exp(φ(i−1))
)

. (43)

Using the expressions for a
(i)
x and b

(j)
x in the proof of Proposition 3 in Appendix, we get

b(i)x a
(i)
−1 + b(i)a

(i)
−1,x = (Ω− 1)

(

(
a
(i−1)
−1 b(i)

µ
+ µa

(i)
−1b

(i−1)) exp(φ(i−1))

)

+µa
(i)
−1b

(i)(S − 1)





a
(1)
−1p

(n)
−1 exp(φ

(n)
−1 )

p
(1)
−1a

(n)
−1

−
b
(n−1)
−1 exp(φ

(n−1)
−1 )

p
(n)
−1

2
b
(n)
−1



 . (44)

This leads to

∂

∂x

b(i)a
(i)
−1

< b, a−1 >
=

b
(i)
x a

(i)
−1 + b(i)a

(i)
−1,x

< b, a−1 >
−

b(i)a
(i)
−1(< b, a−1,x > + < bx, a−1 >)

< b, a−1 >2

=
1

< b, a−1 >
(Ω− 1)

(

(
a
(i−1)
−1 b(i)

µ
+ µa

(i)
−1b

(i−1)) exp(φ(i−1))

)

.

To prove the identity (43), we now only need to show that

(S−1)
1

< b, a−1 >
(a

(i−1)
−1 b(i) + µ2a

(i)
−1b

(i−1)) exp(φ(i−1)) =
∂

∂τ

(

a(i−1)b(i)p(i−1) exp(φ(i−1))
)

,

which is the identity (70) proved in Appendix.

6 Formal diagonalisation of the Lax-Darboux scheme and Con-

servation laws

In this section, we study the conservation laws for integrable equation (29). Given the Lax representation
of an equation, its conservation laws, both conserved densities and conserved fluxes, can be computed
by preforming formal diagonalisation of its Lax pair [18]. This idea has been adapted to differential
difference and partial difference equations. See, for example, [19, 20]. Instead of directly working on the
Lax pair of (29), we work on the Lax pair of its symmetry. Then we prove that the obtained conserved
densities are the conserved densities of (29).

Consider the gauge transformation Ψ = W (λ)Ψ̃. It follows from (32) that the Lax operators transform
into

Mµ(λ) 7→ Mµ(λ) = S(W−1(λ))Mµ(λ)W (λ);

Uµ(λ) 7→ Uµ(λ) = W−1(λ)Uµ(λ)W (λ)−W−1(λ)Dτ (W (λ)).

In this section we shall show that both operator Uµ(λ) and the Darboux matrixMµ(λ) defined in Theorem
3 can be simultaneously brought to a formal block-diagonal form by a suitable transformation W (λ). In
other words, we show that there exists W (λ) such that

Uµ(λ) =
π

λ− µ
+ U0 + (λ− µ)U1 + (λ− µ)2U2 + · · · ;

Mµ(λ) =
< b, a−1 > π

λ− µ
+M0 + (λ− µ)M1 + (λ− µ)2M2 + · · · ,
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where π is a matrix (a projector) with 1 at the (1, 1) position and 0 elsewhere, and also adπUk =
adπMk = 0, k = 0, 1, 2, . . ., i.e. the coefficient n× n matrices Uk and Mk have a block-diagonal form











∗ 0 · · · 0
0 ∗ · · · ∗
...

...
...

0 ∗ · · · ∗











.

We shall also show that the entries of Mk and Uk are local, which means that they can be expressed in
terms of variables φ(i) and their S-shifts.

Obviously, it follows from (35) that the transformed operators also satisfy the zero curvature condition

DτMµ(λ) = S(Uµ(λ))Mµ(λ)−Mµ(λ)Uµ(λ). (45)

The projection to the element (1, 1) leads to

Dτm(z) = m(z)(S − 1)u(z).

Here we introduced a new parameter z = λ− µ and denoted

m(z) = (Mµ(z + µ))1,1 and u(z) = (Uµ(z + µ))1,1.

Thus logm(z) and u(z) are generating functions of local conservation laws and corresponding fluxes

Dτρk = (S − 1)σk, logm(z) = − log(z) +

∞
∑

k=0

zkρk, u(z) = z−1 +

∞
∑

k=0

zkσk. (46)

We represent the transformation W (z + µ) in the form

W = W∗W, W = I + zW1 + z2W2 + z3W3 + · · · ,

where W∗ is a z-independent invertible matrix and W is a formal series in z with “off block-diagonal”
coefficients Wk (in the image of adπ). The entries of W∗ and Wk are local. The gauge transformation
W∗ brings simultaneously the residues

res λ=µUµ(λ) =
a−1 >< b

< b, a−1 >
, res λ=µMµ(λ) = a >< b (47)

to the diagonal form

W−1
∗

a−1 >< b

< b, a−1 >
W∗ = π, S(W−1

∗ )a >< bW =< b, a−1 > π,

while the formal series W takes care of the regular in z parts.

To construct the gauge transformation W∗ we note that vector < b is non-zero and therefore for some
k it has a non-zero component b(k) 6= 0. Let αk > denotes a vector-column with 1 at the k-th position
and zeros elsewhere and < αk is the transpose of αk >, i.e., < αk = (αk >)

T
. Then matrix W∗ can be

written in the form
W∗ =

(

b(k)I − αk >< b+ a−1 >< αk

)

∆1−k

where ∆ is a matrix defined in (4). One can check that detW∗ = (b(k))n−2 < b , a−1 > 6= 0

The gauge transformation W∗ brings the singular parts of Uµ(z + µ) and Mµ(z + µ) to a diagonal form

Û(z) = W−1
∗ Uµ(z + µ)W∗ −W−1

∗ Dτ (W∗) = z−1π + Û0 + zÛ1 + z2Û2 + · · ·

M̂(z) = S(W−1
∗ )Mµ(z + µ)W∗ = z−1 < p−1q > π + M̂0 + zM̂1 + z2M̂2 + · · · .
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The coefficients of the regular part can be easily found, but they are not yet in the block-diagonal form.
For example, we obtain

Û0 =
1

< b , a−1 >
W−1

∗

(

n−1
∑

i=1

Qia−1 >< bQ−i

µ(ωi − 1)
−

n
∑

i=1

µQ−ib >< a−1Q
i

ωi − µ2

)

W∗ −W−1
∗ Dτ (W∗),

M̂0 = S(W−1
∗ )

(

C +

n−1
∑

i=1

Qia >< bQ−i

µ(ωi − 1)

)

W∗ .

In particular, we have

(Û0)1,1 =−
< b, a−1.τ >

< b, a−1 >
−

1

µ < b, a−1 >2

n
∑

k,q=1

(

Γk−qb
(k)a

(k)
−1b

(q)a
(q)
−1 − µ2γq−k(µ

2)(b(k)a
(q)
−1)

2
)

,(48)

(M̂0)1,1 =
< b1, Ca−1 >

< b1 , a >
−

1

µ < b1 , a >

n
∑

k,q=1

Γk−qb
(k)
1 a(k)b(q)a

(q)
−1, (49)

where the functions Γk, γk(x) were introduced in Lemma 2 in Appendix.

Now we can construct a formal series W which transforms simultaneously Û(z) and M̂(z) into a block-
diagonal form. Actually, it follows from equation (45) that if we formally (block) diagonalise the Darboux
matrix, then the corresponding Lax operator must also be block-diagonal and vice-versa.

Proposition 2. There exists a unique formal series W = I + zW1 + z2W2 + z3W3 + · · · with Wk ∈
adπMatn×n(F) such that all coefficients Mk of

M(z) = S(W−1)M̂(z)W = z−1 < b, a−1 > π +M0 + zM1 + z2M2 + · · · (50)

are block-diagonal.

Proof. All matrices in the equation (50) we split into four blocks associated with the projectorπ:

M(z) =

(

m < 0
0 > N

)

, M̂(z) =

(

m̂ < f

g > N̂

)

, W =

(

1 < q

r > In−1

)

,

where 0 >, g >, r > and < 0, < f,< q are n − 1 dimensional column and row vectors respectively,
N, N̂, In−1 are square (n− 1)× (n− 1) matrices.

We rewrite equation (50) in the form

M̂(z)W = S(W)M(z) (51)

and split it into four blocks as above. It leads to one scalar, two vector and one matrix equations

m̂+ < f , r >= m, (52)

N̂ r > +g >= S(r >)m, (53)

m̂ < q+ < f = S(< q)N, (54)

g >< f + N̂ = N. (55)

Using (52) and (55) we eliminate m and N from ((53) and (54)

N̂ r > +g >= S(r >)m̂+ S(r >) < f , r > (56)

m̂ < q+ < f = S(< q)g >< f + S(< q)N̂ (57)

Substitution of the formal expansions

m̂ = z−1 < b, a−1 > +m̂0 + zm̂1 + z2m̂2 + z3m̂3 · · · ,

N̂ = N̂0 + zN̂1 + z2N̂2 + z3N̂3 · · · ,

r >= zr1 > +z2r2 > +z3r3 > · · · ,

< q = z < q1 + z2 < q2 + z3 < q3 · · ·
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leads to recurrence relations for determining elements rk > and < qk. From (56) it follows that

rk+1 >=
1

< b−1 , a−2 >
S−1



gk > +

k−1
∑

i=0

(N̂irk−i > −S(rk−i > m̂i)−

i+j≤k
∑

i,j=1

S(ri >) < fk−i−j , rj >



 .

(58)
Then the coefficients mk in the expansion

m = z−1 < b, a−1 > +m0 + zm1 + z2m2 + z3m3 · · ·

are determined by (52)

mk = m̂k +

k
∑

i=1

< fk−i , ri > . (59)

Coefficients Nk in the expansion N = N0+ zN1+ z2N2+ · · · and < qk can be uniquely found from (54),
(55) in a similar way.

It follows from (59) and (49) that

m = z−1 < b, a−1 > −
1

µ < b1 , a >

n
∑

k,q=1

Γk−qb
(k)
1 a(k)b(q)a

(q)
−1 +O(z)

and thus the conserved densities densities (46) for equation (41) are of the form

ρ0 = log < b, a−1 >, (60)

ρ1 = −
1

µ < b1, a >< b, a−1 >

n
∑

k,q=1

Γk−qb
(k)
1 a(k)b(q)a

(q)
−1. (61)

We have formally diagonalised the Darboux matrix Mµ in Proposition 2. It follows from (21) that the
corresponding Lax operator V (1) must also be block-diagonal. Therefore, we have the following result:

Corollary 2. The above expressions (60) and (61) are conserved densities for the integrable nonevolu-
tionary equation (29) given in Theorem 2, where a and b are defined in Theorem 1.

In fact, we can directly check Dxρk ∈ Im(S − 1) for k = 0, 1 for equation (29). Here we only present it
for k = 0. Using (44) we have

Dxρ0 =
1

< b, a−1 >

n
∑

i=1

(

b(i)x a
(i)
−1 + b(i)a

(i)
−1,x

)

= µ(S − 1)





a
(1)
−1p

(n)
−1 exp(φ

(n)
−1 )

p
(1)
−1a

(n)
−1

−
b
(n−1)
−1 exp(φ

(n−1)
−1 )

p
(n)
−1

2
b
(n)
−1



 .

7 Discussion

In this paper, we construct a Darboux transformation with Dihedral reduction group for the 2-dimensional
generalisation of the Volterra lattice (1) with period n. The reduction group enables us to parametrise
the Darboux matrix by n − 1 dependent variables. The Dihedral reduction group is generated by both
inner automorphisms and outer automorphisms. To the best of our knowledge, this is the first example
to deal with arbitrary n and the outer automorphisms.

The Bäcklund transformation resulting from the Darboux transformation can be viewed as a nonevolu-
tionary multi-component integrable differential difference equation. Assuming the Lax operator having
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the same simple poles as the logarithmic derivative of Darboux matrix, we obtain its local higher sym-
metry. In the similar way, local symmetries can be found for the ABS equations [21, 22].

In this paper, we only investigated the conservation laws of this nonevolutionary multi-component inte-
grable differential difference equation. To obtain them we transform the Darboux matrix and the Lax
operator into block-diagonal form. The corresponding recursion operator and bi-Hamiltonian structure
are not studied yet. Knowing the Lax representation, in principle, we are able to construct the recur-
sion operator for a fixed period n as it was done for equation (1) in [16] applying the method given
in [23]. It would be interesting to see whether that can be done for arbitrary n as in the case for the
Narita-Itoh-Bogoyavlensky lattice [24].

Following from the Bianchi commutativity, we can construct a new integrable discrete equation with
Dihedral reduction group using the Darboux matrix, which we have not included in this paper since we
could not write it down in a neat way. The integrable nonevolutionary system and the symmetry flow
are its nonlocal and local symmetry, respectively. It would be interesting to find continuous limits of the
systems obtained.

Appendix: Technical results used in the proofs

We first give two simple lemmas, which will be used to simplify expression throughout the paper. We
then give the detailed computation to check the consistency required for the zero curvature conditions.

Lemma 1. Let P be an n× n matrix, Q = diag(ω, ω2, . . . , ωn−1, 1), and ω = exp 2πi
n
. Then

1

n

n
∑

m=1

ωkmQmPQ−m =

n
∑

i=1

Pi,i+kei,i+k, (62)

where all indexes are counted modulo n, matrix ei,j has a unit entry at the position (i, j) and zero
elsewhere. In the case k = 0 it is a projection to the diagonal part of the matrix P , i.e.,

1

n

n
∑

m=1

QmPQ−m = diagP.

Proof. Let us compute the (i, j) entry of
∑n

m=1 ω
kmQmPQ−m, which equals to

n
∑

m=1

ωkm+im−jmPi,j =

{

0 k + i− j 6≡ 0 modn
nPi,j k + i− j ≡ 0 modn

.

This is exactly the right hand of the identity in the statement.

Lemma 2. Let ω = exp 2πi
n
. Then

γl(x) =
n−1
∑

j=0

ωlj

x− ωj
=

nx(l−1) modn

xn − 1
and Γl =

n−1
∑

j=1

ωlj

1− ωj
= (l − 1) modn−

n− 1

2
.

Proof. We first prove the identity for γ0(x). Since ω is a primitive nth root of unity, we have

xn − 1 =

n−1
∏

j=0

(x− ωj) (63)

We now take logarithm of both sides of (63) and get ln(xn− 1) =
∑n−1

j=0 ln(x−ωj). We then differentiate
it with respect to x. This leads to the value for l = 0, that is,

γ0(x) =
n−1
∑

j=0

1

x− ωj
=

nxn−1

xn − 1
=

nx(−1) modn

xn − 1
.
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Notice that (ωlj − xl) = (ωj − x)
∑l−1

r=0 ω
rjxl−1−r for 0 < l < n− 1. Thus we have

γl(x) =

n−1
∑

j=0

ωlj

x− ωj
=

n−1
∑

j=0

xl

x− ωj
+

n−1
∑

j=0

ωlj − xl

x− ωj

= xlγ0(x)−

n−1
∑

j=0

l−1
∑

r=0

ωrjxl−1−r =
nxn+l−1

xn − 1
− nxl−1 =

nxl−1

xn − 1
=

nx(l−1) modn

xn − 1
.

We know that ωr = ωl if l − r ≡ 0 modn. Thus γl(x) = γr(x) if r ≡ l modn.

We now prove the second part of the statement based on the formula for γl(x). We have

Γl =

n−1
∑

j=1

ωlj

1− ωj
= lim

x→1

n−1
∑

j=1

ωlj

x− ωj
= lim

x→1

(

nx(l−1) modn

xn − 1
−

1

x− 1

)

= lim
x→1

nx(l−1) modn −
∑n−1

l=0 xl

xn − 1
= (l − 1) modn−

n− 1

2

and hence we complete the proof.

In Theorem 1, we give the relation between the entries of matrix A and those of matrix C. In the following
lemma we give the formulas on their derivatives.

Lemma 3. Consider p(j), j = 1, 2, ·, n, are the smooth function of variable τ . Then

a(i)τ = a(i)

(

p(i)p
(i)
τ

p(i)
2
− 1

+

i−1
∑

r=1

p
(r)
τ

p(r)
−

p
(n)
τ

p(n)(p(n)
2
− 1)

)

; (64)

b(i)τ = b(i)

(

a
(i)
τ

a(i)
+

n−1
∑

r=i

2p
(r)
τ

p(r)
−

p
(i)
τ

p(i)
+

2p(n)p
(n)
τ

p(n)
2
− 1

)

. (65)

Proof. Taking the logarithmic derivatives in τ of (15) and (16) we obtain (64) and (65) respectively.

Proposition 3. For the matrix Mµ satisfying Theorem 1, identity (24) holds given formula (28).

Proof. To compute the left-hand side of (24), we first compute ax and bx. Using the above lemma,
Theorem 1 and (28), we have

a(i)x = a(i)

(

p(i)p
(i)
x

p(i)
2
− 1

+

i−1
∑

r=1

p
(r)
x

p(r)
−

p
(n)
x

p(n)(p(n)
2
− 1)

)

= na(i)
p(i)

(

a(i+1)b(i) exp(φ
(i)
1 )− a(i)b(i−1) exp(φ(i−1))

)

p(i)
2
− 1

(p(i)
2
− 1 =

n

µ
a(i)b(i)p(i))

+na(i)
i−1
∑

r=1

a(r+1)b(r) exp(φ
(r)
1 )− a(r)b(r−1) exp(φ(r−1))

p(r)
(
exp(φ

(r)
1 )

p(r)
=

exp(φ(r))

p(r+1)
)

−na(i)

(

a(1)b(n) exp(φ
(n)
1 )− a(n)b(n−1) exp(φ(n−1))

)

p(n)(p(n)
2
− 1)

(p(n)
2
− 1 =

n

µ
a(n)b(n)p(n))

= µa(i+1) exp(φ
(i)
1 )−

µa(i)b(i−1) exp(φ(i−1))

b(i)
+

na(i)
2
b(i−1) exp(φ(i−1))

p(i)

−
na(i)a(1)b(n) exp(φ(n))

p(1)
−

µa(i)a(1) exp(φ(n))

p(1)a(n)p(n)
+

µa(i)b(n−1) exp(φ(n−1))

p(n)
2
b(n)

= µa(i+1) exp(φ
(i)
1 )−

µa(i)b(i−1) exp(φ(i−1))

b(i)p(i)
2 −

µa(i)a(1)p(n) exp(φ(n))

p(1)a(n)
+

µa(i)b(n−1) exp(φ(n−1))

p(n)
2
b(n)
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and

b(j)x = b(j)





a
(j)
x

a(j)
+

n−1
∑

r=j

2p
(r)
x

p(r)
−

p
(j)
x

p(j)
+

2p(n)p
(n)
x

p(n)
2
− 1





=
µa(j+1)b(j) exp(φ

(j)
1 )

a(j)
−
µb(j−1) exp(φ(j−1))

p(j)
2 −

µb(j)a(1)p(n) exp(φ(n))

p(1)a(n)

+
µb(j)b(n−1) exp(φ(n−1))

p(n)
2
b(n)

+
2nb(j)a(n)b(n−1) exp(φ(n−1))

p(n)
−

nb(j)a(j)b(j−1) exp(φ(j−1))

p(j)

−
nb(j)

2
a(j+1) exp(φ

(j)
1 )

p(j)
+

2µb(j)a(1) exp(φ
(n)
1 )

a(n)
−

2µb(j)b(n−1) exp(φ(n−1))

b(n)

=
µa(j+1)b(j) exp(φ

(j)
1 )

a(j)p(j)
2 −µb(j−1) exp(φ(j−1))+

µb(j)a(1)p(n) exp(φ(n))

p(1)a(n)
−

µb(j)b(n−1) exp(φ(n−1))

p(n)
2
b(n)

.

Notice that µ2a(i+1)b(i) = a(i)b(i+1)p(i)p(i+1) following from (16). Therefore, we have

∂(a(i)b(j))

∂x
= a(i)x b(j) + a(i)b(j)x

= µ
(

exp(φ
(i)
1 )a(i+1)b(j) − a(i)b(j−1) exp(φ(j−1))

)

−
1

µ

(

exp(φ
(i−1)
1 )a(i−1)b(j) − a(i)b(j+1) exp(φ(j))

)

,

which is the (i, j) entry of the right-hand side of (24) and thus we prove the statement.

Proposition 4. For the matrix Mµ satisfying Theorem 1, the identity (39) holds if p(i) satisfy (41).

Proof. We write out the (l, k) entry of the right-hand side of (39), simplify it using Lemma 2 and (18)
and obtain

a(l)b
(k)
1 p(k)

< b1, a >
−

p(l)a
(l)
−1b

(k)

< b, a−1 >
−

n
∑

r=1

n−1
∑

j=1

a(l)b(k)(ω(r−k)j + ω(l−r)j)

µ(1− ωj)

(

b
(r)
1 a(r)

< b1, a >
−

b(r)a
(r)
−1

< b, a−1 >

)

+

n
∑

r=1

n−1
∑

j=0

(

µa(l)ω(k−r)jb(r)
2
a
(k)
−1

(ωj − µ2) < b, a−1 >
−

µb
(l)
1 ω(r−l)ja(r)

2
b(k)

(ωj − µ2) < b1, a >

)

=
a(l)b

(k)
1 p(k)

< b1, a >
−

p(l)a
(l)
−1b

(k)

< b, a−1 >
−

a(l)b(k)

µ

n
∑

r=1

((r − k − 1)|n+ (l − r − 1)|n− n+ 1) (S − 1)
b(r)a

(r)
−1

< b, a−1 >

+
p(l)b(k)b

(l)
1 a(l)

b(l) < b1, a >
−

a(l)p(k)b(k)a
(k)
−1

a(k) < b, a−1 >
(66)

To compute the left-hand side of (39) for the corresponding entry, we first compute aτ and bτ using (41).
Substituting it into (64) and (65) in Lemma 3, we have

a(i)τ =
na(i)

µ

(

i−1
∑

r=1

(S − 1)
b(r)a

(r)
−1

< b, a−1 >
−

1

p(n)
2
− 1

(S − 1)
b(n)a

(n)
−1

< b, a−1 >

)

+
p(i)

b(i)
(S − 1)

b(i)a
(i)
−1

< b, a−1 >
(67)

and

b(i)τ =
nb(i)

µ

(

i−1
∑

r=1

(S − 1)
b(r)a

(r)
−1

< b, a−1 >
+

1

p(n)
2
− 1

(S − 1)
b(n)a

(n)
−1

< b, a−1 >

)

+
p(i)

a(i)
(S − 1)

b(i)a
(i)
−1

< b, a−1 >

+
nb(i)

µ

(

n
∑

r=i

(S − 1)
2b(r)a

(r)
−1

< b, a−1 >
− (S − 1)

b(i)a
(i)
−1

< b, a−1 >

)

=
nb(i)

µ

(

i
∑

r=1

−(S − 1)
b(r)a

(r)
−1

< b, a−1 >
+

1

p(n)
2
− 1

(S − 1)
b(n)a

(n)
−1

< b, a−1 >

)

+
p(i)

a(i)
(S − 1)

b(i)a
(i)
−1

< b, a−1 >
.(68)
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Thus,

a(l)τ b(k) + a(l)b(k)τ =
na(l)b(k)

µ

(

l−1
∑

r=1

−

k
∑

r=1

)

(S − 1)
b(r)a

(r)
−1

< b, a−1 >

+
p(l)b(k)b

(l)
1 a(l)

b(l) < b1, a >
−

p(l)b(k)a
(l)
−1

< b, a−1 >
+

a(l)p(k)b
(k)
1

< b1, a >
−

a(l)p(k)b(k)a
(k)
−1

a(k) < b, a−1 >
, (69)

which equals to (66) and we complete the proof.

The following identity will be used in the proof of Theorem 4.

Proposition 5. Given the relations (15), (16), (26) and (41), the following identity holds:

(S − 1)
1

< b, a−1 >
(a

(i)
−1b

(i+1) + µ2a
(i+1)
−1 b(i)) exp(φ(i)) =

∂

∂τ
a(i)b(i+1)p(i) exp(φ(i)). (70)

Proof. We prove the identity by direct calculation. The left-hand side equals

a(i)b
(i+1)
1 + µ2a(i+1b

(i)
1 )

< b1, a >
exp(φ

(i)
1 )−

a
(i)
−1b

(i+1) + µ2a
(i+1)
−1 b(i)

< b, a−1 >
exp(φ(i))

=

(

a(i)b
(i+1)
1 + µ2a(i+1)b

(i)
1

< b1, a >

p(i)

p(i+1)
−

a
(i)
−1b

(i+1) + µ2a
(i+1)
−1 b(i)

< b, a−1 >

)

exp(φ(i)) (
exp(φ

(i)
1 )

p(i)
=

exp(φ(i))

p(i+1)
)

=

(

a(i)p(i)

a(i+1)p(i+1)

a(i+1)b
(i+1)
1

< b1, a >
+

b(i+1)p(i)
2

b(i)
a(i)b

(i)
1

< b1, a >

)

exp(φ(i))

−

(

b(i+1)

b(i)
a
(i)
−1b

(i)

< b, a−1 >
+

a(i)p(i)p(i+1)

a(i+1)

a
(i+1)
−1 b(i+1)

< b, a−1 >

)

exp(φ(i)) (µ2a(i+1)b(i) = a(i)b(i+1)p(i)p(i+1)).

We now compute the right-hand side of (70). First using formula (69), we have

a(i)τ b(i+1) + a(i)b(i+1)
τ =

b(i+1)

b(i)p(i)
(S − 1)

b(i)a
(i)
−1

< b, a−1 >
+

a(i)

a(i+1)p(i+1)
(S − 1)

b(i+1)a
(i+1)
−1

< b, a−1 >
.

So the right-hand side of (70) is equal to

(

a(i)τ b(i+1)p(i) + a(i)b(i+1)
τ p(i) + a(i)b(i+1)p(i)τ + na(i)b(i+1)p(i)φ(i)

τ

)

exp(φ(i))

=
b(i+1)

b(i)
exp(φ(i))(S − 1)

b(i)a
(i)
−1

< b, a−1 >
+

a(i)p(i)

a(i+1)p(i+1)
exp(φ(i))(S − 1)

b(i+1)a
(i+1)
−1

< b, a−1 >

+
na(i)b(i+1)p(i)

µ
exp(φ(i))

(

b
(i)
1 a(i)

< b1, a >
−

b(i+1)a
(i+1)
−1

< b, a−1 >

)

,

which is the same as the left-hand side after we use (17) and substitute n
µ
a(i)p(i) = p(i)2−1

b(i)
for the term

containing b1 and n
µ
b(i+1) = p(i+1)2−1

a(i+1)p(i+1) for the term containing a−1.
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