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Unary Coding Controlled Simultaneous Wireless
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Abstract—Radio frequency (RF) signals have been relied upon
for both wireless information delivery and wireless charging
to the massively deployed low-power Internet of Things (IoT)
devices. Extensive efforts have been invested in physical layer
and medium-access-control layer design for coordinating simul-
taneous wireless information and power transfer (SWIPT) in RF
bands. Different from the existing works, we study the coding con-
trolled SWIPT from the information theoretical perspective with
practical transceiver. Due to its practical decoding implementa-
tion and its flexibility on the codeword structure, unary code
is chosen for joint information and energy encoding. Wireless
power transfer (WPT) performance in terms of energy harvested
per binary sign and of battery overflow/underflow probability
is maximised by optimising the codeword distribution of coded
information source, while satisfying required wireless information
transfer (WIT) performance in terms of mutual information.
Furthermore, a Genetic Algorithm (GA) aided coding design
is proposed to reduce the computational complexity. Numerical
results characterise the SWIPT performance and validate the
optimality of our proposed GA aided unary coding design.

Index Terms—SWIPT, unary coding, mutual information, en-
ergy per binary sign and battery overflow/underflow probability

I. Introduction

In the era of Internet of Things (IoT), massively deployed

low-power devices may account for a major portion of wireless

connectivity [1] for data collecting, data processing, data

downloading and data uploading. However, frequent opera-

tions may quickly drain embedded batteries having limited

capacity. Moreover, a lot of IoT devices are deployed in hardly

reachable places. Replacing their batteries may substantially

increase maintenance expenses. RF signal based wireless

power transfer (WPT) is capable of delivering controllable,
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reliable and flexible energy to remote low-power IoT devices

[2]. However, wireless information transfer (WIT) has already

resided in RF bands. Introducing WPT in the same band may

severely degrade WIT performance, since they may compete

for precious radio resources to fulfil their distinctive targets

[3]. Therefore, carefully coordinating both WIT and WPT

in RF bands yields an emerging technique of simultaneous

wireless information and power transfer (SWIPT) [4].

A great deal of efforts have been invested in SWIPT

spanning from signal and transceiver designs to medium-

access-control strategies as well as resource allocation and

networking schemes [5]–[14]. For example, Clerckx et al.

[5] designed the optimal multi-sinusoidal signal for dedicated

WPT, while Zeng et al. [6] focused on the design of multi-

sinusoidal SWIPT signal. Zhou et al. [7] made the very first

contribution to receiver arhictecture of SWIPT, which adopted

either a power splitter, a time switcher or a current splitter for

simultanous reception of information and energy. Moreover,

Zhang et al. [8] optimised transmit beamformer for a MIMO

aided SWIPT transmitter. Furthermore, Lv et al. [9] proposed

an optimal time-domain resource allocation scheme for a time-

division-multiple-access (TDMA) aided multi-user SWIPT

system, which maximised sum-throughput and fair-throughput

of users’ uplink transmissions, respectively. Based on [9],

Yang et al. implemented multiple antennas at a SWIPT trans-

mitter, which results in a joint resource allocation scheme [10]

in the spatial-, time- and power-domain. Moreover, Gautam et

al. [11] studied joint relay selection and sub-carrier allocation

in an OFDMA aided multi-user SWIPT system. In order to

support the “ad hoc” access of batteryless devices, Zhao et al.

proposed several enhanced carrier-sensing-multiple-access and

collision avoidance (CSMA/CA) protocols and analysed their

attainable performance in [12] and [13]. Moreover, Fouladgar

et al. [15] investigated the coordination of distributed wireless

nodes for achieving the required quality of service (QoS) of

SWIPT. Furthermore, Zhao et al. [14] studied an optimal

deployment scheme of SWIPT transmitters by considering

social characteristics of mobile SWIPT users. The impact of

discrete messages on the SWIPT was discussed in [16], which

firstly provided a design guide of the SWIPT coding and

modulation.

Surprisingly, the research on the information theoretical

essence of SWIPT has been comparatively slower, since Varsh-

ney [17] first studied the tradeoff between maximum mutual

information and energy harvesting requirement in different

channels. This seminal work demonstrated that SWIPT perfor-

mance can be controlled by adjusting the codeword structure,
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which provided the theoretical fundamental for coding con-

trolled SWIPT. Furthermore, Varshney [18] also proposed a

cross-layer architecture for jointly optimising both the energy

and information delivery from the information theoretical per-

spective, where a powerline communication system was exem-

plified as a typical integrated information and energy transfer

system. Popovski et al. [19] derived both the inner and outer

bounds of information transmission rate in a two-way noiseless

channel, where the energy contained in the received signal was

reused for powering the successive communications. Then, Yin

et al. [20] studied a variable-length coding design for SWIPT

in a binary noiseless channel. Moreover, Tandon et al. [21]

divided a codeword into several sub-blocks for satisfying the

receiver’s real-time energy demands. The optimal structure of

codewords was found for maximising the mutual information

in a binary symmetric channel (BSC). However, both of [17]

and [21] only considered memoryless information source in

their analysis but ignored the correlation among the binary

signs in the output sequence of a practical encoder. Therefore,

these works optimised transmit probabilities of binary signs in

order to achieve the maximum SWIPT performance without

considering a practical coding scheme.

Conventional source encoders generate equi-probable binary

signs for maximising codewords’ capability of information

transmission. However, codewords having equi-probable bi-

nary signs are only capable of carrying a fixed amount of

energy. Therefore, conventional source encoders cannot satisfy

diverse energy requests of receivers. Constrained code [22] has

a certain degree of freedom to adjust codeword structure for

satisfying specific WPT requirements without sacrificing WIT

efficiency.

As a typical constrained code, a run-length-limited (RLL)

encoder was designed by Fouladgar et al. [23] for minimising

battery overflow/underflow probability at the receiver subject

to a constraint on the achievable mutual information. More-

over, Tandon et al. [24] found the capacity lower-bound of

BSC and Z-channel, when a (d,∞) RLL code was adopted.

However, they only used the minimum run-length d to en-

sure the minimum energy delivery requirement, which largely

overlooks devices’ long-term energy requirements.

Furthermore, unary code has been widely used for source

coding [25]–[27] in wireless communication, due to its low

encoding and decoding complexity. Specifically, unary code

was used by Babar et al. [25] for joint throughput and dimming

control in visible light communication system. However, the

SWIPT performance of unary code in the RF band is not well

understood from the information theoretical perspective.

Against this background, our novel contributions are sum-

marised as below:

• We propose a practical unary coding aided SWIPT

transceiver and analysed its performance from the in-

formation theoretical perspective. The correlation among

the information signs generated by the unary encoder has

been taken into account in the performance analysis.

• By considering infinite battery capacity, the codeword

distribution is optimised for maximising the average en-

ergy harvested from a single sign received by an energy

TABLE I
Notation List

Notation Definition

X/X̂ Original/coded information source

Y/Ŷ Original/coded information destination

Xm/X̂k m-th message/k-th codeword

p(Xm)/p(X̂k) Probability of m-th message/k-th codeword

X/X̂ Message/code book

P(X)/P(X̂) Message/Codeword Distribution
ωI/ωE Crossover prob. of WIT/WPT channel
K Level of Unary code
SN State sequence of Markov chain
XN/YN Channel input/output binary sign sequence
qn Transition prob. from state n to (n + 1)
Q Matrix of state transition probabilities
πn Steady-state probability of state n

Ê Energy destination

E(Ê) Energy harvested per received binary sign

Iinf(X̂; Ŷ) Inf of mutual information between X̂ and Ŷ
B(t) Energy level in battery at the t-th instant
λ(t)/µ(t) Energy arrival/departure at the t-th instant
ξB,B+b Trans. prob. from energy level B to B + b

π̂B Steady-state probability of energy level B
Bmax/Bmin Upper/lower bound of battery energy level
po f /pu f Battery overflow/underflow probability

Fig. 1. Practical transceiver for coding controlled SWIPT.

receiver (ER), while satisfying the mutual information

requirement of an information receiver (IR).

• By also considering finite battery capacity, the optimal

codeword distribution is found for minimising the battery

overflow/underflow probability of an ER, while satisfying

the mutual information requirement of an IR.

• The optimal coding design is obtained by exploiting a

low-complexity Genetic Algorithm (GA), which achieves

almost the same performance of the exhaustive search

(ES).

The rest of the paper is organised as follows: a practical

unary coding aided SWIPT transceiver is introduced in Section

II. The WIT and WPT performance is analysed in Section III

and IV, respectively. After formulating and solving the optimal

coding design problem in Section V, numerical results are

illustrated in Section VI. Finally, our paper is concluded in

Section VII. All the notations are summarised in TABLE I.

II. SystemModel

A. SWIPT Transmitter

As portrayed in Fig. 1, a SWIPT transmitter is constituted

by the following functional modules:
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TABLE II
K-Level Unary Code

Messages Message Prob. Codewords Codeword Prob.

X1 p(X1) X̂1 = 0 p(X̂1)

X2 p(X2) X̂2 = 10 p(X̂2)

X3 p(X3) X̂3 = 110 p(X̂3)

.

.

.
.
.
.

.

.

.
.
.
.

XM p(XM ) X̂K = 11 · · · 1︸  ︷︷  ︸
(K−1) sign

0 p(X̂K )

• Information and Energy Encoder adopts the K-level unary

coding for mapping M messages X = {X1, · · · ,XM}
randomly generated by the information source X onto

K codewords
{
X̂1, · · · , X̂K

}
, where the k-th codeword X̂k

has (k − 1) signs ‘1’ followed by a sign ‘0’, as portrayed

in TABLE II. The resultant coded information source

is denoted as X̂. Given a specific message distribution

P(X) =
[
p(X1), · · · , p(XM)

]
of X, we may obtain an ar-

bitrary codeword distribution P(X̂) =
[
p(X̂1), · · · , p(X̂K)

]

by exploiting the equation P(X̂) = P(X) × P(X̂|X), where

the matrix P(X̂|X) =
[
p(X̂k |Xm)

]
M×K

is carefully chosen.

The entry p(X̂k|Xm) is the probability of mapping the

message Xm onto the codeword X̂k
1.

• Digital Modulator modulates the binary codewords onto

the analogue RF signals. Amplitude based modulator

allocates different power to the codewords. In order to

highlight the impact of the codeword structure on the

SWIPT performance, we adopt an on-off-keying (OOK)

based digital modulator. Binary sign ‘1’ is represented

by the presence of the RF signal
√

Pt sin(2π fct), where

Pt and fc denote the transmit power and the carrier fre-

quency, respectively. By contrast, sign ‘0’ is represented

by the absence of the RF signal.

Discussion: traditional information encoder aims for max-

imising the mutual information, which ignores the QoS of

WPT performance. By contrast, information and energy en-

coder achieves a balance between the WIT and WPT per-

formance. The resultant optimal codeword distribution may

sacrifice some WIT performance in order to satisfy the QoS

of WPT.

B. Information and Energy Receiver

An information receiver (IR) consists of the following

modules, as illustrated in Fig. 1:

• Digital Demodulator demodulates the information carried

by the received RF signal by adopting the maximum-

likelihood (ML) principle. The resultant binary sign se-

quences constitute the coded information destination Ŷ.

• Information Decoder recovers the original message from

the received codeword by exploiting the symbol-level

trellis [25]–[27], which yields the information destination

Y.

1By carefully adjusting the entries in the encoding matrix P(X̂|X), we may
achieve either a lossless or a lossy source coding scheme.

Due to the broadcast nature of wireless channels, the RF signal

transmitted by the SWIPT transmitter can also be received by

an energy receiver (ER) for energy harvesting, which consists

of the following modules, as illustrated in Fig. 1:

• Energy Harvester converts the RF signal received to

the direct current (DC). A single energy unit can be

harvested, when the input RF power is higher than Pth.

Binary notation E = 1 represents that the ER harvests

a single energy unit, while E = 0 represents no energy

harvested, which constitutes an energy destination Ê.

• Battery is charged by the DC. We consider both infinite-

and finite-capacity based batteries in the optimal coding

design.

Discussion: the IR and ER are either co-located or separated

for simultaneous information reception and energy harvesting.

C. WIT and WPT Channel

1) WIT Channel Modelling: A logic WIT channel con-

necting the SWIPT transmitter and the IR consists of an

OOK based modulator, a physical wireless channel and an

ML based demodulator. The RF signal received by the IR is

either rI = AI + zI , if the binary sign X = 1 is input to the

channel, or rI = zI , if the channel input is X = 0. Specifically,

AI =
√

Pt/Ω(dI) is the amplitude of the modulated RF signal

received by the IR, where Ω(dI) is the path-loss since the IR is

dI m away from the SWIPT transmitter, while zI ∼ N(0, σ2
I
)

is the random ambient RF interference at the IR.

By adopting the ML based demodulator, the crossover

probability from the channel input X = 0 to the output Y = 1

and that from X = 1 to Y = 0 are both equal to ωI = Q
(

AI

2σI

)
,

where Q(·) is the tail distribution function of a standard

Gaussian distribution. Therefore, the logic WIT channel can be

modelled as a binary symmetric channel (BSC), as portrayed

in Fig. 1.

2) WPT Channel Modelling: A logic WPT channel con-

necting the SWIPT transmitter and the ER consists of an OOK

based modulator, a physical wireless channel and a practical

energy harvester. The RF signal received by the ER is either

rE = AE + zE , if the binary sign X = 1 is input to the

channel, or rE = zE , if the channel input is X = 0. Specifically,

AE =
√

Pt/Ω(dE) is the amplitude of the modulated RF signal

received by the IR, whereΩ(dE) is the path-loss since the ER is

dE m away from the SWIPT transmitter, while zE ∼ N(0, σ2
E

)

is the random RF interference at the ER.

By considering a practical energy harvester, the crossover

probability ωE,01 from the channel input X = 0 to the channel

output E = 1 and that ωE,10 from X = 1 to E = 0 are expressed

as


ωE,01 = 2Q

( √
Pth

σE

)
,

ωE,10 = 1 − Q

( √
Pth+AE

σE

)
− Q

( √
Pth−AE

σE

)
,

(1)

respectively. Therefore, the logic WPT channel can be mod-

elled as a binary asymmetric channel (BAC), as portrayed in

Fig. 1.

Discussion: Different from physical SWIPT channels

adopted in the physical layer design [5]–[14], we conceive
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Fig. 2. Markov modelling of the unary coded information source X̂.

Fig. 3. Correlation among the state sequence and the sign sequences of the
channel input/output.

logic WIT and WPT channels by jointly considering the

impact of modulation on WIT and the impact of energy

harvester’s sensitivity on WPT.

III. WIT Performance Analysis

A. Markov Modelling

The K-level unary encoded information source X̂ sequen-

tially sends a range of codewords chosen from the codebook

X̂ for simultaneously conveying information to the IR and

transferring energy to the ER, which generates an N-sign

sequence XN = {X1, X2, · · · , XN }. The correlation among the

binary signs is modelled by a finite-state Markov chain, as

portrayed in Fig. 2.

State n of this Markov chain represents that the unary coded

information source X̂ has already output a run of sign ‘1’

having a length of m at the current instant, since X̂ is in

the process of sending an arbitrary codeword chosen from

{X̂n+1, X̂n+2, · · · , X̂K}. By considering the codeword structure

of TABLE II, if X̂ is in the process of sending codewords

{X̂n+2, · · · .X̂K }, the next output sign is ‘1’. The run-length of

sign ‘1’ is then updated to (n + 1), which results in the state

transition from n to (n+1). The corresponding state transition

probability is expressed as

qn =
p(X̂n+2) + · · · + p(X̂K)

p(X̂n+1) + p(X̂n+2) + · · · + p(X̂K)
, (2)

for 0 ≤ n ≤ K − 2. The probability of the Markov chain

transiting from state n back to state 0 is thus (1 − qn).

Specifically, when the Markov chain stays at state (K − 1),

it transits back to state 0 at the next instant for certain, since

(K − 1) is the maximum allowable run-length of sign ‘1’ for

a K-level unary code, as shown in TABLE II.

The matrix Q containing all the state transition probabilities

is expressed as:

Q =



1 − q0 q0 0 · · · 0 0

1 − q1 0 q1 · · · 0 0
...

...
...
. . .

...
...

1 − qK−2 0 0 · · · 0 qK−2

1 0 0 · · · 0 0



. (3)

The stationary distribution π = {π0, π1, · · · , πK−1} of the

Markov chain can be obtained by solving the following linear

equations:
{
π ×Q = π

π × IK×1 = 1
, (4)

where IK×1 is a K×1 column vector having all its entries equal

to one.

A state sequence SN = {S 1, · · · , S N} can be mapped onto

a sign sequence XN = {X1, · · · , XN}, as portrayed in Fig. 3.

For an example of a 4-level unary code, a 6-states sequence

S6 = {1, 2, 0, 1, 2, 3, 0} corresponds to a sign sequence X6 =

{1, 1, 0, 1, 1, 1, 0}.

B. Mutual Information

When the N-sign sequence XN is input to the channel, the

corresponding output sign sequence is YN = {Y1, Y2, · · · , YN }
after the imperfect transmission, as exemplified in Fig.3. The

mutual information between the coded source X̂ and the coded

destination Ŷ can be formulated as

I(X̂; Ŷ) = H(X̂) − H(X̂|Ŷ). (5)

The entropy H(X̂) of the coded source can be expressed as

H(X̂) = lim
N→∞

H(XN)

N

(a)
= lim

N→∞

H(SN)

N
(b)
= lim

N→∞
H(S N |S 1, S 2, · · · , S N−1)

(c)
= lim

N→∞
H(S N |S N−1)

(d)
= H(S 2|S 1). (6)

In Eq. (6), the equality (a) is derived due to the certain

mapping between the sign sequence XN and the state sequence

SN , as exemplified in Fig. 3. The equality (b) is obtained by

exploiting Theorem 4.2.1 of [28]. The equality (c) is derived

due to the Markov property of X̂, while the derivation of the

equality (d) is based on the stationary property of X̂.

In order to obtain the conditional entropy H(X̂|Ŷ), the

following pair of Lemmas are introduced for investigating the

correlation between SN and YN :

Lemma 1: Given state S i at the i-th instant, state S i+1 is

independent of the channel output signs {Y1, · · · , Yi−1, Yi} at

the previous instants.

Proof: Please refer to Appendix A.

Lemma 2: State S i at the i-th instant is correlated to

the channel output signs {Yi+1, Yi+2, ...} at the subsequent

instants. If the state transition probabilities satisfy {qn =

q|n = 0, 1, · · · ,K − 2}, where q ∈ (0, 1) is a constant, S i is

independent of {Yi+1, Yi+2, · · · }.
Proof: Please refer to Appendix B.
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Therefore, the conditional entropy H(X̂|Ŷ) is calculated as

H(X̂|Ŷ) = lim
N→∞

H(XN |YN)

N
= lim

N→∞

H(SN |YN)

N
(e)
= lim

N→∞

1

N

[
H(S 1|Y1, · · · , YN)

+

N∑

i=2

H(S i|S i−1, · · · , S 1, Y1, · · · , YN)
]

( f )
= lim

N→∞

1

N

[
H(S 1|Y1, · · · , YN) +

N∑

i=2

H(S i|S i−1, Yi, · · · , YN)
]

(g)

≤ lim
N→∞

H(S 1|Y1, · · · , YN) + (N − 1)H(S 2|S 1, Y2)

N

= H(S 2|S 1, Y2). (7)

By exploiting the chain rule for entropy (Theorem 2.5.1 in

[28]), we obtain the equality (e) of Eq. (7). The equality ( f )

is derived by exploiting i) the Markov property and ii) Lemma

1. According to Lemma 2, State S i is dependent of the channel

output signs {Yi, Yi+1, · · · , YN}, which results in the inequality

(g).

By substituting Eqs.(6) and (7) into (5), the mutual infor-

mation is finally derived as

I(X̂; Ŷ)
(h)

≥ H(S 2|S 1) − H(S 2|S 1, Y2)

= I(S 2; Y2|S 1) = H(Y2|S 1) − H(Y2|S 2, S 1)

= −
∑

s1

∑

y2

p(y2, s1) log2 p(y2|s1)

+
∑

s1

∑

s2

∑

y2

p(y2, s2, s1) log2 p(y2|s2s1)

(i)
=

K−1∑

n=0

πn {H[qnωI + (1 − qn)(1 − ωI)] − H(ωI)}

∆
= Iinf(X̂; Ŷ), (8)

where H(x) = −x log2(x) − (1 − x) log2(1 − x) for 0 < x < 1.

The inequality (h) of Eq. (8) is obtained by substituting the

upper bound H(S 2|S 1, Y2) of the conditional entropy H(X̂|Ŷ).

We further derive the equality (i) by exploiting the stationary

distribution π of the Markov chain and the corresponding

matrix Q of the transition probabilities. The lower bound of

I(X̂; Ŷ) derived in Eq. (8) is attainable, according to Lemma 2.

Therefore, it is the infimum of I(X̂; Ŷ) denoted as Iinf(X̂; Ŷ),

which is a function of the codeword distribution P(X̂), since

entries in both Q and π are functions of P(X̂), according to

Eqs. (2) and (4).

IV. WPT Performance Analysis

A. Infinite Battery Capacity

When the battery has infinite capacity, we focus on the

average energy harvested from a single sign received by the

ER.

When the Markov chain of Fig. 2 stays at state n, the

K-level unary coded source X̂ may output a sign ‘1’ with

a probability of qn, while it may output a sign ‘0’ with

a probability of (1 − qn). Given the stationary distribution

π derived by solving Eq. (4), the stationary probability of

Fig. 4. Markov modelling of the battery queuing process B(t).

X̂ outputting a sign ‘1’ is expressed as p1 =
∑K−1

n=0 πnqn.

Similarly, the stationary probability of X̂ outputting a sign

‘0’ is expressed as p0 =
∑K−1

n=0 πn(1 − qn). Therefore, after

the imperfect transmission in the WPT channel of Fig. 1, the

average energy harvested from a single sign received by the

ER is formulated as

E(Ê) = p1(1 − ωE,10) + p0ωE,01

=

K−1∑

n=0

πn[qn(1 − ωE,10) + (1 − qn)ωE,01], (9)

which is a function of the codeword distribution P(X̂), since

entries in both Q and π are all functions of P(X̂), according

to Eqs. (2) and (4).

B. Finite Battery Capacity

When the battery has a finite capacity Bmax and a warning

threshold Bmin, we study both the battery overflow probability

po f and the battery underflow probability pu f of the ER.

The instantaneous energy level can be modelled by the

following queuing process:

B(t + 1) =

{
max {Bmin, B(t) + λ(t) − µ(t)} ,
min {B(t) + λ(t) − µ(t), Bmax} ,

(10)

where B(t) is the energy level of the battery at the t-th instant,

λ(t) is the amount of energy arriving at the battery of the ER

at the t-th instant and µ(t) is the amount of energy departing

from the battery at the t-th instant. The energy level B(t+1) at

the next instant is lower-bounded by Bmin and upper-bounded

by Bmax. At a single instant, an arbitrary unary codeword is

sent by the SWIPT transmitter.

Specifically, the energy arrival λ(t) is a stochastic process,

which has the following randomness:

• A codeword X̂k is randomly sent by the SWIPT trans-

mitter with a probability of p(X̂k), which includes (k−1)

signs ‘1’ carrying energy.

• The binary signs in X̂k may be randomly flipped by the

logic WPT channel of Fig. 1.

We assume that the probability of the ER consuming a single

energy unit in a sign duration is ν. Therefore, if a codeword

X̂k is sent by the SWIPT transmitter at the t-th instant, the

amount of energy µ(t) consumed by the ER obeys a Binomial

distribution having parameters of (k, ν).

The queuing process B(t) can be further modelled by

another discrete Markov chain, as illustrated in Fig. 4. The

states in this Markov chain span from Bmin to Bmax, which

represent all possible energy levels of the battery. We now

focus on deriving state transition probabilities. The probability
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ξb of the energy level increment b = λ(t) − µ(t) is expressed

as

ξb =
∑

X̂k

∑

λ

p(µ(t) = λ(t) − b, λ(t) = λ, X̂k) (11)

=

K∑

k=1

p(X̂k)
∑

λ

p(µ(t) = λ − b|λ(t) = λ, X̂k)p(λ(t) = λ|X̂k).

Given the unary codeword X̂k sent at the t-th instant, the

conditional probability of λ(t) = λ is expressed as

p
(
λ(t) = λ|X̂k

)
=

(
k

λ

)
(1 − ωE,10)λ−1ωk−1−λ

E,10

k
(12)

· [(k − λ)(1 − ωE,10)(1 − ωE,01) + λωE,10ωE,01

]
,

for 0 ≤ λ ≤ k, and p
(
λ(t) = λ|X̂k

)
= 0, otherwise. Given the

unary codeword X̂k and λ(t) = λ, the conditional probability

p
(
µ(t) = λ − b|X̂k, λ(t) = λ

)
is calculated as

p(µ(t) = λ − b|X̂k, λ(t) = λ)

=



(
k

λ − b

)
νλ−b(1 − ν)k−λ+b, 0 ≤ λ − b ≤ k,

0, otherwise.

(13)

By substituting both Eqs. (12) and (13) into (11), we may

obtain ξb as

ξb =

K∑

k=1

p(X̂k)Φ(b, k), for − K ≤ b ≤ K, (14)

and ξb = 0, otherwise, where we have Φ(b, k) expressed in Eq.

(15) on the next page.

Without loss of generality, we assume that the battery has
an energy level of B(t) = B at the t-th instant. Therefore, at
the (t + 1)-th instant, the energy level of the battery could be
B(t+1) = B+b, which also represents the state transition from
B to (B+ b) in the Markov chain of Fig.4. The corresponding
state transition probability ξB,B+b can be then expressed as

ξB,B+b =



ξb, max(Bmin − B + 1,−K) ≤ b ≤ min(Bmax − B − 1,K)
and Bmin + 1 ≤ B ≤ Bmax − 1,

0, K < b ≤ Bmax − B and Bmin ≤ B < Bmax − K,
0, Bmin − B ≤ b < −K and Bmin + K < B ≤ Bmax.

(16)

If the current energy level B satisfies Bmax − K ≤ B ≤ Bmax

and the energy level increment b satisfies Bmax − B ≤ b ≤ K,

the energy level of the battery at the end of this instant is

constrained to Bmax, according to Eq. (10). Therefore, the state

transition probability ξB,Bmax
is expressed as

ξB,Bmax
=

K∑

b=Bmax−B

ξb, for Bmax − K ≤ B ≤ Bmax. (17)

Similarly, if the current energy level satisfies Bmin ≤ B ≤ Bmin+

K and the energy level increment b satisfies −K ≤ b ≤ Bmin−B,

the energy level of the battery at the end of this instant is

constrained to Bmin, according to Eq. (10). Therefore, the state

transition probability ξB,Bmin
is expressed as

ξB,Bmin
=

Bmin−B∑

b=−K

ξb, for Bmin ≤ B ≤ Bmin + K. (18)

With the aid of Eqs. (16)-(18), the state transition prob-

ability matrix Ξ = [ξi, j] is found. By following the sim-

ilar method of Eq. (4), the stationary distribution π̂ =

{̂πBmin
, · · · , π̂B, · · · , π̂Bmax

} is obtained for all the states in the

Markov chain of Fig.4. Finally, the battery overflow probabil-

ity po f and the underflow probability pu f are then formulated

as


po f =

Bmax∑

B=Bmax−K+1

π̂B

K∑

b=Bmax−B+1

ξb,

pu f =

Bmin+K−1∑

B=Bmin

π̂B

Bmin−B−1∑

b=−K

ξb,

(19)

According to Eq. (14), both po f and pu f are the functions of

the codeword distribution P(X̂).

V. Optimal Coding Design

A. Problem Formulation

We formulate the first optimal coding design by considering

an infinite battery capacity at the ER, when the K-level unary

code is adopted at the SWIPT transmitter:

(P1): max
P(X̂)

E(Ê), (20)

s. t.: Iinf(X̂; Ŷ) ≥ Rth. (20a)

The objective of (P1) is to maximise the average energy

E(Ê) of Eq. (9) harvested from a single received sign by find-

ing the optimal codeword distribution P∗
1
(X̂), while satisfying

the constraint (20a) that the mutual information’s infinimum

Iinf(X̂; Ŷ) of Eq. (8) should be higher than a rate threshold Rth.

Since we have R = I(X̂; Ŷ) ≥ Iinf(X̂; Ŷ), the actual information

transmission rate R is also higher than Rth. We use P∗
1

to

represent P∗
1
(X̂) in Section V-B.

We then formulate the second optimal coding design by

considering a finite battery capacity at the ER:

(P2): min
P(X̂)

po f (or pu f ), (21)

s. t.: Iinf(X̂; Ŷ) ≥ Rth. (21a)

In contrast to (P1), we aim for minimising the battery over-

flow/underflow probability in (P2) by finding the optimal

codeword distribution P∗
2
(X̂), while satisfying the minimum

rate requirement Rth. We use P∗
2

to represent P∗
2
(X̂) in Section

V-C.

B. ES Aided Coding Design

The calculations of Iinf(X̂; Ŷ) and E(Ê) as well as po f and

pu f all require the stationary distribution π, which may only be

obtained by numerically solving the system of linear equations

(4), given a specific state transition probability matrix Q.

Therefore, the optimisation problems (P1) and (P2) cannot be

solved in polynomial time, when we have a high-level unary

encoder.

We first provide an exhaustive search (ES) based algorithm

for solving (P1), whose pseudo code is provided in Algorithm

1. Its complexity O(⌊1/ε⌋K) depends on the searching incre-

ment ε and the level K. If we increase ε for obtaining a more
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Φ(b, k) =



k∑

λ=b

(
k

λ − b

)(
k

λ

)
νλ−b(1 − ν)k−λ+b

(1 − ωE,10)λ−1ωk−1−λ
E,10

k

[
(k − λ)(1 − ωE,10)(1 − ωE,01) + λωE,10ωE,01

]
, 0 ≤ b ≤ k,

k+b∑

λ=0

(
k

λ − b

)(
k

λ

)
νλ−b(1 − ν)k−λ+b

(1 − ωE,10)λ−1ωk−1−λ
E,10

k

[
(k − λ)(1 − ωE,10)(1 − ωE,01) + λωE,10ωE,01

]
, −k ≤ b ≤ 0,

0, otherwise,

(15)

Algorithm 1 ES algorithm for solving (P1)

Input: The crossover probability ω of the BSC; The probability increment
ε for the ES; The minimum WIT requirement Rth;

Output: The optimal codeword distribution P∗
1
; The maximum average

energy carried per received sign Emax(Ê);
1: Initialise a K-dimensional probability space for the exhaustive search:
P← {mε|m = 0, 1, · · · , ⌊1/ε⌋}K ;

2: Initialise Emax ← 0;
3: while P is not null do

4: Let P1 ← an arbitrary K × 1 vector from P;

5: Calculate Iinf(X̂; Ŷ) by substituting P1 into (8);

6: if Iinf(X̂; Ŷ) ≥ Rth then

7: Calculate E(Ê) by substituting P1 into (9);

8: if E(Ê) > Emax then

9: Let Emax ← E(Ê) and P∗
1
= P1;

10: end if

11: end if

12: Let P← P − P1;
13: end while

14: return Emax(Ê)← Emax and P∗
1
.

accurate result and K for implementing high-level unary codes,

the complexity increases dramatically. Algorithm 1 can also be

slightly adjusted for solving (P2), which is omitted here for

the page limitation.

C. GA Aided Coding Design

In order to reduce the computing complexity of the coding

design but maintain its optimality, we then propose a GA

aided coding design for solving the optimisation problem (P2).

By exploiting both crossover and mutation treatments on the

‘parents’, GA aided coding design is capable of escaping from

the local optimum, which is detailed in Algorithm 2. The main

steps of Algorithm 2 can be summarised as below:

• Step 1: Randomly generate N legitimate codeword distri-

bution as a generation P, as shown in Line 1 of Algorithm

2.

• Step 2: Calculate the corresponding mutual information

and initialise overflow probabilities and the survival prob-

abilities for all the codeword distributions in P, as detailed

in Lines 4-15 of Algorithm 2, while update the minimum

overflow probability po f ,min expressed in the objective

(21) of (P2), as shown in Lines 16-18 of Algorithm

2. If the mutual information of an individual codeword

distribution violates the minimum rate requirement Rth

of the (P2)’s constraint (21a), its corresponding overflow

probabilities are set to 1. According to Line 14, this

individual has a zero survival probability.

• Step 3: Randomly select individuals from P according to

their survival probabilities plive in order to generate the

parental individuals Psel for the sake of giving birth to the

next generation, as detailed in Lines 19-26 of Algorithm

Algorithm 2 GA aided optimal coding design for solving the

optimisation problem (P2)

Input: The crossover probability ω of the BSC; The minimum WIT
requirement Rth; The maximum number of generations G; The population
of a single generation N;

Output: The minimum overflow probabilities po f ,min; The optimal code-
word distribution P∗

2
;

1: Randomly initialise a generation P ← {P( j)| j = 1, · · · , N}, where P( j) is
a legitimate codeword distribution;

2: Initialise a generation index g← 1 and the minimum overflow probability
po f ,min ← 1;

3: while g ≤ G do

4: Initialise the mutual information of the g-th generation I ← {Iinf,( j) | j =
1, · · · ,N}, where Iinf,( j) is calculated by substituting P( j) into Eq. (8);

5: Initialise the overflow probabilities of the g-th generation po f ←
{po f ,( j) ← 1| j = 1, · · · ,N};

6: Initialise the survival probabilities of the g-th generation plive ←
{plive,( j) ← 0| j = 1, · · · ,N};

7: Initialise the selected parental individuals Psel ← {Psel,( j) ← P( j)| j =
1, · · · ,N};

8: for ∀ j = 1, · · · ,N do
9: if Iinf,( j) ≥ Rth then

10: Update po f ,( j) by substituting P( j) into Eq. (19);
11: else
12: Update po f ,( j) ← 1;
13: end if

14: Update plive,( j) ←
(1 − po f ,( j))∑
j(1 − po f ,( j))

;

15: end for

16: if min po f < po f ,min then

17: Update po f ,min ← min po f and P∗
2
← arg minP j

po f ;
18: end if

19: for ∀ j = 1, · · · , N do

20: Generate ζ uniformly distributed in [0, 1];
21: Initialise a temporary index n← 1;
22: while ζ − plive,(n) ≥ 0 do

23: Update ζ ← ζ − plive,(n) and n← n + 1;
24: end while
25: Update Psel,( j) ← P(n);
26: end for

27: Obtain a new generation P′ by inputting Psel into Algorithm 3 and
update P← P′;

28: end while

29: return po f ,min and P∗
2
.

2. The individuals having lower overflow probabilities can

be selected with higher probabilities, which is in line with

the objective (21) of (P2).

• Step 4: Obtain a new generation P′ by carrying out

crossover and mutation on the parental individuals Psel

in Algorithm 3 and repeat from Step 2, until we obtain

the minimum overflow probability po f ,min and the optimal

codeword distribution P∗
2

for (P2).

Furthermore, Algorithm 3 provides the details of crossover

and mutation operations on the parental individuals. All the

N child individuals are born by the crossover of randomly

chosen parents from Psel, as shown in Lines 2-4 of Algorithm

3. Every child individual has a probability of ε to mutate, as

illustrated in Lines 5-13 of Algorithm 3. Specifically, Lines 8-
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Algorithm 3 Crossover and mutation algorithm

Input: A selected parental individuals Psel; A mutation probability ε.
Output: A new generation P′;
1: Initialise a new generation P′ ← {P′

( j)
← Psel,( j) | j = 1, · · · , N};

2: for ∀ j = 1, · · · , N do
3: Randomly choose a pair of individuals Psel,(m) and Psel,(l) from Psel;

4: Update P′
( j)
←

Psel,(m) + Psel,(l)

2
;

5: Generate ζ uniformly distributed in [0, 1];
6: if ζ ≤ ε then

7: Update P′
( j)
← P′

( j)
+ γ, where γ ∼ N(0, I) ∈ R1×K ;

8: if min P′
( j)
< 0 then

9: Update P′
( j)
← P′

( j)
−min P′

( j)
;

10: end if

11: Normalise P′
( j)
← P′

( j)
/
∑

P′
( j)

;

12: end if
13: end for

14: return P′.

11 ensure that the mutated individual is a legitimate codeword

distribution.

The complexity of the proposed GA aided optimal coding

design is O(G2), where G is the number of generations in

Algorithm 2. The complexity is irrelevant to the level K of

the unary code. Therefore, when a high-level unary code is

adopted for the SWIPT, the GA aided optimal coding design

is capable of substantially reducing the computational com-

plexity. Furthermore, by substituting po f in Algorithm 2 by

pu f , we can readily obtain the optimal codeword distribution

for minimising the battery underflow probability. Moreover,

Algorithm 2 can also be slightly adjusted for solving (P1),

which is omitted here for the page limitation.

VI. Numerical Results

In our simulation, we consider co-located IR and ER as a

SWIPT receiver, whose distance from the SWIPT transmitter

is dE = dI = d = 9.4 m. The path-loss from the SWIPT

transmitter to the receiver is modelled as Ω(d) = GtGr

(
4πd fc

c

)2
,

where the antenna gains are set to Gt = Gr = 1, the carrier

frequency is fc = 800 MHz and c is the speed of the light.

The transmit power of the SWIPT transmitter is set to Pt = 20

dBm, while the sensitivity of the energy harvester is Pth = −30

dBm. Generally, the power of the ambient RF interference on

both IR and ER are σ2
I
= σ2

E
= σ2 varying from −40 dBm to

−25 dBm, since IR and ER are co-located.

A. GA vs ES

First of all, we demonstrate the convergence of the GA aided

coding design and compare its performance to that of the ES

aided counterpart in Fig.5. All the performance of Fig. 5 is

attained by averaging over 50 random results. Observe from

Figs. 5(a) and (b) that the GA aided coding design converges

to the optimality in terms of both Emax(E) and pmin,u f , as the

generation number increases. Furthermore, as shown in Fig.

5(a), after 10 generations, the GA aided coding design with

medium population N = 100 achieves the WPT performance

of Emax(Ê) = 0.3461 energy unit/sign, only 3.1% lower than

that of the ES aided counterpart. Moreover, as shown in Fig.

5(b), the minimum underflow probability pmin,u f = 0.0526 is

attained by the GA with N = 100 after 10 generations, which
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Fig. 5. Convergence of the GA aided coding design with different population
N = {10, 100, 1000, 2000}, where the 4-level unary code is adopted, the
ambient RF interference power is σ2 = −40 dBm and the minimum WIT re-

quirement is Rth = 0.2 bit/sign: (a) The maximum WPT performance Emax(Ê)
with infinite battery capacity and (b) the minimum underflow probability
pmin,u f with finite battery capacity, which is in line with the setting in Section
VI-C.

is 2.6% higher than that of the ES aided counterpart. Since

the low-complexity GA aided coding design achieves almost

the same performance with the ES, the rest of the numerical

results are obtained by invoking GA.

B. Infinite Battery Capacity

We then investigate the SWIPT performance by considering

an infinite battery capacity in Fig. 6, where the WPT perfor-

mance is characterised by the average energy units harvested

from a single received sign. Observe from both Figs. 6(a) and

(b) that the maximum WPT performance Emax(Ê) reduces, as

we increase the WIT requirement Rth. Note that Rth cannot

exceed the channel capacity due to the limited WIT capability

of a specific codeword distribution. For instance, as illustrated

in Fig. 6(a), the maximum WIT capability of 2-level unary

code is 0.47 bit/sign. When we have Rth = 0.47 bit/sign,

the WPT performance reaches its lowest, only 0.111 energy

unit/sign. We may further observe from Fig. 6(a) that the 8-

level unary code has supreme SWIPT performance. Moreover,

observe from Fig. 6(b) that the ambient RF interference power

is helpful for WPT but it is harmful for WIT. For instance,

when we have σ2 = −25 dBm, the highest WPT performance

is achieved, but the WIT performance of the 4-level unary
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Fig. 6. The SWIPT performance with an infinite battery capacity: (a)
(2,4,8)-level unary codes with the ambient RF interference power σ2 = −40
dBm; (b) 4-level unary code with the ambient RF interference power σ2 =

{−25,−30,−35,−40} dBm. The filled markers represent the conventional WIT
coding schemes, which aims for maximising the mutual information of Eq.
(8) by ignoring the QoS requirement of WPT.

code is very limited, which is lower than 0.033 bit/sign.

Furthermore, when Rth is lower than 0.15 bit/sign, the WPT

performance associated with σ2 = −35 dBm is higher than

that with σ2 = −40 dBm. By contrast, if the Rth is between

0.15 and 0.64 bit/sign, the channel having σ2 = −40 dBm is

capable of transferring more energy to the SWIPT receiver.

C. Finite Battery Capacity

We then consider finite battery capacity having Bmax = 2

energy units and Bmin = 0 energy units, while the ER consumes

a single energy unity with a probability of ν = 0.5 within

a sign duration. Observe from Figs. 7(a) and (b) that both

the battery underflow and overflow probabilities increases,

as the WIT requirement becomes stringent. Since the unary

codeword distribution has to be adjusted in order to satisfy

the harsh WIT requirement, the battery underflow and overflow

probabilities are inevitably sacrificed during the coding design.

Furthermore, as illustrated in Fig. 7(a), a higher level of unary

code has higher freedom for the sake of satisfying harsher

WIT requirements and reaching better WPT performance.

Moreover, observe from Fig. 7(b) that when the ambient RF

interference power σ2 becomes higher, the WIT performance

becomes worse, since it impairs the information demodulation
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Fig. 7. The SWIPT performance with a finite battery capacity: (a) (2,4,8)-
level unary codes with the ambient RF interference power σ2 = −40
dBm; (b) 4-level unary code with the ambient RF interference power σ2 =

{−25,−30,−35,−40} dBm. The filled markers represent the conventional WIT
coding schemes, which aims for maximising the mutual information of Eq.
(8) by ignoring the QoS requirement of WPT.

of the IR, while the WPT performance becomes better, since

ambient RF interference provides more energy to the ER.

VII. Conclusion

A unary coded SWIPT transceiver is studied in this paper

by considering practical WIT and WPT channels. The unary

coded transmitter is modelled by a Markov chain having

finite states, which is relied upon for the WIT and WPT

performance analysis. The optimal codeword distribution is

found by exploiting the low-complexity GA for maximising

the average energy harvested from a single received sign

and for minimising the battery overflow/underflow probability,

respectively, by satisfying the minimum requirement of the

information transmission rate. The numerical results demon-

strate the feasibility of the GA aided coding design and they

explicitly characterise the tradeoff between the WIT and the

WPT in the coding level.

Coding controlled SWIPT can be readily implemented in

the upper layer, when physical transmission mechanism of

a practical communication system cannot be customised. In

the future, we will focus our attention on the following

two aspects of the coding controlled SWIPT: 1) an optimal

encoding scheme for mapping original messages onto the
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codewords by considering data compression, distortion and

SWIPT performance; 2) joint design of coding and modulation

for SWIPT, when M-QAM is conceived.

Appendix A

Proof of Lemma 1

The Markov chain of Fig. 2 transits from the state S i to S i+1

due to the coding principle of the unary encoder. By contrast,

the transition from the state S i to the sign Yi is induced by

the imperfect information transmission in the WIT channel

of Fig. 1. Obviously, the transition process from the state S i

to the state S i+1 is physically uncorrelated to the transition

process from the state S i to Yi, which can be expressed as the

following equality2:

p(yi, si+1|si) = p(yi|si) · p(si+1|si). (22)

Moreover, the conditional probability p(yi, si+1|si) can be fur-

ther expressed as

p(yi, si+1|si) = p(yi|si+1, si) · p(si+1|si) = p(yi|si) · p(si+1|si),

(23)

where the second equality is derived by substituting Eq. (22)

into Eq. (23). Therefore we have p(yi|si+1, si) = p(yi|si). By

multiplying p(si) on both sides of this equation and summing

them over all possible values of si, we may derive the

following equalities3

∑

si

p(yi|si+1, si) · p(si) =
∑

si

p(yi|si) · p(si)

⇒
∑

si

p(yi, si|si+1) =
∑

si

p(yi, si)⇒ p(yi|si+1) = p(yi)

⇒ p(yi|si+1) · p(si+1) = p(yi) · p(si+1)

⇒ p(yi, si+1) = p(yi) · p(si+1), (24)

which demonstrates that the random event Yi = yi is indepen-

dent of the random event S i+1 = si+1.

We may further prove that the channel output signs

{Y1, · · · , Yi−1} are all uncorrelated to the state S i+1. Firstly,

{Y1, · · · , Yi−1} only depends on the corresponding states

{S 1, · · · , S i−1} at the same instants. Secondly, when S i is given,

the state S i+1 only depends on S i but it is independent of all the

previous states due to the Markov property. Therefore, Lemma

1 is proved.

Appendix B

Proof of Lemma 2

The basic principle of proving this lemma is to find the

inequalities of {p(S i = si|Yi+n = yi+n) , p(S i = si)|n =
1, 2, · · · , }, where si ∈ {0, 1, · · · , 2k − 1} and yi+n ∈ {0, 1}.

1) We first prove that the random event S i = si depends on

the random event Yi+1 = yi+1.

The joint probability of these two random events is

p(si, yi+1) = p(si) · p(yi+1|si). Furthermore, the probability of

2The capital letter S i represents a random variable and si represents a
possible value of this random variable.

3 p(si) is the probability of the Markov state machine staying at the state
si. When the Markov chain becomes stationary, we have p(si) = πsi

.

the random event Yi+1 = yi+1 occurring is p(yi+1) =
∑

si
p(si) ·

p(yi+1|si). Therefore, the conditional probability p(si|yi+1) can

be obtained as

p(si|yi+1) =
p(si, yi+1)

p(yi+1)
=

p(si) · p(yi+1|si)∑
si

p(si) · p(yi+1|si)
. (25)

When yi+1 = 1, the conditional probability p(yi+1 = 1|si) of

the WIT channel is expressed as

p(yi+1 = 1|si) = qsi
· (1 − ωI) + (1 − qsi

) · ωI , (26)

where qsi
is the transition probability from the state si to

(si + 1), which is also the probability of the unary encoder

inputting a sign ‘1’ to the WIT channel. This sign ‘1’ then

has a probability of (1 − ωI) to be unchanged by the WIT

channel. Moreover, the probability of a sign ‘0’ being input

to the WIT channel is (1 − qsi
), while this sign is changed to

sign ‘1’ with a probability of ωI . Substituting Eq. (26) into

(25), we have

p(si|yi+1 = 1) =
p(si) · (qsi

− 2qsi
ωI + ωI)∑

si
p(si) · (qsi

− 2qsi
ωI + ωI)

. (27)

Observe from Eq. (27) that {qsi
= q|si = 0, 1, · · · ,K − 1} is a

feasible solution to let p(si|yi+1 = 1) = p(si), where q ∈ [0, 1]

is an arbitrary constant. Otherwise, we have p(si|yi+1 = 1) ,

p(si).

When yi+1 = 0, the conditional probability p(yi=1 = 0|si) of

the WIT channel is expressed as

p(yi=1 = 0|si) = qsi
ωI + (1 − qsi

)(1 − ωI). (28)

This is because the unary encoder inputs a sign ‘1’ to the WIT

channel, when the Markov chain of Fig. 2 transits from si to

si+1 with a probability of qsi
. This sign ‘1’ has a probability

of ωI to be changed to ‘0’ by the WIT channel. Moreover,

the probability of a sign ‘0’ being input is (1− qsi
), while this

sign is unchanged by the WIT channel with a probability of

(1 − ωI). Substituting Eq. (28) into (25), we have

p(si|yi+1 = 0) =
p(si) · [qsi

ωI + (1 − qsi
)(1 − ωI)]∑

si
p(si) · [qsi

ωI + (1 − qsi
)(1 − ωI )]

. (29)

Observe from both Eqs. (27) and (29) that {qsi
= q|si =

0, 1, · · · ,K − 1} is a feasible solution to simultaneously let

p(si|yi+1 = 1) = p(si) and p(si|yi+1 = 0) = p(si), which

indicates that the random event S i = si is independent of

Yi+1 = yi+1. Otherwise, S i = si and Yi+1 = yi+1 are correlated

with each other, since we have p(si|yi+1) , p(si).

2) We then prove that the random event S i = si depends on

the random event Yi+2 = yi+2:

The joint probability of these two random events is

p(si, yi+2) =
∑

si+1

∑
si+2

p(si, si+1, si+2) · p(yi+2|si, si+1, si+2). Fur-

thermore, the probability of the random event Yi+2 = yi+2

occurring is p(yi+2) =
∑

si
p(si, yi+2). Therefore, the conditional

probability p(si|yi+2) can be obtained as

p(si|yi+2) =
p(si, yi+2)

p(yi+2)
=

p(si, yi+2)∑
si

p(si, yi+2)
. (30)

When the output sign of the WIT channel at the (i + 2)-th

instant is yi+2 = 1, the joint probability p(si, yi+2 = 1) can be
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formulated as

p(si, yi+2 = 1) = p(si, si + 1, si + 2)p(yi+2 = 1|si, si + 1, si + 2)

+ p(si, si + 1, 0)p(yi+2 = 1|si, si + 1, 0)

+ p(si, 0, 1)p(yi+2 = 1|si, 0, 1)

+ p(si, 0, 0)p(yi+2 = 1|si, 0, 0)

= p(si)
{
(1 − ωI)[qsi

qsi+1 + (1 − qsi
)q0]

+ωI[qsi
(1 − qsi+1) + (1 − qsi

)(1 − q0)]
}
. (31)

This is because when si+2 , 0, the unary encoder inputs

a sign ‘1’ to the WIT channel, which is unchanged with a

probability of (1 − ωI). When si+2 = 0, a sign ‘0’ is input to

the WIT channel, which is changed with a probability of ωI .

Substituting Eq. (31) into (30), we have

p(si|yi+2 = 1) =
p(si, yi+2 = 1)∑
si

p(si, yi+2 = 1)
. (32)

Observe from Eqs. (31) and (32) that {qsi
= q|si = 0, 1, · · · ,K−

1} is able to let p(si|yi+2 = 1) = p(si), where q ∈ [0, 1] is an

arbitrary constant. Otherwise, we have p(si|yi+2 = 1) , p(si).

When the output sign of the WIT channel at the (i + 2)-th

instant is yi+2 = 0, the joint probability p(si, yi+2 = 0) can be

formulated as

p(si, yi+2 = 0) = p(si, si + 1, si + 2)p(yi+2 = 0|si, si + 1, si + 2)

+ p(si, si + 1, 0)p(yi+2 = 0|si, si + 1, 0)

+ p(si, 0, 1)p(yi+2 = 0|si, 0, 1)

+ p(si, 0, 0)p(yi+2 = 0|si, 0, 0)

= p(si)[qsi
qsi+1ωI + qsi

(1 − qsi+1)(1 − ωI)

+ (1 − qsi
)q0ωI + (1 − qsi

)(1 − q0)(1 − ωI)],

(33)

This is because when si+2 , 0, the unary encoder inputs a

sign ‘1’ to the WIT channel, which is changed to ‘0’ with a

probability of ωI . When si+2 = 0, a sign ‘0’ is input to the

WIT channel, which is unchanged with a probability of ωI .

Substituting Eq. (33) into (30), we have

p(si|yi+2 = 0) =
p(si)[1 − (1 − ωI )(qsi

qsi+1 + q0 − qsi
q0)]∑

si
p(si)[1 − (1 − ωI )(qsi

qsi+1 + q0 − qsi
q0)]
,

(34)

Observe from Eqs. (31) and (32) that {qsi
= q|si = 0, 1, · · · ,K−

1} is also a feasible solution to let p(si|yi+2 = 0) = p(si),

where q ∈ [0, 1] is an arbitrary constant. Otherwise, we have

p(si|yi+2 = 0) , p(si). Therefore, the random event S i = si

and Yi+2 = yi+2 are independent, only if we have {qsi
= q|si =

0, 1, · · · ,K}. Otherwise, they are correlated with each other.

Relying on the similar methodology, we may also prove that

S i = si is correlated with Yi+n = yi+n for ∀n ≥ 1. Furthermore,

{qsi
= q|si = 0, 1, · · · ,K−1} is a feasible solution to let S i = si

simultaneously independent of {Yi+1 = yi+1, Yi+2 = yi+2, · · · }.
Lemma 2 is proved.
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