A review on segmentation of knee articular cartilage: from conventional methods towards deep learning
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Abstract

In this paper, we review the state-of-the-art approaches for knee articular cartilage segmentation from conventional techniques to deep learning (DL) based techniques. Knee articular cartilage segmentation on magnetic resonance (MR) images is of great importance in early diagnosis of osteoarthritis (OA). Besides, segmentation allows estimating the articular cartilage loss rate which is utilised in clinical practice for assessing the disease progression and morphological changes. It has been traditionally applied in quantifying longitudinal knee OA progression pattern to detect and assess the articular cartilage thickness and volume. Topics covered include various image processing algorithms and major features of different segmentation techniques, feature computations and the performance evaluation metrics. This paper is intended to provide researchers with a broad overview of the currently existing methods in the field, as well as to highlight the shortcomings and potential considerations in the application at clinical practice. The survey showed that state-of-the-art techniques based on DL outperform the other segmentation methods. The analysis of the existing methods reveals that integration of DL-based algorithms with other traditional model-based approaches has achieved the best results (mean Dice similarity coefficient (DSC) between 85.8\% and 90\%).
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1. Introduction

Osteoarthritis (OA) is by far the most common musculoskeletal disease and one of the leading causes of pain and functional disability in joints among a middle-aged and elderly population around the globe [1]. Clinically, OA has been characterised by the degenerative and structural changes in joint tissues, including bones and their corresponding cartilages [1]. Knee and hip are joints mostly affected by OA, wherein knee and hip OA have contributed substantial burden to the global disability and health resources [1, 2]. In 2014, the years of life lived with disability estimation, particularly for hip and knee OA, had been ranked the 11th highest contributor of global disability listed by the World Health Organization (WHO) [1]. Apparently, OA is more prevalent in women than in men [1], and its occurrences are expected to escalate due to the ageing of the population and the obesity epidemic in the upcoming decades [3].

Up to the present day, the cure for OA has yet to be discovered and the contributory factors for the development and progression of this disease have yet to be well-understood [4, 5]. In knee and hip OA cases, the advanced stage of OA often results in total knee replacement and total hip replacement surgeries [1, 6]. Notably, the demand for total knee joint replacement surgery (JRS) has been predicted to hike by as much as 673\% by 2030 [7], thus contributing
to a substantial amount of healthcare budget and resources attributable to OA [1]. The costs of the disease have to be considered in terms of hospitalisation [8], healthcare utilisation within the 2-year preceding surgery [9], and JRS [10, 11]. The average direct cost of OA per patient, primarily due to JRS, was estimated to vary from $577 to $811 and from $1,422 to $21,355 in Canada [10] and the United States [11], respectively.

1.1. Imaging modality and articular cartilage quantification

A very wide range of imaging modalities are now available in healthcare and biomedical research in the understanding of OA pathogenesis [12, 13]. Choice of a particular imaging technique depends on the possible role of each modality in recognising various structural changes and different OA-associated tissue damages in knee joint including articular cartilage, synovitis, subchondral bone, and menisci. Computed tomography (CT) offers an excellent three-dimensional visualisation when imaging cortical bone, osteophytes, and soft tissue calcification [12, 13, 14, 15]. However, CT has its limitations; in particular, the patient is exposed to radiation [14, 16] and hence it is not widely used for the early detection of OA [16, 17]. Imaging techniques based on nuclear medicine such as positron emission tomography (PET), scintigraphy, and single-photon emission CT (SPECT) are being used for bone imaging and discriminating between bone and soft tissue [13, 16]. The poor anatomic resolution and the exposure to radiation are the main limitations of these modalities [14, 16]. Ultrasound is another imaging modality that can be used for detecting synovitis, synovial inflammation and hypertrophy in knee OA patients without exposure to the radiation [12, 15, 16] but it is more sensitive to the clinical practices (i.e., operator-dependent) [12]. Moreover, ultrasound does not provide data pertaining to the whole joint [17] and it does not have a significant role in the early detection of OA [17, 18]. Optical coherence tomography (OCT) is another imaging modality that is useful in assessing the disease state and monitoring the thickness changes of articular cartilage in OA patients [12]. Limitation of OCT imaging is that it is an invasive procedure and an operator-dependent technique [12].

Radiography is the most commonly used imaging biomarker for OA in both clinical and epidemiological settings [18, 19]. Radiography enables the direct assessment of the bony structure, such as osteophytes and subchondral cysts, as well as indirect assessment of the articular cartilage using joint space width [18, 19, 20]. Nonetheless, it is incapable of (i) depicting soft tissues; (ii) direct visualisation of cartilage; and (iii) monitoring disease progression sufficiently [20, 21]. The OA is a disease that progresses very slowly and radiography limits the ability to diagnose the presence of structural changes of the whole joint and disease symptoms. This makes radiography infeasible in assessing cartilage loss and to detect small changes of the whole joint for a long period [19, 20].

Among various imaging modalities mentioned above, an ideal imaging modality should: (1) visualize the whole joint structure, including direct visualization of bone and cartilage three-dimensionally, (2) discriminate various tissue types with a higher anatomical resolution, (3) be highly sensitive to structural changes in OA patients without exposure to radiation, and (4) be non-invasive. Magnetic resonance imaging (MRI) can be used in the detection of OA in symptomatic patients fulfilling many of these criteria [22]. MRI is usually the modality of choice for structural analysis and quantification of changes in the whole joint and specifically cartilage tissues, and additionally permits better visualisation of cartilage morphology [18, 19]. Further, MRI offers a high contrast of soft tissues for assessment of cartilage damage and is substantially accurate and sensitive to morphological changes [19, 21]. Thus, MRI can directly visualise the cartilage and enables semi-quantitative and quantitative morphologic assessments of cartilage [18, 19].

Different magnetic resonance (MR) sequences are used for qualitative evaluation or morphological assessment of the cartilage [18, 22]. Table 1 reports the most adopted MR sequences for morphological assessment of cartilage and bone including qualitative and quantitative evaluations along with their strengths and drawbacks. Various MRI parameters affect the contrast level between synovial fluid and cartilage. Fat suppression (FS) is a technique that allows an excellent depiction of cartilaginous defects and provides a high contrast at bone-cartilage interface (BCI) [22]. The most common musculoskeletal clinical imaging techniques are widespread on MRIs, such as proton density (PD) weighted, T1-, and T2-weighted with fat-suppressed imaging that is used in the morphological assessment of knee articular cartilage [12, 18, 22]. The strength of the magnetic field in knee MRIs is another influencing factor that can contribute to improved clinical performance because of the higher signal-to-noise ratio (SNR) of an MR scanner. Theoretically, SNR is approximately linearly related to the magnetic field strength [23]. Higher SNR and increased contrast of the cartilage tissue to surrounding tissues, such as the bone, meniscus, and synovial fluid, is observed at 3-Tesla (3.0 T) MR scanner than that of an MR scanner with the most commonly used 1.5 T magnetic field strength in clinical standard [23, 24]. The use of an MR sequence with higher magnetic is believed to result in
an improved MR-derived structural and morphological detectability for the articular cartilage and allows an accurate assessment of cartilage volume and thickness [25, 24]. Recently, ultra-high-field 7T MRIs of the knee has received considerable attention to hasten early detection of damaged cartilage [24, 26]; however, there are some technical challenges including larger B1 inhomogeneity, transmitted RF energy, and excessive heating of tissue [24]. In general, 3D spoiled gradient-echo (SPGR) imaging is the standard imaging technique for an accurate quantitative assessment of knee articular cartilage [22, 27]. In addition, SPGR-type imaging achieves a high resolution 3D images, providing a high SNR, shorter acquisition time, and better synovial fluid-cartilage contrast [22].

Table 1: Different MR sequences for cartilage quantification adopted from [18, 22]. Acronyms are from left to right (in order of appearance): two-dimensional (2D), proton-density (PD), fast spin-echo (FSE), partial volume effect (PVE), three-dimensional (3D), signal-to-noise ratio (SNR), knee osteoarthritis (KOA), sampling perfection with application-optimized contrast using different flip-angle evolutions (SPACE), spoiled gradient-echo (SPGR), bone cartilage interface (BCI), dual-echo steady-state (DESS), balanced steady-state free precession pulse (bSSFP), driven equilibrium Fourier transform (DEFT).

<table>
<thead>
<tr>
<th>MR sequence</th>
<th>Usage</th>
<th>Type of information</th>
<th>Strength</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualitative</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D PD FSE</td>
<td>2D cartilage imaging</td>
<td>Cartilage signal intensity</td>
<td>High contrast between synovial fluid and cartilage, short scan time</td>
<td>Anisotropic voxels, section gaps, PVE</td>
</tr>
<tr>
<td>3D FSE</td>
<td>3D cartilage imaging</td>
<td>Cartilage thickness</td>
<td>Isotropic resolution, low possibility for PVE, high SNR</td>
<td>Not yet applied in KOA trials, edge blurring</td>
</tr>
<tr>
<td>3D FSE SPACE</td>
<td>3D bone imaging</td>
<td>Subchondral lesions characterization</td>
<td>Isotropic resolution, high SNR</td>
<td>Long scan time, not yet validated for assessment of cartilage lesions</td>
</tr>
<tr>
<td>Quantitative</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1-3D SPGR</td>
<td>3D cartilage imaging</td>
<td>Cartilage volume</td>
<td>Isotropic resolution, low possibility for PVE, suitable for cartilage imaging, good contrast of BCI in 3D</td>
<td>Long scan time, unable to assess marrow abnormalities, poor contrast between synovial fluid and cartilage</td>
</tr>
<tr>
<td>3D DESS</td>
<td>3D cartilage imaging</td>
<td>Cartilage volume</td>
<td>High contrast between synovial fluid and cartilage, short scan time, high SNR, isotropic resolution, the low possibility for PVE, allows total cartilage representation</td>
<td>Unable to assess marrow abnormalities, high sensitivity to artefacts</td>
</tr>
</tbody>
</table>

Continued...
<table>
<thead>
<tr>
<th>MR sequence</th>
<th>Usage</th>
<th>Type of information</th>
<th>Strength</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D bSSFP</td>
<td>3D cartilage and bone imaging</td>
<td>Area of cartilage surface and subchondral bone, cartilage thickness</td>
<td>High SNR, high contrast between synovial fluid and cartilage, suitable for ligaments and menisci imaging, isotropic resolution, low possibility for PVE</td>
<td>Not yet applied in KOA trials</td>
</tr>
<tr>
<td>3D DEFT</td>
<td>N/A</td>
<td>The denuded area</td>
<td>Diagnostic performance similar to 2D FSE and SPGR sequences, high contrast between synovial fluid and cartilage</td>
<td>Long scan time, unable to assess marrow abnormalities, not yet utilized in KOA assessment</td>
</tr>
</tbody>
</table>

Semi-quantitative morphometric assessments are performed via commonly used scoring systems, such as the Knee Osteoarthritis Scoring Systems (KOSS) [28], the Boston Leeds Osteoarthritis Knee Score (BLOKS) [29], MRI Osteoarthritis Knee Score (MOAKS) [30], and the Whole-Organ MRI Score (WORMS) [31]. On the other hand, quantitative morphometric techniques exploit the three-dimensional (3D) MRI data to assess the parameters of cartilage tissue, such as volume of the cartilage (VC), area of the cartilage surface, total area of the subchondral bone (tAB) and cartilage thickness (ThC) as an OA biomarker, to evaluate the severity and the progression of OA [5, 18, 19, 32].

To obtain the above quantitative measures, the BCI and the relevant cartilage surface need to be segmented by a trained observer with assistance from specialised image analysis software to compute the articular cartilage morphometric parameters [5, 18, 33]. Nevertheless, regardless of the competence of the trained readers or the capability of segmentation software, the process of manual/semi-automatic segmentation technique is rather intricate and time-consuming [18], mainly due to several factors. Two essential considerations, particularly for longitudinal assessment of the knee compartment morphology, are the variation of knee position and the spatial resolution (section thickness, in-plane resolution) during serial acquisitions [5, 33]. In addition to spatial resolution variations, the contrast level of inter-cartilage structures (i.e., “abutting cartilage surfaces”) and its contrast with adjacent structures (synovial fluid, synovial tissue, intra-articular fat, and menisci) are some challenges in delineating the different interfaces with single contrast MRI sequences [33]. After eliciting these challenges, Kumar et al. [23] listed some other challenges in detail, such as articular cartilage structure, the modality of MRI sequences, magnetic field strength, and image artefacts.

Figure 1 illustrates a general pipeline of quantitative measurement of cartilage in both clinical and research settings. The procedure includes MRIs acquisition, pre-processing of MRI data via image processing techniques (noise removal, normalisation, etc.), extracting cartilage surface manually or automatically with advanced image analysis tools, quantitative measurement of cartilage thickness and volume, and finally, grading the severity of OA and disease status. The estimation of VC (i.e., the volume of cartilage) is computed from the product of cartilage surface area and cartilage thickness [5, 32]. Therefore, an accurate and robust segmentation technique of cartilage surface from MRI is a prerequisite in measuring changes in cartilage morphology.

1.2. Related work

Multiple reviews have focused on quantitative assessment and segmentation of articular cartilage morphology using MRI. The first review in the field was done by Eckstein et al. [5] targeting at the morphological assessment of cartilage and it was limited to several semi-automatic segmentation techniques with limited detail. Peterfy et al. [33] gave a state-of-the-art review of MRI protocols for whole-organ assessment of knee cartilage. They discussed the impact of various factors and some essential considerations, such as in-plane acquisition, section plane selection, as well as image quality in the optimal delineation of articular cartilage and its morphological assessment. In 2011, Roemer et al. [18] presented a comprehensive review of the role of different imaging modalities in semi-quantitative
and quantitative assessments of articular cartilage. These studies mainly focused on MRI modality and morphological assessments, instead of segmentation techniques.

A number of review articles on knee joint segmentation have been published in recent years [35, 36, 37, 38]. Aprovitola and Gallo [35] and Zhang et al. [38] looked into knee bone segmentation, whereas only Zhang et al. [38] covered segmentation strategies of articular cartilage, but without a quantitative comparison of the methods. Other work in knee articular cartilage segmentation probed into segmentation strategies based on the level of automation and only covered a subset of methods [23, 37]. Kumar et al. [23] quantitatively reviewed semi-automatic and automatic methods in summary tables with limited detail and scope but lacked an analysis of results. Due to the recent advances in medical image analysis using deep learning (DL) [39], it has become a popular method for feature representation for automated segmentation of knee articular cartilage. In this way, one can learn the features from raw data without the need of a hand-crafted feature extraction technique [40]. Nevertheless, to the best of the authors’ knowledge, no review article has covered DL methods applied on knee joint automatic segmentation.

1.3. Review process

A significant body of work has been published in the area of knee articular cartilage segmentation, and it is not easy to review without adopting a systematic approach to narrow down the most relevant work related to this topic. This section explains the system adopted for this purpose. Although there are many related surveys as discussed in Section 1.2, the most recent ones are the work by Kumar et al. [23] and Kubicek et al. [37], in which different techniques for the knee articular cartilage segmentation are reviewed based on automation level. However, their surveys differ from ours in the following two aspects: (i) they have not provided a comprehensive survey on all available methods applied on knee articular cartilage segmentation. (ii) In addition, DL methods are not explicitly explained and not included in [23, 37], and this is one of the key contributions of our survey. Figure 2 depicts a taxonomy of knee articular cartilage segmentation method obtained from our review process. We have classified and discussed each category in the following sections.

Following databases were used during the review: IEEE Xplore, PubMed, Scopus, Science Direct, ISI Web of Knowledge, and Google Scholar. The search term used was “Knee articular cartilage” AND (“Magnetic resonance imaging” OR “MRI”) AND “Segmentation”. We included the articles published in peer-reviewed journals, book chapters, conferences and symposiums. Additionally, we examined the reference lists of the selected publications, and the related work was included in order to retrieve other relevant publications. We excluded some articles based on the titles that were not relevant to our study. After removing duplicate entries and considering only the extended version of articles, the review has resulted in a total of 112 studies. Figure 3 shows the four-step process used to identify articles based on inclusion-exclusion criteria. Our study covered related work from the year 1994 till now.
1.4. Contributions and organization of this article

The contributions of this study are given as follows:

1. This paper presents an extended analysis of articular cartilage segmentation methods and takes it to the next level of details with a focus on algorithmic aspects by breaking down the methods into their building blocks.
2. Compared to other surveys, this is the first survey which covers the application of DL techniques for the knee cartilage segmentation problem.
3. Unlike other studies, we do not limit ourselves on the presentation of reviewed studies, but also present the quantitative results and compare them to determine their potentials and limitations.
4. Finally, specifically with learning-based approaches, we believe that feature extraction plays a significant role as it influences the learning process significantly. Unlike other studies, we have devoted a separate section on learning-based techniques to provide a detailed description of the related methods and to discuss the topic thoroughly.

The rest of this review is divided into three sections. Section 2 presents an overview of the existing methods used for knee articular cartilage segmentation. This section also explains briefly on datasets used and abbreviation used in this work. Section 3 reviews the most commonly used algorithms in knee joint segmentation, including DL methods in Section 3.6.2. Based on the existing approaches, Section 4 discusses potential future directions related to knee joint segmentation together with concluding remarks.

2. Overview

Over the past 25 years, medical image analysis techniques have been one of the most popular research topics in the field of computer vision. A substantial number of methods have been proposed for accurate delineation and quantification of knee articular cartilage. This section presents an overview of the segmentation methods that have been introduced to achieve this goal. As shown in Figure 4, this survey covers conventional techniques like region-growing to model state-of-the-arts, DL-based techniques. Segmentation methods based on the required user interaction could be categorised into: interactive; semi-automatic; or fully automatic. These techniques have been described in the subsequent sections.
The conventional segmentation strategies are simple yet often useful methods that segment images based on homogeneity of intensity/texture and similarity criterion in a region [41]. Conventional segmentation methods are based on the idea that objects have quantifiable attributes, such as pixel intensity and gradient magnitude information (i.e., edge information). Such segmentation techniques can be categorised into region-growing, edge-based, and Watershed transform (WST) techniques. In 1994, Peterfy et al. [42] tested region-growing method for segmentation of articular cartilage to assess inter- and intra-observer reproducibility, and to validate MRI-based quantification. Concurrently, several other studies began using edge-based [43] and WST [44] segmentation methods using edge data as the criterion to segment articular cartilage. Active contour models (ACMs) [45] and active shape models (ASMs) [46] which were also introduced at the same time, are by far the most often used methods to segment articular cartilage. The application of ACMs and ASMs is considered as model-driven techniques that integrated high-level knowledge, such as variation in shape and appearance [47, 41].

One popular approach for segmentation of articular cartilage is graph-cuts (Gcuts) that are commonly applied for automatic or semi-automatic segmentation. In 2008, Gcuts were used for semi-automatic segmentation of articular cartilage [48]. Atlas-based segmentation is another popular method widely used in this domain [49]. With the rising popularity of machine learning techniques in medical image classification and segmentation, much of the literature has been focused on classification algorithms to discriminate cartilage pixel/voxel from non-cartilage one. In 2005, $k$-nearest neighbor ($k$NN) was employed to classify cartilage voxels [50]. More recently, with advances in DL, some studies have proposed the use of deep convolutional neural networks (CNNs) for knee tissue segmentation to automatically learn features. Before the segmentation methods are reviewed in Section 3 in detail, a brief description of datasets and performance metrics used for evaluation are provided in the following paragraphs.

A comparison of the different segmentation methods is not a trivial task. There are a few publicly available databases manually labelled and they are to be served as ground truth data. However, some authors have used their own “in-house” MRIs for evaluation, which make the quantitative comparison of studies infeasible. As we have noticed from the reviewed articles, Medical Image Analysis for the Clinics (MICCAI) challenge on Segmentation of
Knee Images 2010 (SKI10)\(^1\) and the Osteoarthritis Initiative (OAI)\(^2\) are the most frequently used public databases. In this paper, we review the state-of-the-art approaches for knee articular cartilage segmentation with a focus on the application of these algorithms and their performances in these two public datasets. MICCAI challenge in knee structure segmentation has been introduced \([51]\) to allow the participants in the challenge to compare the overall strategies in terms of average segmentation error for each structure (i.e., bone and cartilage) independently.

Apart from the difference in the used database, the results are evaluated and presented in different ways in the reviewed papers. Moreover, there is no standard measure for evaluation, thus the segmentation results are reported using different evaluation metrics. Based on the analysis of literature, most of these evaluation metrics are based on either the distance or volume overlap. The most common quantitative measures used for knee MRI segmentation methods are tabulated below as shown in Table 2. The most commonly used evaluation measure among those based on volume overlap, is Dice similarity coefficient (DSC) \([52]\). For this reason, regardless of the dataset used, DSC is the main criterion for comparison in this work. The root-mean-square symmetric surface distance (RMSD), volume difference (VD), and volume overlap error (VOE) metrics from MICCAI scoring system \([53]\) are used for bone and cartilage segmentation. Other metrics are also used to evaluate the accuracy of knee cartilage segmentation algorithm such as specificity (SP) and sensitivity (SN). Some metrics used in this article rely on distance measure to compute how far the boundaries of segmentation results are from the ground truth such as the Hausdorff distance (HD). Distance measures are provided in millimetres (mm). Throughout the reviewed literature, the term reproducible usually tends to be used to examine the results under same circumstances, which means whether the measurement of a phenomenon is the same upon repeating a specific procedure or not. Root-mean-square error (RMSE) and coefficient of variation (CV) are two main metrics used to measure the reproducibility of segmentation algorithms \([19]\). These measurements can be calculated on the following knee compartments which are abbreviated using symbols as listed below in Table 3.

Figure 5 shows a typical T1-weighted MRI obtained from one patient and the corresponding segmentation of articular cartilage surfaces from two views (medial and lateral sides) of the same patient is presented in Figure 6.

Table 2: A summary of popular quantitative measure for knee articular cartilage segmentation and their mathematical formulation. Within the following formulas, \(A\) denotes the manual segmentation results by experienced radiologists is used as gold standard to be compared to the segmentation results obtained by the algorithm, \(B\); \(\partial A\) and \(\partial B\) are the surface of objects of the gold standard and segmentation algorithm, respectively; \(n_{\partial A}\) and \(n_{\partial B}\) are the number of voxels on the surface of \(A\) and \(B\); \(V\) and \(d(a,\partial B)\) denote a volume and the nearest Euclidean distance of a surface point \(a\) on \(\partial A\) to the boundary \(\partial B\); acronyms are: false positives (FP), true positives (TP), false negatives (FN), true negatives (TN), standard deviation \((\sigma)\), mean \((\mu)\), error between ground truth and segmentation result of the subject \(i\) (\(e_i\)).

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Mathematical description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dice similarity coefficient (DSC)</td>
<td>[DSC = \frac{2V_{\partial A}V_{\partial B}}{V_{\partial A} + V_{\partial B}}]</td>
</tr>
<tr>
<td>Volumetric overlap error (VOE)</td>
<td>[VOE = 100\left(1 - \frac{DSC}{200-DSC}\right)]</td>
</tr>
<tr>
<td>Volumetric difference (VD)</td>
<td>[VD = 100\left(\frac{V_A - V_B}{V_A}\right)]</td>
</tr>
<tr>
<td>Sensitivity (SN)</td>
<td>[SN = \frac{TP}{TP + FN}]</td>
</tr>
<tr>
<td>Specificity (SP)</td>
<td>[SP = \frac{TN}{TN + FP}]</td>
</tr>
<tr>
<td>Hausdorff distance (HD)</td>
<td>[HD = \max{\sup_{a\in\partial A}d(b,a), \sup_{b\in\partial B}d(a,b)}]</td>
</tr>
<tr>
<td>root-mean-square symmetric surface distance (RMSD)</td>
<td>[RMSD = \sqrt{\frac{1}{n_{\partial A}} \sum_{i=1}^{n_{\partial A}} (d(\partial A, \partial B))^2 + \sum_{b\in\partial B} d^2(\partial B, \partial A))]</td>
</tr>
<tr>
<td>Root-mean-square error (RMSE)</td>
<td>[RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{N} e_i^2}]</td>
</tr>
<tr>
<td>coefficient of variation (CV)</td>
<td>[CV = 100\frac{\sigma}{\mu}]</td>
</tr>
</tbody>
</table>

1http://www.ski10.org/
2https://oai.epi-ucsf.org/datarelease/
Table 3: Description of knee compartment notations.

<table>
<thead>
<tr>
<th>Knee bone surface</th>
<th>Symbol</th>
<th>Knee cartilage surface</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Femur bone</td>
<td>bF</td>
<td>Total femoral cartilage</td>
<td>cF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medial femoral cartilage</td>
<td>cMF</td>
</tr>
<tr>
<td>Tibia bone</td>
<td>bT</td>
<td>Total tibial cartilage</td>
<td>cT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medial tibial cartilage</td>
<td>cMT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lateral tibial cartilage</td>
<td>cLT</td>
</tr>
<tr>
<td>Patella bone</td>
<td>bPT</td>
<td>Patellar cartilage</td>
<td>cPT</td>
</tr>
</tbody>
</table>

3. Knee articular cartilage segmentation methods

This section discusses the most commonly used techniques in knee articular cartilage segmentation, dividing them into six categories (see Figure 2).

3.1. Conventional segmentation methods

Conventional segmentation strategies, such as region-growing, Watershed transform, and edge-based, have been mostly performed in an interactive and slice-wise scheme. As explained in Section 2, object segmentation is mostly performed based on some common criteria such as homogeneity of intensity/texture in a region. Conventional segmentation strategies integrate data and domain knowledge for the segmentation process. Domain knowledge (i.e., information about the object to be segmented) is integrated interactively into conventional segmentation techniques [41]. Most of these methods requires an intermediate level of user interaction (i.e., semi-automatic).

According to the previously done review in [54], conventional segmentation strategies fall into the same category of thresholding-based algorithms. Note that a similar grouping strategy was adapted to categorise the knee articular cartilage segmentation methodologies in this paper.

3.1.1. Region-growing

This method extracts connected regions, and groups pixels into a larger region based on a predefined similarity criterion [41, 55]. Similarity criterion is based on the homogeneity of features, such as grey-level intensity, texture, and edge [47, 55]. An initialisation point for segmentation, known as a seed point, is manually placed by a user to extract all pixels (regions) connected to the initial seed point to fulfil the predefined criteria (i.e., a homogeneity condition) and merge them based on the similarity criteria [47, 56]. The idea is to expand the seeded region by merging and classifying the neighbouring pixels into regions [41].

A number of early studies adopted seeded region-growing [57] to delineate cartilage area [58, 59, 60, 61, 62, 63, 64, 65, 66], whereby the seed point is placed manually in the centre of the cartilage. Although this technique has been widely used in the past two decades, it is prone to the local variation of intensity. Pakin et al. [66] conducted region-growing, followed by voxel labelling as cartilage/non-cartilage (i.e., two-class intensity-based local clustering), and then, 3D deformable models for cartilage separation to tackle the issue of intensity inhomogeneity. Although region-growing segmentation is interactively performed either in the form of manual initialisation or cartilage border delineation, inclusion of prior anatomical knowledge, such as the closeness of cartilage and bone tissue, helps to minimise user interaction in the extraction of initial cartilage. For instance, 3D Euclidean distance transform (EDT) from the femur and tibia bone (bT) regions were computed to extract the boundary of the cartilage [65, 66].

Nonetheless, leakage of intensity to the background due to noise and low contrast between the anatomical structures are some drawbacks that may constrain the initialisation of segmentation, thus making segmentation rely on various parameters. To solve these shortcomings, Tamez-Peña et al. [67] analysed region-growing and region merging via Mumford-Shah optimisation variational approach [68]. In this method, a cost function is defined to initialise the parameters for the region-growing algorithm so that the optimisation process ends with lower minima of the cost function.
Figure 5: A sample knee MRI obtained with spoiled gradient-echo (SPGR) sequences with water excitation (WE) is shown as (A) sagittal view; (B) axial view; (C) coronal view; (D) coronal view with corresponding manual anatomical labels. The colours for the manual labels correspond to the different knee bone and articular cartilage compartments: The medial tibial cartilage (cMT) labelled blue, lateral tibial cartilage (cLT) labelled green, medial femoral cartilage (cMF) and lateral femoral cartilage (cLF) labelled yellow and red, respectively. Knee bones marked as femur bone (bF), tibia bone (bT), and patella bone (bPT). Copyright 2014 by the Best Practice & Research Clinical Rheumatology. Reprinted and adapted with permission from [16].

3.1.2. Watershed-transform (WST)

Watershed-transform (WST) is a hybrid method that incorporates image gradient information (i.e., edges) and mathematical morphology as the criteria to separate articular cartilage from its surrounding tissues [44, 69]. WST can be applied to an intensity image or gradient magnitude image, in which the value of gradient magnitude is treated as the height or altitude [41]. The intuitive idea underlying this method is that different regions in an image are assumed to be catchment basins (i.e., the local minimum in the image plane), which get flooded with water (i.e., grey level value) [41, 70].

The immersion-based WST is a primary approach to implement WST segmentation [71]. This algorithm is based on immersing slowly the local minimum points (i.e., pixels with minimum intensity or gradient magnitude in a basin) into water. The rising water in the basin is merged with the segment from its surrounding basins so that the points with the highest gradient magnitude (i.e., edges) will stop the immersion process. This procedure results in a region surrounded by the object boundary. Gosh et al. [44, 72, 73] successfully applied the immersion-based WST segmentation technique to differentiate OA population from healthy subjects and to minimise user interactions compared to region-growing techniques. The algorithm is performed with varied pixel intensity, spatial proximity, detection of local minima, and clustering. First, low-pass filtering is applied on images to correct the intensity inhomogeneities. Next, WST segmentation is used to generate the cartilage boundary. In 2004, Grau et al. [69] proposed a modification to the conventional WST algorithm by including the variance of class probabilities between two neighbouring pixels as the prior knowledge in WST. The user manually places one marker for each of the three classes (i.e., bone, carti-
The sagittal view of knee MRI is visualised on both (A) medial and (B) lateral sides. Each colour represents a specific knee articular cartilage plate: the medial tibial cartilage (cMT) labelled blue, lateral tibial cartilage (cLT) labelled green, medial femoral cartilage (cMF) labelled yellow, lateral femoral cartilage (cLF) labelled red, femoral trochlear cartilage labelled turquoise, and patellar cartilage (cPT) labelled magenta. Copyright 2014 by the Best Practice & Research Clinical Rheumatology. Reprinted with permission from [16].

The issue of over-segmentation while using WST is also worthwhile to be explored. Image noise and sensitivity to the local variation of intensity necessitate image pre-processing and post-processing to decrease the risk of over-segmentation. Ghosh et al. [44, 72, 73] utilised an intensity-based connectivity cross-correlation to minimise over-segmentation artefacts. Fluctuation in the gradient magnitude image can cause over-segmentation. A few methods have been proposed to address these issues; among them, Grau et al. [69] applied several local minima gradient points as markers to propagate the labelling process of the neighbouring pixels, wherein the local minima of neighbouring pixels contribute to a kind of arbitrary assignment of labels. This may cause biased segmentation. Hence, an algorithm that visits the neighbouring voxels in an invariant order (i.e., order-invariant) might be a feasible approach to address the issue of biased segmentation results. Besides, the pre-processing steps, such as geodesic reconstruction, can address over-segmentation problem [70]. In 2006, the method proposed in [75] has corrected the voxel-wise classification by combining the posterior probability map of the classification step with WST.

3.1.3. Edge-based

Edge-based algorithms refer to another category of conventional segmentation techniques, in which the gradient magnitude of intensity can separate various textures. Most of the segmentation techniques based on edge detection are rarely applied alone but are used in conjunction with other methods. These methods are generally composed of three steps: pre-processing, edge detection, and post-processing. Therefore, potential pre-processing and post-processing steps have received much attention in edge-based techniques. The pre-processing step is responsible for cleaning the MRIs from noise and artefacts. Among different edge detection algorithms, Canny edge detector [76] has been widely used to delineate cartilage boundaries using the gradient magnitude. Edge detection significantly reduces the size of image data and filters out useless data (i.e., noise influence). Nevertheless, discontinuities may occur within the potential edge pixels due to the high gradients of noise, which necessitates one to correct object boundaries manually in the post-processing step. Boundaries can be corrected by applying spline curve fitting or morphological operators to connect cartilage discontinuities. Swamy and Holi [77, 78] proposed an edge-based method for cartilage segmentation that starts with image pre-processing. First, median filtering was performed to remove noise from MRI. Second, upon detecting edges via Canny edge detection, control points are manually placed on knee cartilage boundary to mark the inner and outer regions of the articular cartilage. The B-spline curve-fitting method is used to interpolate the salient points.

In some other frameworks [79, 80], noise reduction and region-of-interest (ROI) detection are performed simulta-
neously. The pre-processing step selects the ROI by excluding regions with less informative contents. Cartilage edges can be enhanced by using various noise reduction methods. For instance, anisotropic diffusion algorithm, Laplacian of Gaussian (LoG), and median filtering have been employed in [78, 81, 82] prior to edge-detection. Bezier spline curve fitting was initiated by placing control points within the cartilage area. Rays vertical to the spline on the control points were followed to determine bone cartilage boundary (as shown in Figure 7) [81].

Alternatively, both inner and outer boundaries of cartilage can be extracted via radii (radial) search in some studies instead of using conventional edge detectors [83, 84, 85, 86, 87, 88]. For instance, a radial search method was performed to segment the articular cartilage area in [68]. First, a threshold value is selected, and then the algorithm is used by placing a reference point $O$ at the centre of the femur bone along a horizontal line, called radial line, from the origin point, as illustrated in Figure 7. Radius $r$ with a particular length is determined by a vector that begins from the reference point with angle $\theta$ from the horizontal axis to seek femur-cartilage interface (i.e., inner boundary) [84]. The coordinates and the intensity of the points along the vector are determined, and the procedure is repeated for a predefined number of radial lines and increasing angle $\theta$ each time to cover the entire femur condyle. A similar process is applied in the reverse direction to search for cartilage-synovial interface (i.e., outer boundary) (see Figure 7(b)). The angle is increased from zero to the maximum degree that covers the weight-bearing region of cartilage (see Figure 7(a)). A similar approach was applied for knee bone segmentation in [89].

A drawback of this method is due to the complicated thresholding mechanism used to create intensity profiles, especially within the soft tissue regions. This is due to the similarity of contrast levels between inter-cartilage structures and adjacent structures. Liukkonen et al. [88] applied surface-to-surface penalty contact enforcement between different surfaces to solve the problem. Nevertheless, this method is inapplicable for patients with OA due to intensity tuning and boundary discontinuities in defected cartilage areas. However, conventional algorithms have been used in a number of studies for automated segmentation of symptomatic knee OA with defected cartilage surfaces [89, 90, 91].

Most of the conventional segmentation methods highlighted the fact that there are still improvements to be made to reach clinically acceptable results despite the simple procedure of these algorithms and thereof computationally efficient operations. This is mainly due to their dependence on the threshold (global or spatial varying) value and post-processing [54]. Finding a proper threshold value or the use of single threshold (i.e, hard thresholding) can be the major reason of segmentation error due to the random noise and artefacts, intensity inhomogeneities, and partial volume effect (PVE) [54]. All these problems make the articular cartilage segmentation in knee MRIs of osteoarthritic patients a challenging problem. However, there are some research efforts to combine simple thresholding methods with other methods to develop more sophisticated segmentation algorithms. In 2010, Dodin et al. [89] reported a slightly more advanced two-level (bright and dark tissue intensity levels) spatial gradient projection thresholding-based method to automatically segment cartilaginous soft tissues from bony and other non-interest tissues. The proposed algorithm used Otsu thresholding algorithm [92] to compute the separation threshold based on a mixture of two Gaussian distribution models defined for intensity level and texture homogeneity of bright and dark tissues. Dodin et al. [89] tested their proposed method namely texture analysis with osteoarthritic knee MRI and validated the stability.
of the segmentation method in two time-points. They demonstrated that their texture analysis method can automatically identify the pathological changes in patients with OA by separating the cartilage tissue from synovial fluid [89].

Another successful approach to overcome the issue of uncertain intensity boundaries in segmenting the pathological knee MRIs was proposed by Kubicek et al. [90, 91]. In their multiregional fuzzy thresholding approach, a membership function is defined for pixels whose intensity values are within a region (i.e., within the same tissue) [90]. Fuzzy (soft) thresholding method had been previously proposed in [93] in which fuzzy c-means clustering (FCM) [94] is used to obtain the centroids of the clusters. Then, the memberships of each pixel within the region (i.e., clusters in this case) are aggregated to obtain the desired region as a homogeneous area [93].

In order to obtain meaningful segments, domain knowledge should be integrated into the basic algorithms through user interaction and model-driven approaches (such as ACMs and ASMs). A few of them are reviewed in the following section.

3.2. Active contour models

The active contour models (ACMs) or deformable models are widely used in medical image segmentation [95], as well as articular cartilage segmentation and quantification [96]. ACMs are deformable curves used to depict the outline of objects based on the intensity gradient information [41]. ACMs allow utilising image data, shape, appearance, and spatial information of anatomical structures [95]. As a first step in the ACM, the localisation of the cartilage surface starts with a drawn closed curve in the vicinity of articular cartilage region. Next, the curve deformation procedure starts warping based on energy function and this process continues deforming until the deformable model converges to the final segmentation result [47, 96].

ACMs can be represented in either explicit (parametric) or implicit (geometric) forms [41, 97, 98]. Parametric ACM (also called snakes) was first proposed by Kass et al. [99]. In ACM, the segmentation is defined as an optimisation problem where the energy function $E$ over a deformable curve $r(s)$ at point $s$, as shown below:

$$E = \int_{s=0}^{s=1} (\alpha E_{\text{int}}(r(s)) + \beta E_{\text{ext}}(r(s))) \, ds$$

(1)

In the formulation proposed by Kass et al. [99], $E$ has two energy minimisation terms, $E_{\text{int}}(r(s))$ and $E_{\text{ext}}(r(s))$. Minimising $E_{\text{int}}$ permits elasticity and stiffness of the curve or surface throughout deformation (commonly known as internal energy), while $E_{\text{ext}}$ enforces external constraints to control the curve or surface either towards or away from the image features of adjacent regions (external energy) [47, 95, 97]. $\alpha$ and $\beta$ are weight constants and balance the elasticity (i.e., internal term) against stiffness imposed by external term [41].

Minimising internal energy leads to contour serving as a spline curve [97]. B-spline snakes [45, 77, 83, 100] and Bezier splines [81, 101, 102, 103] are two commonly used ACMs to segment articular cartilage. Stammberger et al. [45] used B-spline snakes for cartilage segmentation. The segmentation process starts with user initialisation by placing control points along the cartilage boundary using B-spline snake techniques. The gradient strength of the image imposes the force on the contour, and the deformation process continues until a valid result is achieved. A weight factor was assigned to the curve points using the gradient vector projection obtained from Prewitt convolution kernel [104]. The overall average root-mean-square error (RMSE) of cartilage thickness measurement of 0.31 mm was reported in [105], which would require less time and it can be sometimes better than manual segmentation. A summary of ACM-based studies is presented in Table 4.

The main problem with most ACMs is their sensitivity to initialisation and the need for user interaction. In order to address the initialisation problem, two strategies have been applied: (1) using segmentation results of the current slice to initialise the next slice; (2) registering inter- and intra-subjects that correspond to anatomical points. An alternative method to minimise user interaction is based on the registration of point-to-point correspondence between adjacent slices in 2D space or between baseline and follow-up scans [106, 107, 27]. Carballido-Gamio et al. [101] used elastic registration based on radial basis functions (RBFs) [108] to register corresponding anatomical points between two structures (shape context) of inter-subject and affine registration (i.e., iterative closest point (ICP) algorithm [109]) for intra-subject registration. The reproducibility of cartilage thickness for intra-subject was 2.41% between baseline and follow-up scans.

Kauffmann et al. [110] used local coordinate system (LCS) to map the corresponding cartilage geometry over time. The highest reproducibility of cartilage volume was attained for tibia surface (coefficient of variation (CV) = 0.11%).
while femur exhibited inferior reproducibility (CV = 0.13%) [110]. This interactive cartilage assessment tool is called ArthroVision. LCS generates a standard view of cartilage geometry, where the location of each point on inner-boundary (i.e., BCI contour lines) is mapped to 3D simple geometric models (a cylinder for the femur and a plane for tibia) as offset. Figure 8 illustrates the geometry mapping, as defined by ArthroVision [111].

Table 4: Summary of ACM methods. Acronyms are from left to right (in order of appearance). Method: semi-automatic (SA), fully automatic (FA). Biomarkers: cartilage thickness (ThC), volume of the cartilage (VC), total area of the subchondral bone (tAB). Dataset: number (#) of subjects (healthy asymptomatic h / patients having symptomatic knees p)). Metrics: coefficient of variation (CV), root mean square error (RMSE). These measurements can be calculated on the knee compartments: patellar cartilage (cPT), medial tibial cartilage (cMT), lateral tibial cartilage (cLT), total femoral cartilage (cF), total tibial cartilage (cT).

<table>
<thead>
<tr>
<th>Method (SA/FA)</th>
<th>MR pulse sequence</th>
<th>Biomarker</th>
<th>Dataset # subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic B-spline [45] (SA)</td>
<td>FS 3D-FLASH</td>
<td>ThC, VC</td>
<td>in-house 15h</td>
<td>CV_{cPT} = 4.1 – 5.9% CV_{cT} = 6.1 – 13.6%</td>
</tr>
<tr>
<td>Weighted cubic B-spline [105] (SA)</td>
<td>FS 3D-SPGR</td>
<td>ThC, tAB</td>
<td>in-house 6 cadaveric knees</td>
<td>RMSE = 0.31 mm</td>
</tr>
<tr>
<td>Bezier spline &amp; shape context &amp; point matching [81, 101] (SA)</td>
<td>WE 3D-SPGR 3D-FSE</td>
<td>ThC</td>
<td>in-house 6h</td>
<td>CV = 2.41%</td>
</tr>
<tr>
<td>ACM &amp; geometric mapping (ArthroVision) [110, 111] (SA)</td>
<td>FS 3D-SPGR</td>
<td>ThC, VC</td>
<td>in-house 20h</td>
<td>CV_{cF} = 0.13% CV_{cT} = 0.11%</td>
</tr>
<tr>
<td>ACM [112] (SA)</td>
<td>WE 3D-DESS</td>
<td>ThC, VC</td>
<td>OAI 7h,8p</td>
<td>RMSE_{ThC} = 1.9 – 5.2% RMSE_{VC} = 2.5 – 8.6%</td>
</tr>
<tr>
<td>ACM [113, 114] (SA)</td>
<td>FS 3D-SPGR</td>
<td>ThC, VC</td>
<td>OAI 3h,9p</td>
<td>RMSE_{ThC} = 0.8 – 1.5% RMSE_{VC} = 0.9 – 1.2% RMSE_{tAB} = 0.6 – 2.7%</td>
</tr>
<tr>
<td>dGVF snakes [115] (SA)</td>
<td>WE 3D-FLASH</td>
<td>ThC</td>
<td>in-house 3 cadaveric knees</td>
<td>RMSE_{ThC} = 1.34 – 2.97%</td>
</tr>
</tbody>
</table>

Figure 8: LCS is defined and fitted to the 3D BCI contours manually, as delineated by the user using ACM-based ArthroVision software tool. (A) a cylinder for the femur, and (B) a plane for tibia. Copyright 2003 by the Osteoarthritis and Cartilage. Reprinted with permission from [111].

Duryea et al. [112, 113, 114] managed to minimise user interaction in ACM-based method by starting the seg-
mentation from the centre slice of consecutive MRI since the cartilage shape is more consistent near the medial compartment of the cartilage. This method enhanced reproducibility of cartilage thickness (ThC), volume (VC), and subchondral bone surface area (tAB) in paired dataset after manual registration of scans series [114] (see Table 4). In 2011, Iranpour-Boroujeni et al. [116] improved the level automation of ArthroVision by placing two-point landmarks at the outer-most “tips” of the cartilage compartment in each slice to constrain the segmentation region (see Figure 9 and Figure 10).

Figure 9: Landmark placing in ArthroVision to minimise user interaction by (a) placing two points at end-points of cartilage soft tissue, near the BCI, (b) segmenting the cartilage region. Copyright 2011 by the Osteoarthritis and Cartilage. Reprinted with permission from [116].

Figure 10: Three-dimensional rendering of a patient having symptomatic knee OA segmented using ACM-based ArthroVision software tool. Articular cartilage visualisation represents the location of cartilage thinning at (a) baseline, and (b) 24 months follow-up scan of the same patient. Copyright 2011 by the Osteoarthritis and Cartilage. Reprinted and adapted with permission from [116].

Although parametric ACM is robust to noise as it constrains the extracted boundaries to be smooth; the deformation process may stop abruptly. This can be due to the noise where local minimum energy is found, hence leading the snake to converge to an incorrect boundary. Snakes suffer from poor convergence to boundaries with large curvatures [54]. In order to address these shortcomings, Xu and Prince [117] introduced gradient vector flow (GVF) snakes. GVF refers to additional external force based on the edge map and overcomes the following two drawbacks in snakes:

- Leakage of energy function at weak boundaries
- Difficulties in the contour evolution at boundaries with concavities

In the case of knee articular cartilage segmentation, a modified version of GVF snakes was proposed to improve the performance of segmenting articular cartilage surface by embedding gradient directional information into the GVF model, called dGVF [115]. This additional directional edge information makes the snake more stable and converges
to the correct surface. Although it enhances the sensitivity of GVF snakes towards blurred boundaries, its execution time is unacceptably high [97] and user intervention is required to adjust the control points within the region of defect cartilage. Chessboard directional compensated GVF (CDCG) was proposed for knee cartilage segmentation by Chi et al. [97, 98], which is resistant to fuzzy edges and performs three times faster than conventional ACMs. Moreover, the method is insensitive to the initialisation of the snake.

ACMs do not require any training, but they demand initialisation, which must be close to the structure of interest. ACMs achieve poor segmentation in areas with low contrast and imaging artefacts. ACM methods have been mostly validated on healthy subjects, however, ACMs are not able to detect significant changes due to OA defects or variations in thickness and curvature of articular cartilage.

3.3. Active shape and active appearance models

Since the past two decades, statistical shape models (SSMs) seem to be a successful method in medical image segmentation [118]. SSMs are model-based segmentation approaches that seek expected shape and appearance of the structure of interest based on a set of landmarks, which is also known as point distribution model (PDM) [41]. Ideally, a shape model is described based on the geometric representation of the structure of interest parameterised by using training data (i.e., model instances). Later, this parameterised shape model (shape template) is fitted to the data to segment the object from other regions. Typically, SSMs determine the best match of the model to the object in test image [119]. Shape models constrain the segmentation based on the outline and appearance of the structure of interest.

Both ASMs [120] and active appearance models (AAMs) [121], as proposed by Cootes et al., are the two well-known and commonly used SSMs for knee sub-compartment segmentation. This section focuses on shape models by briefly explaining the shape initialisation reported in various studies. A summary of SSM-based approaches for the knee bone and cartilage segmentation is presented in Table 5. The overview of statistical shape approaches, including shape representation and construction, is based on those reported in [118] and [119].

Based on the seminal work by Cootes and Taylor [119, 120]; the shape analysis pipeline can be divided into two phases: training phase and segmentation phase. The process of creating (training phase) and validation (segmentation phase) is described in detail in [122].

In the training phase, landmarking is the first stage that must be performed by an experienced radiologist. Landmarking is the simplest method that represents the shape with a set of points distributed across the surface. Then, at surface mesh extraction stage, a surface mesh is created (by, e.g., Marching Cubes algorithm [123]) from the manual segmentation of training samples to keep the connectivity data of point sets. Then, in order to compare equivalent points on varied shapes in the training set, the shapes must be aligned with respect to a set of axes in the surface alignment step. Procrustes alignment (PA), as described in [124], is the most popular method for the surface alignment that reduces the mean squared distance between equivalent points (i.e., shapes). At the stage of shape correspondence, a dense point correspondence is established between all training set shapes. The dense correspondence offers anatomically consistent coordinates between the equivalent points on the structure of interest across the population. Upon alignment and point correspondence establishment of each training surface, principal component analysis (PCA) [125] yields a linear model (at 3D shape model construction stage) to capture intrinsic shape variations. A shape $S$ can be approximated by a linear shape model constructed from $m$ aligned point coordinates as

$$S(b, T) = T(\bar{x} + \sum_{m} b_{m} p_{m}) \quad (2)$$

where $\bar{x} \in \mathbb{R}^{3m}$ represents the mean shape, $p_{m} \in \mathbb{R}^{3m}$ are the modes of shape variation (eigen modes), $T$ refers to the affine transformation, $b$ reflects the valid shape parameter, and $b_{m} \in \mathbb{R}$ in Eq. (2) reflects the shape weights. Figure 11 displays the primary mode of variations for patella, tibia, and femur bones.

The first step in the segmentation phase is to locate an SSM on the test image data, wherein a local or global search algorithm is required to estimate the initial pose of the model. Shape initialisation can be performed either manually or automatically. Multi-resolution search is a coarse-to-fine search strategy [127], in which a set of grey-levels are built for each level. Once the search ends at the coarse resolution level, the search switches to the next resolution level. This does not only speeds up search time but also enhances the robustness and quality-of-fit measure. In 1996, Solloway et al. [46, 128] proposed a 2D ASM framework to segment femur bone (bF) and total femoral cartilage (cF) boundary that followed the seminal works by Cootes and Taylor [120, 119]. They estimated the position of cF by
assessing a small normalised gradient patch (NG-profile) around each landmark [128]. During the search, the fit of a multi-resolution grey-level profile at the landmark points is assessed by determining the Mahalanobis (Mah) distance between the patch and multi-resolution models. González and Escalante-Ramírez evaluated different methods to segment $cF$, including the combinations of ASM with local binary pattern (LBP) (ASM-LBP) descriptors [129], and ASM with contrast-enhanced images using image fusion (ASM-Fusion) [130] to gain a new appearance model for ASM to initialise a search.

After the initialisation step, a surface mesh (i.e., shape instance) is propagated to the initial segmentation, and the shape instance is registered to the mean shape using affine similarity transformation. Then, a shape parameter vector is assigned to the shape and results in a deformed and estimated shape.

Fripp et al. [131] proposed to re-parameterise the surface coordinates onto inverse mapping of the landmark with barycentric coordinates obtained via intersection algorithm [132] for automatic initialisation of 3D ASM. This method was later extended to segment the bone [133] and cartilage [134] within the whole joint. They automatically initialised 3D ASM using affine registration [135]. This method significantly improved the speed of local search and the accuracy of the final segmentation. Their method reported DSC of 87%, 87%, and 85.5% for patellar cartilage (cPT), $cF$, and total tibial cartilage (cT), respectively (see Table 5). They claimed 96% of DSC for knee bone segmentation [133]. Seim et al. [136] extended the Generalised Hough transform (GHT) to incorporate the pose initialisation of SSMs. Nevertheless, the necessary look-up table (i.e., accumulator array) is unfeasible for 3D space. Hence, Seim et al. [136] applied a more constrained transformation by limiting the range of scale and rotation.

Table 5: Knee cartilage segmentation tasks solved with statistical shape models. Acronyms are from left to right (in order of appearance). Method: semi-automatic (SA), fully automatic (FA). Biomarkers: cartilage thickness (ThC). Dataset: number ($\#$) of subjects (healthy asymptomatic (h) / patients having symptomatic knees (p)). Metrics: coefficient of variation (CV), Mahalanobis distance (Mah), specificity (SP), sensitivity (SN), Dice similarity coefficient (DSC), volumetric overlap error (VOE), root-mean-square symmetric surface distance (RMSD), Hausdorff distance (HD). These metrics can be calculated on the knee compartments: total femoral cartilage ($cF$), femur bone ($bF$), patellar cartilage ($cPT$), patella bone ($bPT$), tibia bone ($bT$), total tibial cartilage ($cT$).

<table>
<thead>
<tr>
<th>Method (SA/FA)</th>
<th>Initialisation (search algorithm)</th>
<th>Correspondences</th>
<th>MR pulse sequence</th>
<th>Dataset $#$ subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D ASM [128] (FA)</td>
<td>multiresolution searching (NG-profile (Mah))</td>
<td>point matching</td>
<td>FS 3D-SPGR</td>
<td>in-house train:(12h,16p) test: 6h</td>
<td>$CV_{ThC} = 2.8%$</td>
</tr>
<tr>
<td>3D ASM [131] (FA)</td>
<td>quasi-uniformly sampling</td>
<td>ICP &amp; simplex-PF</td>
<td>FS 3D-SPGR</td>
<td>in-house 12h (leave-one-out)</td>
<td>$SN_{cPT} = 71.15%$ $SP_{cPT} = 99.24%$ $DSC_{cPT} = 44.37%$</td>
</tr>
</tbody>
</table>

Continued...
A simple class of correspondence detection is point-matching to seek a set of optimal transformation parameters (translation, scaling, and rotation). In 2D models, this is an effective strategy to determine a good fit that calculates a mean point-to-point error. The ICP is a popular surface matching algorithm to identify the correspondence between two surface meshes, which is also known as mesh-to-mesh registration [118]. Fripp et al. [131] utilised ICP and followed by parameter fitting (PF) via Nelder-Mead simplex algorithm [137] (simplex-PF) to match spatially closest points. However, the drawback of ICP is that it leads to non-homeomorphic mapping and flipping triangles in the mesh. In [133, 134], correspondence was formulated as an issue of optimisation by utilising minimum description length (MDL) [138], as previously employed by Williams et al. [139, 140] for knee bone segmentation. MDL is a group-wise (population-based) correspondence approach that minimises an objective function by assessing the re-parameterisation of landmarks position. The method seems promising for medical imaging as it delivers good correspondence of all samples at the same time [118]. Vincent et al. [53] used AAMs and MDL for knee joint segmentation and examined the framework on SKI10 dataset in MICCAI2010 contest [51]. Their approach had a lower root-mean-square symmetric surface distance (RMSD) of 1.49 mm and 1.21 mm for femur and tibia bones respectively, when compared to the other contestants [136]. However, [136] with a volume overlap error (VOE) of 34.0% and 29.2% for cF and cT respectively, performed slightly better than [53] (see Table 5).

The segmentation frameworks based on SSMs have to be initialised, either manually or automatically. Image registration is a typical strategy for initialisation [141]. Fripp et al. [133, 141] analysed the inclusion of priori data and the key role of spatial relationship information in automatic initialisation and segmentation of SSMs. It must be emphasised that the probability of expected cartilage thickness and BCI extraction play a crucial role in model initialisation and robustness of segmentation. As opposed to other methods mentioned above, ASMs and AAMs need to train a model in order to capture the variation of appearance and shape at segmentation.

### 3.4. Graph-based methods

The graph-based segmentation techniques refer to a wide family of algorithms, in which pixels or voxels in an image sequence and the neighbourhood relations among them can be conceptualised as a weighted undirected graph. Graph cuts (Gcuts) was proposed in 2001 by Boykov and Jolly [142]. Let $G = (V, E)$ be a graph where $V$ refers to pixels as a set of vertices, and $E$ is the edge between two vertices connected by that edge. The edge, $E$, for example, between $v_A$ and $v_B$ nodes, has a corresponding weight $w(v_A, v_B)$ that reflects a measure of similarity between the nodes.
Similarity criterion is computed from the intensity, colour, spatial distribution, texture, gradient, or any other attribute between two vertices [41]. An image is partitioned into a set of uniform and homogeneous regions (i.e., subgraphs); $A_i$ and $A_j$, wherein $A_i \cup A_j = G$ and $A_i \cap A_j = \phi$ by removing the edges that connect these two subgraphs. The degree of dissimilarity between two subgraphs $A_i$ and $A_j$ can be computed using Gcuts. The Gcuts methods generate two or more disjoint subgraphs, in order to maximise similarity (i.e., weights) within the subgraphs and to minimise dissimilarity across various subgraphs. The sum of weights of discarded edges can be computed as:

$$cut(A_i, A_j) = \sum_{i \in A_i, j \in A_j} w(v_i, v_j)$$

(3)

where $v_i$ and $v_j$ are two vertices in two disjoint subgraphs, and the total weights of edges are called as a cut. Minimising this cut makes subgraphs dissimilar. Nonetheless, cutting a graph into subgraphs in an optimal manner is not straightforward. Thus, a possible solution for this problem is to minimise the cut in Eq. (3) via optimisation methods [41]. A comprehensive review on graph-based segmentation method is provided in [143, 144].

Gcuts was applied for image segmentation by Wu and Leahy [145], who formulated a cost function, namely minimal cut, in the form of Eq. (3). Gcuts methods for image segmentation can be used either interactively or automatically. Interactive Gcuts is employed extensively for biomedical image segmentation, in which prior knowledge from a user is embedded into image local and boundary attributes.

Image segmentation using Gcuts was formulated into energy minimisation task on an MRF framework to minimise the cost function via dual terms: regional ($R_p$) and boundary terms ($B_{pq}$) [142], as follows:

$$E(f_p) = \sum_{p \in P} R_p(f_p) + \lambda \sum_{p \in P, q \in N} B_{pq}(f_p, f_q)$$

(4)

where a label $f_p$ is assigned to a voxel $p$ in $P$, $R_p(.) = -\ln(\text{Pr}(I_p|k))$ represents conditional probability of intensity value $I_p$ given the class $k \in \{0, 1\}$ (either background or cartilage). The smoothness term, $B_{pq}(\cdot)$, is calculated for $N$-D neighbourhood system to measure the interaction potential between neighbouring nodes (i.e., $p$ and $q$). The coefficient $\lambda$ specifies the importance of smoothness term versus regional term. The term $B_{pq}(\cdot)$ is calculated by using the following function [146]:

$$B_{pq}(f_p, f_q) = \exp\left(-\frac{(f_p - f_q)^2}{2\sigma_p^2}\right)\frac{1}{|p-q|}$$

(5)

One prominent optimisation strategy for energy function in interactive Gcut is s/t Gcuts [146]. The user starts to loosely place the seed points to impose “hard constraints” over the structure of interest and then modifies the segmentation result by augmenting extra user-specified “soft constraints” near the object boundary. Two types of seeds are manually positioned. One type of seeds is used to specify cartilage, while the other is placed over adjacent non-cartilage background tissues (bone, joint fluid, menisci, etc.). Some authors have used s/t Gcut methods for cartilage segmentation [48, 147, 148]. Figure 12 shows segmentation results using this method. Shim et al. [148] compared the mean processing time and the mean volume overlap between Gcut and manual segmentation on OAI dataset with 10 subjects. The Gcut technique reported 94.3% overall volume overlap compared to 87.8% for manual segmentation (see Table 6).

Shape and appearance priors have been incorporated in Gcuts to ensure that the segmentation procedure to follow the shape prior. Lee et al. [149, 150, 151] proposed a method based on Gcuts for bone and cartilage segmentation. In this framework, the shape prior was integrated into all potentials to control their behaviour. Based on the constrained branch-and-mincut tree search [152], a lower bound of energy for a given set of shape priors was computed to reduce the computational time inherent in conventional s/t Gcuts on 3D space. The characteristic of this framework is to use mean shape constructed from the bone segmentation masks to gain coarse segmentation. From the bone segmentation, Hamming distance of the current voxel corresponds to a specific shape template is constructed to align the input bone [149]. Next, anchor points are extracted from the distance transformation map to extract local patches around BCI for cartilage segmentation. They showed that combining shape and appearance prior potential in both regional and boundary terms could enhance the robustness of segmentation [149]. This method compared to the interactive Gcut (DSC = 94.3%) has reported DSC of above 95% for the three main knee bones. Knee joint segmentation errors mostly occur in patients with a late-stage osteoarthritis grade, which is characterised with large osteophytes and the presence of denuded cartilage surface. As illustrated in Figure 13 the method proposed in [151] is robust in detecting
the morphological defects in the articular cartilage (Figure 13 (C,D)) and other knee structure abnormalities such as osteophytes (Figure 13 (A,B)).

Table 6: Summary of graph-based methods. Acronyms are from left to right (in order of appearance). Method: semi-automatic (SA), fully automatic (FA). Dataset: number (♯) of subjects (healthy asymptomatic (h) / patients having symptomatic knees (p)). Metrics: Dice similarity coefficient (DSC), volumetric overlap error (VOE), root-mean-square symmetric surface distance (RMSD), surface positioning error (Err). These metrics can be calculated on the knee compartments: patellar cartilage (cPT), total femoral cartilage (cF), total tibial cartilage (cT), patella bone (bPT), femur bone (bF), tibia bone (bT), medial femoral cartilage (cMF), lateral femoral cartilage (cLF), medial tibial cartilage (cMT), lateral tibial cartilage (cLT).

<table>
<thead>
<tr>
<th>Method (SA/FA)</th>
<th>Optimization method</th>
<th>MR pulse sequence</th>
<th>Dataset ♯ subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactive Gcut [148] (SA)</td>
<td>min-cut/max-flow</td>
<td>3D-DESS</td>
<td>OAI 1h,9p</td>
<td>DSC&lt;sub&gt;overall&lt;/sub&gt; = 94.3%</td>
</tr>
</tbody>
</table>
| Combined shape and appearance potentials [151] (FA) | Constrained branch-and-mincut | 3D-DESS | OAI train:10 (h,p) test:7 (h,p) | DSC<sub>bPT</sub> = 95.4%  
DSC<sub>bF</sub> = 95.2%  
DSC<sub>bT</sub> = 96.4% |
| [150] (FA) | Many (T1, T2, etc.) | SK110 train:60 (h,p) test:40 (h,p) | | VOE<sub>cF</sub> = 30.6%  
VOE<sub>cT</sub> = 34.0%  
RMSD<sub>bF</sub> = 2.56 mm  
RMSD<sub>bT</sub> = 1.40 mm |
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<table>
<thead>
<tr>
<th>Method (SA/FA)</th>
<th>Optimization method</th>
<th>MR pulse sequence</th>
<th>Dataset # subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
</table>
| Gcuts on pre-segmented images (LOGISMOS) (gradient-based cost functions) [153] (FA) | min-cut/max-flow | WE 3D-DESS | OAI | DSC_{cF} = 80% 
DSC_{cT} = 80% |
| LOGISMOS & JEI post-processing (learning-based cost function) [154] (FA) | min-cut/max-flow | 3D-DESS | OAI | Err_{bF} = 0.03 mm 
Err_{bT} = 0.10 mm |
| [155] (FA) | 3D-DESS | OAI | train:34 (h,p) test:108 (h,p) | Err_{cMF} = -0.04 mm 
Err_{cLF} = -0.26 mm 
Err_{cMT} = -0.15 mm 
Err_{cLT} = -0.03 mm |

In 2010, Yin et al. [153] proposed a strategy called LOGISMOS (layered optimal graph image segmentation of multiple objects and surfaces) by integrating Gcuts into pre-segmented images. First, coarse pre-segmentation of each object is obtained by applying a deformable shape model or other segmentation technique. Object-specific graphs are generated from the pre-segmented images, while the surfaces are meshed to construct the graph structures for individual objects. The method suggests simultaneous bone and cartilage segmentation, and is composed of three steps:

1. Bone pre-segmentation
2. Mesh generation and optimisation by Gcuts
3. Co-segmentation of knee bone and cartilage surfaces

In the LOGISMOS framework, the optimal surface segmentation has been formulated to seek a net surface with the minimum cost of weights on each node from a directed graph. A multicolumn graph represents the surface mesh between multiple objects. Two spatially-coincident columns of nodes for bone and cartilage are connected with three equidistance arcs: directed inter-column, intra-column, and orthogonal inter-surface arcs. Both inter- and intra-column arcs enforce the stiffness of the output surface and govern the surface smoothness constraints. Nevertheless, orthogonal inter-surface arcs reflect object-interacting surfaces and ensure inter-object constraints.

The cost function of the BCI surface is determined by the first-order derivatives of nodes on the bone surface, while the cost function of cartilage is the weighted combination of first and second-order derivatives. In 2018, Kashyap et al. [154, 155] extended LOGISMOS by integrating a post-processing interaction step known as just-enough interaction (JEI). A hierarchy of random forest (RF) classifiers were used to enhance the location-specific cost functions, where the output probabilities of the second RF (learning-based cost function) serves as the cost function for LOGISMOS. They claimed a significant reduction in signed error of bone surface positioning for femur bone (0.03 mm), when compared to tibia bone [154]. The learning-based cost function on all cartilage compartments had been assessed [155]. The study reported significant reduction in both signed and unsigned cartilage surface positioning errors (p-value < 0.001), except on the medial tibial cartilage (cMT) (p-value = 0.193). They compared the results between gradient costs and learning costs and demonstrated a significant improvement in the segmentation results obtained by using learning costs both quantitatively and qualitatively. Table 6 presents the signed error of surface positioning for bone [154] and cartilage [155] using learning-based cost function LOGISMOS framework. The learning scheme of LOGISMOS is further discussed in Section 3.6.
3.5. Atlas-based methods

In the context of medical imaging, an atlas refers to a reference model composed of labels linked with all structures prior to segmentation. Based on the definition provided by Rohlfing et al. [156], an “atlas” incorporates prior anatomical data (i.e., locations and shapes of an anatomical structure), and distinguishes spatial relationship to other anatomical structures. The atlas-based methods seek to label anatomical structure by mapping the coordinates of a given image to anatomical pre-constructed atlases [156]. This process is known as registration, where the label of each image voxel is assigned by looking up the label of the structure at the corresponding location in the atlas. This labelling process refers to an image that is co-registered to an atlas known as atlas-based segmentation or registration-based segmentation.

Various atlas-based segmentation methods have been used to select a possible atlas and categorised based on the type, number, and fixed/variable assignment of atlases [156]. Typically, these methods are composed of three steps: atlas construction, registering the atlas template to target image, and atlas propagation (atlas warping). Shan et al. [157] classified atlas-based segmentation strategies into three classes, as listed below:

1. **Single atlas**: a random individual segmented image with the best quality and fewer artefacts is selected as an atlas. Next, all the remaining raw images are non-rigidly registered to the atlas (reference) image.

2. **Average shape atlas (probabilistic atlas)**: an average and normalised atlas is generated from the population images, and then, the images are registered to the average atlas.

3. **Multiple atlas**: a set of multiple reference images is constructed, and a given raw image is independently registered to each atlas.

Figure 13: An illustration of the segmentation results obtained by constrained branch-and-min-cut algorithm [151]. The proposed method can robustly segment the MRI data from the patients having last-stage symptomatic OA. (A) Final segmentation result of the tibia bone with osteophyte presence (arrow); (B) 3D rendering of tibia bone; (C) final segmentation results show the cartilage deterioration of an osteoarthritic knee with cartilaginous defect (arrow shows the denuded area); and (D) 3D rendering shows a hole in the degenerated cartilage surface (arrow). Copyright 2011 by the Computer Vision and Image Understanding. Reprinted and adapted with permission from [151].
In the case of knee joint segmentation, this method has gained popularity in the recent decade [157, 158]. For example, six atlases were constructed from healthy patients by manually tracing their bones and cartilages [158]. All atlases were registered to the input image by optimising normalised mutual information (NMI) similarity measure. Upon completing the registration process, a fuzzy voting algorithm is used to combine the outputs of all segmentations into a single label per voxel. Tamez-Peña et al. [158] reported high reproducibility and an improved DSC (88%) of femoral cartilage, in comparison to those reported in [69, 141] (see Table 7). Similarly, Shan et al. [157, 159, 160] extended the work of [158] by using multiple atlases for bone segmentation.

Since articular cartilage has varying tissue properties, constructing an atlas can be a challenging task, as it demands an accurate approach to segment the thin cartilage area. One major issue in cartilage segmentation refers to overlapping the segmented compartments of femoral and tibial cartilage. This decreases the accuracy of the segmentation method.

The bone-cartilage atlases are built for femur and tibia bones first, and then, either multi-atlas or average shape atlas is applied for cartilage segmentation in order to address the issue of overlapping cartilage compartments [157, 159, 160]. Multi-class segmentation and three-label segmentation have been proposed to segment femoral and tibial cartilage simultaneously, and have been successfully performed for bone segmentation [159, 160]. All these work [157, 159, 160] used affine registration and B-spline registration based on mutual information for label propagation on the input image. The propagation of average shape transformation is performed iteratively for each image.

One limitation of label propagation is the fact that the propagated label cannot be generalised, which hinders the accuracy. To overcome this drawback, label fusion techniques have been proposed. Majority voting, locally-weighted, and non-local patch-based label fusion methods have been applied as alternative approaches to the average shape atlas for cartilage segmentation [157]. Shan et al. [157] computed the average of all atlases registered for cartilage segmentation to compute the label by using the majority voting label fusion technique [156]. The weighted sum of the classification is retrieved from the atlases, in which higher weight is given to atlases that manage to determine the maximum likelihood of cartilage. This is also known as weighted convolution. Locally-weighted label fusion technique has displayed better segmentation accuracy in SKI10 dataset (see Table 7). This method has been ranked fifth amongst the top 8 methods in SKI10 challenging dataset [157].

Table 7: Summary of atlas-based methods. Acronyms are from left to right (in order of appearance). Method: semi-automatic (SA), fully automatic (FA). Dataset: number (♯) of subjects (healthy asymptomatic (h) / patients having symptomatic knees (p)). Metrics: Dice similarity coefficient (DSC). These metrics can be calculated on the knee compartments: patella bone (bPT), femur bone (bF), tibia bone (bT), patellar cartilage (cPT), total femoral cartilage (cF), total tibial cartilage (cT).

<table>
<thead>
<tr>
<th>Method (SA/FA)</th>
<th>Registration algorithm</th>
<th>MR pulse sequence</th>
<th>Dataset ♯ subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple atlas [158] (FA)</td>
<td>affine registration &amp; B-spline registration</td>
<td>WE 3D-DESS</td>
<td>OAI 48 scans (12 subjects (6h,6p); scan-rescan,2 time-points)</td>
<td>DSC_{cF} = 88% DSC_{cT} = 84%</td>
</tr>
<tr>
<td>Average shape (probabilistic) atlas [161] (FA)</td>
<td>affine registration</td>
<td>Many (T1, T2, etc.)</td>
<td>SKI10 atlas creation: 15 (h,p) test:40 (h,p)</td>
<td>DSC_{cF} = 78.2% DSC_{cT} = 82.6%</td>
</tr>
<tr>
<td>Multiple atlas &amp; locally-weighted label fusion [157] (FA)</td>
<td>affine registration &amp; B-spline registration</td>
<td>Many (T1, T2, etc.)</td>
<td>SKI10 atlas creation: 15 (h,p) test:40 (h,p)</td>
<td>DSC_{cF} = 85.6% DSC_{cT} = 85.9%</td>
</tr>
<tr>
<td>Multiple atlas &amp; locally-weighted label fusion &amp; local structure analysis [162, 163] (FA)</td>
<td>affine registration &amp; B-spline registration</td>
<td>Many (T1, T2, etc.)</td>
<td>SKI10 train:60 (h,p) test:40 (h,p)</td>
<td>DSC_{cF} = 71.7% DSC_{cT} = 72.4%</td>
</tr>
</tbody>
</table>
As for the fusion strategy, Lee et al. [162, 163] used locally-weighted vote (LWV) around each voxel from a test image (registered with an atlas), and the label with maximum convoluted value was selected as the target label. Next, Gcut was embedded to correct any abnormality. At registration, n-best matched atlases are ranked based on mutual information similarity measure. Then, the local structure analysis was integrated into LWV to obtain the probability of a voxel as cartilage, mainly due to the thin structure of cartilage and intensity variation [162].

Atlas-based methods bring out the robustness to the segmentation strategy. Table 7 shows that multiple atlases are the most widely-used method for knee bone and cartilage segmentation. Nonetheless, building multiple atlases and registering them to the whole population of test data incur a computational burden on the model. This approach, hence, can serve as initialisation or as a prior for other methods [133].

3.6. Learning-based methods

In the last decade, a new generation of frameworks has been developed to address challenges related to knee joint segmentation by using learning-based methods or machine learning strategies. The goal of the learning-based method is to learn the features of each pixel \( I_i \) from data and to assign a segmentation label, \( (l_i \in \{1, 2, \ldots, K\}) \), to \( I_i \). From the probabilistic stance, such learning-based methods predict a training set of labelled pixels by computing the conditional probability \( P(l_i|I_i) \). Studies that apply supervised learning-based methods are discussed in this section. In classical machine learning strategies, supervised learning methods (discriminative models) extract hand-crafted features gained from expert knowledge to train a classification model for voxel label prediction.

Deep learning (DL) methods, such as CNNs, have been widely employed in biomedical image segmentation [164]. The CNNs were first introduced by Lecun et al. [165]. The interest in the topic is motivated by the promising results achieved from ImageNet [166]. DL is a method that intelligently learns the features from raw data, which is a purely data-driven procedure for feature representation. The following classifies previous studies based on feature representation; either manually-engineered and hand-crafted or automatically data-driven learned features.

3.6.1. Methods based on hand-crafted features

A supervised method estimates the label of each voxel from hand-crafted features extracted from the image based on an algorithm designed in accordance with expert knowledge. In most studies, the classification is based on hand-crafted features, such as intensity, local image structures, texture, geometric, and semantic context. Table 8 presents further details on commonly used features by various studies for knee cartilage segmentation.

<table>
<thead>
<tr>
<th>Category</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensity</td>
<td>Gradient smoothed intensity at different scales, voxel intensity, mean, variance, skewness, kurtosis</td>
</tr>
<tr>
<td>Local</td>
<td>First, second, and third-order gradient derivatives with respect to ((x, y, z)), 3 eigenvalues of Hessian matrices, and 3 eigenvalues of structure tensor at different scales ((\sigma = 0.65, 1.1, 2.5 \text{ mm})), eigenvectors corresponding to the largest eigenvalues of Hessian and structure tensor matrices</td>
</tr>
<tr>
<td>Texture</td>
<td>Haar features (along horizontal, vertical &amp; diagonal direction), Gabor</td>
</tr>
<tr>
<td>Geometric</td>
<td>Three-jet, coordinate information of voxels in the image ((x, y, z)), 3D Euclidean distance from different knee bone surface (i.e., BCI)</td>
</tr>
<tr>
<td>Semantic context &amp; context</td>
<td>Probability maps of each knee compartment obtained from a specific classifier, random shift intensity difference (RSID), random shift probability difference (RSPD)</td>
</tr>
</tbody>
</table>

In 2005, Folkesson et al. [167, 168] pioneered voxel-wise classification, which was introduced using local structure features for knee cartilage segmentation. Multi-class approximate \(k\)-nearest neighbour (\(k\)-NN)-based classifier was applied to classify each voxel into three classes: tibial and femoral cartilages, or background. They assessed the
performance of the algorithm, beyond accuracy and reproducibility, including computational and memory requirement [169]. The idea is to sample a set of voxels by using a sampling algorithm (e.g., Gaussian sub-sampling) and then to classify it as cartilage or background. If the voxel is classified as cartilage, it will proceed with the classification of adjacent voxels. This process is known as classification-driven region growing with sample-expand. The objective is to classify voxels that belong to the structures prior to segmentation. The process attained 99.96% and 81.1%, specificity (SP) and sensitivity (SN), respectively. They also trained two binary kNN classifiers for tibial and femoral cartilage using one-versus-all approach [167]. The results showed a slight improvement in accuracy when compared to multi-class classification. A summary of the classifications is given in Table 9.

Similarly, Öztürk and Albayrak [170] computed intensity and local features, and trained 4 one-versus-all kNN classifiers with varying sub-sampling methods, such as uniform, Gaussian, vicinity-correlated sparse, and vicinity-correlated dense sampling. The method reported the best DSC on OAI dataset after the model was trained with VC sparse sub-sampling. Besides, region detection can minimise computational complexity. For instance, a rectangular structure-wise ROI detection was performed on the registered scans [171].

Another conventional technique is to perform a cascaded learning approach. Prasoon et al. [172, 173] proposed an extended cascaded classification framework originally introduced by [50]. This extended framework is known as a hierarchical classification scheme to segment femoral and tibial cartilage. A kNN classifier is performed at the initial stage, while a support vector machine (SVM) classifier is applied at stage two. Their idea derived from the notion that a classifier capable of training massive datasets (such as kNN) can be used in the first step to reduce false negatives. Next, voxels classified as background at the first stage were labelled as background and are discarded at the second stage, while all voxels classified as foreground were moved to the second stage of classification. They improved the DSC up to 4.15% and 3.32%, for medial femoral cartilage (cMF) and cMT respectively, which is in line with that reported in [168] based on a similar in-house dataset context.

Learning-based segmentation methods can locate the cartilage region, but a problem arises when they try to segment touching and overlapping areas of the cartilages. They only use local and intensity features without prior spatial knowledge about the surrounding objects. This could increase false positives or false negatives and as a result, it produces ambiguous cartilage boundaries.

Dealing with overlapping cartilage boundaries is still a major challenge in the field of knee structure segmentation. Many schemes that considered multi-modal MRIs [174, 175] and have integrated spatial dependencies [176, 177] have been investigated to separate overlapping and touching structure boundaries. Koo et al. [174, 175] pioneered the use of multi-modal MRIs (five MR sequences) for cartilage segmentation for the first time. Multi-contrast MRIs are used to obtain anatomical information and then to generate the geometrical features of voxels. Since different tissues in the knee, such as bone, cartilage, etc., have various types of morphological properties, the relative appearance in MRI is bound to differ. The feature vector of voxels for each contrast is trained by the SVM-light classifier [178] to separate varying musculoskeletal tissue types [174]. The hyperplane generated from the training process is applied to produce geometrical information of voxels, such as distance between cartilage and bone. A similar approach was used in [176, 177], but they used four MR modalities and combined SVM with a discriminative random field (DRF) to model the spatial dependencies between the neighbouring voxels. The results indicated that joint SVM-DRF improved the DSC up to 88% with none of the compartments achieving below 84% when compared with individual SVM or DRF (see Table 9). Despite the promising results, this algorithm has only been tested on healthy volunteers (Figure 14). Besides, obtaining different MRI sequences may be unfeasible in clinical practices due to expenses, time constraints, and availability.

Apart from the features mentioned above for knee and other medical images, many other hand-crafted features have been designed specifically for knee cartilage segmentation. Wang et al. [179] designed various features to segment cartilage without relying on the BCI extraction step. They developed a learning-based bone segmentation from anatomical correspondence mesh points and calculated the 3D Euclidean distance from the voxels found on the bone boundaries. A subset of “context” features, known as random shift intensity difference (RSID), was extracted to compare the intensity of current voxel with a random offset. They trained an iterative RF (i.e., Hierarchical RFs) method, and the probability maps obtained from the previous stage of the classifier were also used to gain additional contextual information for the second stage of classification. Random shift probability difference (RSPD) is defined as “semantic context” feature and compares the probabilities of voxels with a random shift offset of the current voxel.

In the learning-based approach called LOGISMOS proposed in [155] (see Section 3.4), a hierarchy of RF classifiers was used to provide both global and local information, thus enhancing segmentation accuracy. Neighbourhood
approximation forests (NAF), and followed by clustered RF classifiers were used to train contextual and structural information. Kashyap et al. [155] employed the probability map output of NAF as context features. Besides contextual and local features, they computed Gabor texture features and Haar features. Their learning-based framework showed high robustness (see Table 6) and a strong correlation (above 98%) with manual segmentation.

Table 9: Summary of learning-based methods. Acronyms are from left to right (in order of appearance). Method: semi-automatic (SA), fully automatic (FA). Dataset: number (♯) of subjects (healthy asymptomatic (h) / patients having symptomatic knees (p)). Metrics: Dice similarity coefficient (DSC), specificity (SP), sensitivity (SN), volumetric overlap error (VOE), root-mean-square symmetric surface distance (RMSD). These metrics can be calculated on the knee compartments: medial tibial cartilage (cMT), lateral tibial cartilage (cLT), patellar cartilage (cPT), total femoral cartilage (cF), medial tibial cartilage (cMT), lateral tibial cartilage (cLT), total tibial cartilage (cT), femur bone (bF), tibia bone (bT).

<table>
<thead>
<tr>
<th>Method (SA/FA)</th>
<th>Features</th>
<th>MR pulse sequence</th>
<th>Dataset ♯ subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-class kNN (Gaussian sampling) [168] (FA)</td>
<td>intensity, local</td>
<td>Turbo 3D-T1</td>
<td>in-house train:25 (h,p) test:114 (h,p)</td>
<td>DSC_{cMF} = 77% DSC_{cMT} = 81% SN = 81.1% SP = 99.96%</td>
</tr>
<tr>
<td>one-versus-all kNN (vicinity-correlated sparse sampling) [170] (FA)</td>
<td>intensity, local</td>
<td>WE 3D-DESS</td>
<td>OAI train:10 (h,p) test:23 (h,p)</td>
<td>DSC_{cPT} = 72.6% DSC_{cF} = 82.6% DSC_{cMT} = 81.3% DSC_{cLT} = 84.6%</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Method</th>
<th>Features</th>
<th>MR pulse sequence</th>
<th>Dataset # subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-atlas context forests (cascaded RF)</td>
<td>intensity, local texture, context</td>
<td>Many (T1, T2, etc.)</td>
<td>SKI10 train:30 (h,p) test:40 (h,p)</td>
<td>DSC$<em>{cF}$ = 81.2% DSC$</em>{cT}$ = 80.9% DSC$<em>{bf}$ = 97.3% DSC$</em>{bt}$ = 97.0%</td>
</tr>
<tr>
<td>Multi-atlas registration &amp; binary $k$-NN</td>
<td>intensity, local</td>
<td>Many (T1, T2, etc.)</td>
<td>SKI10 train:60 (h,p) test:40 (h,p)</td>
<td>VOE$<em>{cF}$ = 26.9% VOE$</em>{cT}$ = 25.1% RMSD$<em>{bf}$ = 1.25 mm RMSD$</em>{bt}$ = 0.91 mm</td>
</tr>
<tr>
<td>Hierarchical framework $k$NN + SVM</td>
<td>intensity, local</td>
<td>Turbo 3D-T1</td>
<td>in-house train:25 (h,p) test:114 (h,p)</td>
<td>DSC$<em>{cMF}$ = 81.15% DSC$</em>{cMT}$ = 84.32%</td>
</tr>
<tr>
<td>SVM-DRF [177] (FA)</td>
<td>intensity, local, geometric</td>
<td>FS SPGR, FIESTA, and IDEAL GRE (WE &amp; FS).</td>
<td>in-house (multi-modal (4 modalities) MRIs) 11h (leave-one-out)</td>
<td>DSC$<em>{cPT}$ = 84.1% DSC$</em>{cF}$ = 86.4% DSC$_{cT}$ = 88%</td>
</tr>
<tr>
<td>Hierarchical RF + Gcut (post-processing)</td>
<td>intensity, local, geometric, context, semantic context</td>
<td>WE 3D-DESS</td>
<td>OAI 176 (h,p)</td>
<td>DSC$<em>{cPT}$ = 79.16% DSC$</em>{cF}$ = 84.96% DSC$_{cT}$ = 83.74%</td>
</tr>
</tbody>
</table>

The idea of registered multiple atlases discussed in Section 3.5 can also be fed into the classifiers. The spatial priors obtained from multiple atlases allow extraction of context features for the classifier. Liu et al. [180] trained varying layers of RFs based on multiple atlases to segment bones and cartilages. Appearances obtained from training images and context features were extracted from the segmentation results of the previous layer of trained RF classifier. The combination of atlas and learning-based technique can improve the accuracy of segmentation [171]. Dam et al. [171] reported 26.9% and 25.1% of VOE for femoral and tibial cartilages on SKI10 dataset, respectively (see Table 9).

Methods that embed geometrical and contextual features into voxel classification framework have attained good segmentation results for various cartilages. In most work, contextual and spatial data come in the form of probability map from the previous classification stage [180, 154, 155] or as a posterior probability cost function fed into Gcut post-processing stage to be maximised [155]. The spatial and appearance data can serve as a shape regularisation post-processing step by using deformable shape models.

Table 9 presents learning-based studies. The patellar cartilage (cPT) is the most difficult structure to segment, with a mean DSC of 79.16% on OAI dataset [179], while the structure that seems to attain better results is the femoral cartilage (cF).

3.6.2. Methods based on deep convolutional neural networks (CNNs)

Many studies have developed algorithms for automated cartilage segmentation that rely primarily on manually engineered features. Nonetheless, there is no general consensus on which specific features are most applicable in segmentation of knee compartments. Thus, DL models, particularly CNNs, have been recently considered as a new method for knee cartilage segmentation [181] and knee OA diagnosis [182]. In comparison to hand-crafted strategies, DL learns features automatically through a hierarchy of multiple layers and numerous parameters [40]. Prasoon et al. [181] reported three trained 2D CNNs, called multi-planar CNNs, for each orthogonal plane of knee MRIs (i.e., sagittal, coronal, and axial). This method displayed superiority of learned features obtained from CNNs (82.49% DSC volume overlap) over hand-crafted features in [168] (see Table 8). A summary of DL-based segmentation methods is given in Table 10.
Despite the success of CNNs, a major problem in biomedical image processing is the lack of large-scale annotated medical images, which has not yet reached in clinical practices. Besides, training CNNs from the scratch using a limited amount of labelled images can easily lead to overfitting [183]. Using a pre-trained CNN on a natural image or varied medical image modalities, and then, fine-tuning on the medical images can be a possible solution to this problem [184].

Norman et al. [185] used the 2D U-Net proposed by Ronneberger et al. [186] to segment various sub-compartments of the knee, including articular cartilage and meniscus. The authors reported 86.7% mean validation (of 37 subjects) DSC on OAI dataset. The datasets applied for training and validation were divided into two sets: patients with OA (i.e., Kellgren-Lawrence (KL) [187] score > 1) and patients whose condition was longitudinally stable (i.e., KL score = 0 − 1)). The 2D U-Net has been designed to perform pixel-wise classification of high-resolution images. Liu et al. [188] applied 2D SegNet [189] for bone and cartilage segmentation on SKI10 dataset, and further compared the results with U-Net, which demonstrated that SegNet is more capable of segmenting musculoskeletal images in terms of accuracy and computational efficiency. After applying 3D simplex deformable modelling, the algorithm allows smooth deformation of bone and cartilage boundaries. Thus, the algorithm ascertains boundary smoothness and preserves the overall shape of knee sub-compartments. Their method was ranked second with 64.1 ± 9.5 total score in SKI10 contest.

Meanwhile, Zhou et al. [190], inspired by the work reported in [188], by combining the CNN model with conditional random field (CRF) with spatial proximity, as an additional post-processing step to finalise the labels. The authors reported more than 80% of DSC for all cartilages.

Table 10: Summary of DL-based methods. Acronyms are from left to right (in order of appearance). Method: semi-automatic (SA), fully automatic (FA). Dataset: number (♯) of subjects (healthy asymptomatic (h) / patients having symptomatic knees (p)). Metrics: Dice similarity coefficient (DSC), specificity (SP), sensitivity (SN), volumetric overlap error (VOE), root-mean-square symmetric surface distance (RMSD). These metrics can be calculated on the knee compartments: medial tibial cartilage (cMT), patellar cartilage (cPT), total femoral cartilage (cF), lateral tibial cartilage (cLT), total tibial cartilage (cT), femur bone (bF), tibia bone (bT).

<table>
<thead>
<tr>
<th>Method (SA/FA)</th>
<th>Network architecture</th>
<th>MR pulse sequence</th>
<th>Dataset # subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triplanar-CNN [181] (FA)</td>
<td>three 2D-CNNs</td>
<td>Turbo 3D-T1</td>
<td>in-house train:25 (h,p) test:114 (h,p)</td>
<td>DSC = 82.49% SN = 81.92% SP = 99.97%</td>
</tr>
<tr>
<td>pixel-wise classification on 2D sagittal plane [185] (FA)</td>
<td>2D U-Net</td>
<td>WE 3D-DESS</td>
<td>OAI (174) train:121 (h,p) validation:37 (h,p) test:16 (h,p)</td>
<td>DSC = 86.7%</td>
</tr>
<tr>
<td>Slice-wise segmentation +3D Simplex deformable model [188] (FA)</td>
<td>2D SegNet</td>
<td>Many (T1, T2, etc.)</td>
<td>SKI10 train:60 (h,p) test:40 (h,p)</td>
<td>VOE = 28.4% VOE = 33.1% RMSD = 1.08 mm RMSD = 1.09 mm</td>
</tr>
<tr>
<td>SegNet+ CRF +3D Simplex deformable model [190] (FA)</td>
<td>2D SegNet</td>
<td>FS 3D-FSE</td>
<td>in-house 20p (leave-one-out)</td>
<td>DSC = 80.7% DSC = 80.1% DSC = 80.6%</td>
</tr>
<tr>
<td>Combined SSMs and CNNs (2D U-Net + SSMs + 3D U-Net + SSMs) [191] (FA)</td>
<td>2D U-Net &amp; 3D U-Net</td>
<td>Many (T1, T2, etc.)</td>
<td>SKI10 train:60 (h,p) test:40 (h,p)</td>
<td>VOE = 20.99% VOE = 19.06% RMSD = 0.74 mm RMSD = 0.59 mm</td>
</tr>
</tbody>
</table>

Continued...
<table>
<thead>
<tr>
<th>Method (SA/FA)</th>
<th>Network architecture</th>
<th>MR pulse sequence</th>
<th>Dataset</th>
<th># subjects (h/p)</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>WE 3D-DESS</td>
<td></td>
<td></td>
<td>OAI-Imorphics (176)</td>
<td>train:88 (h,p), test:88 (h,p)</td>
<td>DSC$<em>cF$ = 89.1%, DSC$</em>{cMT}$ = 85.8%, DSC$_{cLT}$ = 90%</td>
</tr>
<tr>
<td>WE 3D-DESS</td>
<td></td>
<td></td>
<td>OAI-ZIB (507)</td>
<td>train:253 (h,p), test:254 (h,p)</td>
<td>DSC$<em>{cF}$ = 89.9%, DSC$</em>{cT}$ = 85.6%</td>
</tr>
</tbody>
</table>

While DL-based approaches have been successful in segmenting medical images, they fail to discard outliers during segmentation. Besides, modeling the patient-specific shape variability of bone and cartilage in OA patients (with small and local shape variation in pathological data) is a challenging task. The segmentation model cannot clearly outline the areas of low contrast or imaging artefacts, which may result in inaccuracies during inference. Ambellan et al. [191] embedded SSMs adjustment into 2D and 3D CNNs, as a post-processing step, where SSMs correct the segmentation outcomes obtained after each CNN model to fill the holes and sub-holes in the segmentation mask from the previous step. The authors reported the best results of all published work on the validation data of SKI10 dataset, which recorded 20.99% and 19.06% VOE of cF and cT, respectively; outperforming the findings depicted in [171] (see Table 9). The SSMs were constructed from the bones on SKI10 to obtain bone segmentation for OAI dataset since OAI has no manual segmentation of bones. Overall, the combination of SSMs and CNNs achieved up to 88.3% of DSC on OAI validation set, including a 12-month follow-up dataset.

Ambellan et al. [191] combined 2D and 3D U-Nets, and made use of two different datasets of OAI images. They are referred to as OAI-Imorphics and OAI-ZIB, comprising 176 and 507 volumes. This method achieved a DSC value of 85.8% – 90% and 85.6% – 89.9% for each dataset respectively. Two-dimensional convolutional filters in 2D CNNs limits the spatial consistency in 3D knee MRIs. In order to increase the spatial consistency of segmentation outcomes, Ambellan et al. [191] added 8 adjacent slices of an individual slice to train the CNNs with 17 input channels.

Most of the DL methods applied for musculoskeletal structure segmentation have been based on 2D CNNs that employ 2D convolutions on sagittal orthogonal view in a slice-wise segmentation manner [185, 188, 190]. The main reason for this is the limited GPU memory, thus resulting in a limited spatial context within the 3D patch-based CNN approaches.

4. Discussion and concluding remarks

In this survey on knee articular cartilage segmentation methods in MRIs, we have discussed a classification of the state-of-the-art strategies with regard to the method applied, databases, and quantitative results. We have identified six main categories. The first category, conventional segmentation methods, includes region-growing, WST, and edge-based strategies. The second category comprises ACMs (which include B-spline and snakes). All of these techniques are performed interactively or semi-automatically and validated mostly on healthy subjects. However, In the next category, we have discussed SSMs that typically require a training dataset (i.e., shape model) to estimate the geometrical representation of the knee structure. Graph-based and atlas-based strategies are the next two categories and finally, the last category includes learning-based methods, which are subdivided into classical machine learning algorithms based on hand-crafted features, and emerging machine learning techniques referred to as DL models based on self-learning features.

As noticed from the summary tables, a comparison of the methods is not an easy task. Lack of standard databases and unified benchmarks are the main challenges. Moreover, it is not straightforward to compare the methods and evaluate based on their reported experimental results due to different testing datasets. These results thus need to be interpreted with caution, mainly because the accuracy of the segmentation method strongly depends on the dataset. To represent this issue, we have selected two publicly available datasets (SKI10 and OAI), with varying degree of KOA severity.
A large number of publications on knee joint segmentation methods have been used alone or in combination with other strategies. Hybrid methods have demonstrated good results [141, 155, 179, 171]. Thus, it is possible to combine learning-based methods with other methods to enhance the segmentation outcomes. Hierarchical learning-based scheme combined with geometric graph-based method allows segmentation of bone and cartilage simultaneously [155]. Given the fact that multiple atlas-based methods offer spatial prior of the anatomical structures, multiple atlas [157] or a combination of this method with any other method [179, 171] provides good results for the thin structure of cartilages.

This review has shown that learning-based methods dominate the field of knee cartilage segmentation. To the best of our knowledge, supervised learning-based techniques like k-NN [171], SVM [176], and AdaBoost [154, 155] are used for knee articular cartilage segmentation. A trend seems to exist on the use of DL strategies, either as an individual segmentation method [185] or combined with other approaches [190]. DL-based segmentation techniques can achieve acceptable overall performance, when compared to atlas-based [171] and model-based methods [140] since they are computationally costly. Therefore, researchers are recommended to conduct combined DL-based models and any other method that can attain better accuracy levels, when compared to those reported in existing studies. The combination of UNet and LOGISMOS has shown significant improvement for pancreas segmentation, in comparison to UNet and/or LOGISMOS on its own [192]. A similar strategy can be used for knee articular cartilage segmentation. Thus, it would be beneficial to adapt curvature and shape data into the DL-based model.

Many image analysis tools have been developed over the years to automate the knee joint segmentation. The Imorphics (based in Manchester, UK) has developed an image analysis tool based on 3D statistical shape models for fully-automated segmentation of knee bone and cartilage from MR images. Imorphics resulted in state of the art in terms of speed, precision and accuracy in automatic segmentation. Since 2007, LOGISMOS image segmentation framework is developed (at the Iowa Institute for Biomedical Imaging (IIBI)) as multiple objects and surfaces that can be applied on 2, 3, and 4D data; however, the framework still requires considerable manual correction. Another framework for the quantitative evaluation of cartilage biomarkers, the ArthroVision, involves determining KOA progression and also provides the technology to analyse the morphological and structural changes in other tissues such as meniscus and subchondral bone. Regarding future work, development of a useful tool based on CNNs for assessing the morphological and structural changes in the musculoskeletal system can be an interesting research field for aiding the clinical application, particularly for longitudinal assessments. The design and development of 3D CNNs learning-based framework for the graph representation of the knee joints that can accommodate both edge and shape information for the graph can be served for future research.

Analysing the literature, we observe that issues of inter- and intra-radiologist disagreements should be weighed in during validation. Segmentation techniques have been mostly performed interactively in early work. Thus, the fundamental methods have been validated by measuring the reproducibility of ThC, VC, and tAB in paired datasets to assess the quality of interactive segmentation methods. Additionally, self-assessment is not a reliable validation method [41].

The development of DL-based algorithms offers better modelling of medical image data and segmentation of knee MRI. One major advantage of DL algorithms is that it learns the contextual features automatically without requiring any conventional high computational spatial structure modelling, such as atlas-based and model-based methods. In this paper, we provided an updated review with a focus on DL application in knee articular cartilage segmentation. Nevertheless, there is still a need for investigations to improve the present algorithms to deal with the challenges such as lack of thorough assessment for clinical practices and the intensity inhomogeneity.
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