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Abstract—Multi-core mobile platforms are on rise as they enable effi-
cient parallel processing to meet ever-increasing performance require-
ments. However, since these platforms need to cater for increasingly
dynamic workloads, efficient dynamic resource management is desired
mainly to enhance the energy and thermal efficiency for better user ex-
perience with increased operational time and lifetime of mobile devices.
This article provides a survey of dynamic energy and thermal manage-
ment approaches for multi-core mobile platforms. These approaches
do either proactive or reactive management. The upcoming trends and
open challenges are also discussed.

Index Terms—Multi-core, Mobile Platform, Energy Management, Ther-
mal Management, DPM, DVFS.

1 INTRODUCTION AND SCOPE

Modern mobile platforms ranging from smartphones to
wearable devices employ heterogeneous Multi-Processor
Systems-on-Chips (MPSoCs), where several types of pro-
cessing cores such as ARM’s big.LITTLE are available within
a single chip, to deliver performance as well as energy effi-
cient computing. Previously simply increasing the operating
frequency of a single-core processor was able to cater for
performance criteria of mobile applications, however, with
time we could notice a paradigm shift to the adoption of
multi-core systems in mobile devices to satisfy the needs of
more complex applications. Additionally, simply increasing
the operating frequency of single core leads to high energy
consumption and heat dissipation.

In order to overcome the challenges associated with
energy consumption, heat dissipation and performance re-
quirement of executing applications on mobile platforms,
chip manufactures are integrating multiple processing cores
(processing elements) operating at low frequencies, where
the cores can cohesively communicate with each other [1].
Over the decades, thanks to Moore’s Law, now we cannot
just fit many cores on a single chip but also cores of different
processing capabilities onto the same chip to better fit our
needs. The hardware (H/W) layer in Figure 1 shows an

A. K. Singh, S. Dey and K. McDonald-Maier are with the School of Computer
Science and Electronic Engineering, University of Essex, Colchester CO43SQ,
United Kingdom. Email: {a.k.singh, somdip.dey, kdm}@essex.ac.uk.
K. R. Basireddy is with ARM Bangalore. Email:
karunakarreddy.basireddy@arm.com
G. V. Merrett, and B. M. Al-Hashimi are with the School of Electronics
and Computer Science, University of Southampton, United Kingdom. Email:
{gvm, bmah}@ecs.soton.ac.uk

A
p

p
l.

......

H
/W

H/W 

Resource 1

H/W 

Resource 2

H/W 

Resource n
...V/F 

Levers

O
S

/R
T

M
Energy/Perf Statistics

(e.g. counters)

H/W Resource selection 

and V/F control

Workload Estimation 

Model

 Temperature Estimation 

Model

Run-Time Manager (RTM)

(e.g. Energy and Temperature)

Current 

Temperature
…
…

…

Fig. 1. Resource management

example chip containing many cores (resources) of different
capabilities (colors). Such systems with multiple processing
cores enable us to leverage the increased parallelism of the
platform by partitioning applications (shown in the Appl.
layer in Figure 1) into many small tasks and assigning
the tasks to different cores (by H/W resource selection in
Figure 1) in order to perform parallel executions towards
satisfying the increased performance requirements, energy
consumption and heat dissipation [2].

In these systems the partitioning of applications is re-
ferred to as functional partitioning [1]. This kind of proce-
dure requires in-depth application knowledge and involves
finding the tasks, adding synchronization and inter-task
communication in the tasks, management of the memory
hierarchy communication and checking of the parallelized
code (tasks) to ensure for correct functionality. When het-
erogeneous multi-core system is in place, a task binding
process, which specifies the types of cores on which the tasks
can be allocated along with the allocation cost, is required
[3]. In order to compute the allocation cost of the task, the
binding process analyzes the implementation cost such as
performance, power consumption and resource utilization
of each task on supported heterogeneous cores such as
general purpose processor (GPP), digital signal processor
(DSP), graphics processing unit (GPU) and coarse grain re-
configurable hardware. At the moment, the most popular
mobile platforms such as Samsung Exynos 5410, Exynos
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5422 and Qualcomms Snapdragon MPSoCs host ARM’s big
and LITTLE GPPs along with other dedicated GPUs and
DSPs [4], [5], [6]. Although ARM’s big cores are sometimes
too powerful for some types of applications and end up
wasting a lot of energy while executing them, on the other
hand ARM’s LITTLE cores could be less powerful to run
the similar applications. In order to overcome such issues
with processing capabilities, future trends in heterogeneous
multi-core architecture are heading towards having a higher
number of cores with variable processing capacities, which
is not just limited to two types such of ARM’s big.LITTLE
[7], [8].

Energy efficient execution of applications on multi-
processor systems is desired in order to improve the op-
eration time of battery-powered systems. This requires de-
velopment of efficient run-time management (RTM) ap-
proaches, as shown in the OS/RTM layer of Figure 1.
For decades, several research and implementation works
have focused on optimizing energy at circuit, architecture
and system levels. According to [9] there are five popular
methods and/or combination of them leading to energy
reduction in the system, which includes:

1) Dynamic Power Management (DPM) allows idle pro-
cessing elements (PEs) or other idle components of
the system to be suspended if required in order to
reduce energy consumption.

2) Dynamic Voltage Frequency Scaling (DVFS) allows
processors to operate at variable voltage-frequency
(v-f) levels.

3) Customization of processors to match the process-
ing needed of a task on an MPSoC.

4) Customizing cache-based memory access.
5) Mapping tasks of an application to the processors so

that workload could be balanced across all proces-
sors in an MPSoC. This improves utilisation of PEs
effectively and reduces energy consumption.

On the other hand, on systems utilizing MPSoCs, if
proper energy consumption control measures are not taken,
it could lead to heat generation in the system. The avail-
ability of multiple PEs on the system in comparison with
uniprocessors can lead to more nonuniformity of heat gener-
ation/dissipation, leading to spatial temperature gradients
(STGs) across the chip. Additionally, the variety of the
workloads, which could be processed at the same time, may
cause large temporal heat generation/dissipation leading to
temporal thermal gradients (TTGs) at a single point on the
chip. In the meantime, STGs, TTGs and thermal cycles lead
to reduced performance and reliability of the system over
the period of time [10]. If there is an increase of 10 °C to
20 °C for metallic structures then the lifetime reliability may
decrease up to 16 times, thus, optimizing thermal behaviour
of such mobile platforms is very important.

Scope. At the moment, there are several survey papers
focused on summarizing methodologies related to either
optimization of energy or thermal behaviour on the mo-
bile platforms, however, to our best knowledge there is
no survey on methodologies that try to dynamically opti-
mize both energy consumption and thermal behaviour on
mobile platforms ranging from smartphones to wearables
utilizing MPSoC. For example, the survey paper by Kim et

al [11] summarizes techniques focused on OS-level energy
management of mobile PEs. On the other hand, surveys
by Vallina-Rodriguez et al. [12] and Mittal [13] only talks
about energy-aware software solutions and energy efficient
techniques on mobile handsets and embedded devices. Attia
et al. [14] talks about dynamic (online) power management
techniques utilized in multi-core platforms. Kong et al. [15]
discusses different thermal management techniques for mi-
croprocessors, however, the work is not focused on mobile
microprocessors. The work by Kong et al. was published
in 2012 and since then mobile microprocessor planning
and integration technology has significantly changed since
then to optimize performance, energy efficiency and thermal
behaviour of such mobile microprocessors.

Contributions. In this paper, we survey the techniques
available for dynamically optimizing energy consumption
and thermal behaviour on multi-core mobile platforms and
also provide our analysis of the emerging future trends
related to such methodologies. We have segregated the sur-
veyed methodologies into three categories: Dynamic Energy
Management, Dynamic Thermal Management and Dynamic En-
ergy and Thermal Management; where each of the categories
has two sub-categories: Proactive and Reactive. In Proactive,
the methodologies try to pro-actively determine the future
state and take actions to optimize either energy consump-
tion or thermal behaviour or both, whereas in Reactive, the
methodologies are reactive in nature and only take actions
to perform optimizations when a certain state is reached.
For proactive management, the state could be future tem-
perature by using a temperature estimation model or future
workload by using workload estimation mode and actions
could be resource selection and/or voltage/frequency (V/F)
control, as shown in Figure 1. In contrast, the state for
reactive management could be current workload or temper-
ature, as shown in Figure 1. The states are typically deter-
mined with the help of performance monitoring counters
providing statistics about metrics such as energy and perfor-
mance. For ease of navigation within the paper, the rest of
the paper is organized as follows. Existing work on Dynamic
Energy Management (discussed in Sec. 2), Dynamic Thermal
Management (discussed in Sec. 3) and Dynamic Energy and
Thermal Management (discussed in Sec. 4) are segregated into
Proactive and Reactive approaches. In Sec. 5, upcoming trends
and open challenges related to dynamic energy and thermal
management of multi-core mobile platforms are discussed
and the paper is concluded in Sec. 6

2 DYNAMIC ENERGY MANAGEMENT

To improve energy consumption and/or to meet perfor-
mance constraint in multi-core mobile platforms, various
approaches for DVFS and/or mapping have been proposed
using offline, online or hybrid (online optimization facili-
tated by offline analysis results) optimization for resource
management [1], [16], [17], [18], [19], [20], [21], [22], [23],
[24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34].
Depending on the control mechanism, runtime energy man-
agement approaches can be further classified into two cate-
gories: proactive [21], [22], [30] and reactive [16], [29], [31],
[33], [34], [35], [36].
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2.1 Proactive Approaches

To adapt to dynamic application workloads efficiently,
proactive control-based approaches have also been inves-
tigated [21], [22], [30]. An online reinforcement learning
based proactive DVFS approach targeting frame-based ap-
plications is presented to improve energy efficiency [22]. The
efficacy of [22] is proved on DM3730 SoC. In [30], an online
spatial mapping for streaming applications is presented for
a multi-core system and the experiments were performed
on hypothetical MPSoC with MONTIUMS with 2 ARM
processors.

Quan and Pimentel [31] proposed scenario-based hy-
brid mapping approaches targeting homogeneous multi-
core platforms in which mappings derived from design-
time DSE are stored for runtime mapping decisions. Above
discussed approaches target only homogeneous multi-cores
and thus may not be efficient for heterogeneous multi-
cores. Similar to [24], some works have used workload
memory-intensity as an indicator to guide task mapping
[28]. [28] considered 64bit x86 quad-core processors with
varying operating frequencies. A domain-specific hybrid
task mapping is presented in [20], which depends heavily
on offline results. [20] is implemented on Sesame system
level simulator. However, approaches presented in [20], [24]
do not consider DVFS, thereby missing on energy saving
opportunities. On the other hand, techniques proposed in
[19], [21], [25], [26], [27] use DVFS, but they have several
shortcomings. In [26], the design space is explored for a
single application and applying it to concurrent execution
of applications would be inefficient due to huge design
space. Donyanavard et al. [27] take applications with only
one thread, so only one type of core for each application
is used. Aalsaud et al. [25] consider concurrent execution
and mapping of application threads onto more than one
type of cores. However, it requires extensive offline and/or
online exploration for building regression models for per-
formance and energy for all possible mappings and DVFS
levels, which is non-scalable. Further, it does not apply
online periodic adjustment of DVFS level, which is essential
for adapting to workload variations and achieving better
energy savings.

Approaches presented in [19], [21] address the above
problem, but they also depend on extensive offline re-
sults, and in particular, [21] requires application instru-
mentation to guide the runtime selection. In [37], the de-
pendency on the application-dependent offline results is
removed by online mapping and adapting to application
arrival/completion times. The works presented in [19], [21],
[37] were implemented on Samsung Exynos 5422 MPSoC.

2.2 Reactive Approaches

Reactive approaches that use offline-optimization require
extensive design space exploration of the underlying hard-
ware and application(s). The techniques proposed in [16],
[29], [31] are used for DVFS and/or task mapping. In [16],
a resource model is presented to improve the accuracy of
existing models considering the time and energy costs of
runtime mode switching. Given an application, the software
partitioning problem (assign parts of an application to each

processor to achieve maximum system lifetime without sac-
rificing application performance) has been formulated as an
Integer Linear Programming (ILP) problem. The approach
presented in [29] generates multiple mappings for each ap-
plication offering a trade-off between resource requirements
and throughput. Evidently, these techniques consume more
time, and cannot cope with dynamic application behavior,
especially when multiple applications are run concurrently.

To handle dynamic application workloads, pure online
optimization-based approaches, performing all processing
at runtime, have also been investigated [35], [36]. In [35],
the online algorithm utilizes hardware performance moni-
toring counters (PMCs) to achieve energy savings without
recompiling the applications. Singleton et al. [36] present
an accurate run-time prediction of execution time and a
corresponding DVFS technique based on memory resource
utilization. Online approaches do well for even unknown
applications, but may result in inefficient results as opti-
mization decisions need to be taken quickly without prior
knowledge about the application [20]. This can be overcome
by using hybrid approaches, which usually provide better
performance results than pure online optimization as they
take advantage from both offline and online computations.

Among hybrid approaches, the reactive control mecha-
nism is used in [23]. In [23], thread-to-core mapping and
DVFS is performed based on power constraint. In [38], first
thread-to-core mapping is obtained based on utilization and
then DVFS is applied depending upon the surplus power.
However, [38] is not implemented on mobile platform and
was validated on a 64-core platform. Due to better power-
performance trade-offs, heterogeneous architectures become
prevalent across different computing domains [24], [25],
[26], [27]. These approaches usually consider multi-threaded
application to exploit the available hardware parallelism ef-
ficiently. For multi-threaded applications, most approaches
tend to allocate whole application onto only one type of
processing core(s) [24], [26], [27]. Although it simplifies
the mapping problem but cannot benefit from the power-
performance trade-offs offered by simultaneously mapping
application threads onto multiple types of cores. In [24],
a performance impact estimation technique is discussed
to predict which application-to-core mapping is likely to
provide the best performance to map the application onto
the most appropriate core type. This work was evaluated
on CMP$im simulator with 4 big and 4 small processors.
In [33], Mandal et al. proposed a practical imitation learn-
ing (IL) framework for dynamically controlling the type
(Big/Little), number, and the frequencies of active cores in
heterogeneous multi-core mobile processors. In this work,
linear regression (LR) and regression tree (RT) algorithms
are employed to generate policies with minimal storage
compared to techniques based on reinforcement learning
(RL), and also has minimal runtime decision-making over-
heads. This work was implemented on Samsung Exynos
5422 MPSoC.

In [34], a new approach for dynamic power management
is proposed, where the program source code of the execut-
ing application is automatically converted to LLVM interme-
diate representation (IR) code. The IR code is consecutively
converted to a machine readable image, which is used for
classification by a CNN model in to either of the following
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categories: compute intensive (the program is compute inten-
sive), memory intensive (the program is memory intensive)
and mixed load (the program is both compute and memory
intensive). Based on the classification of the program source
code by CNN in [34], DVFS is utilized on the multi-core
mobile platform to dynamically optimize power. This work
was evaluated on Samsung Exynos 5422 MPSoC.

3 DYNAMIC THERMAL MANAGEMENT

Several dynamic proactive and reactive thermal manage-
ment mechanisms have been proposed over the years. How-
ever, majority of the studies are focused on many-core (more
than 16 cores) general purpose processors and Network-on-
chips (NoCs) on contrary to multi-core mobile platforms.
Techniques in [9], [39], [40] are solely focused on optimizing
thermal behaviour during runtime on mobile platforms.
Note that this section covers approaches considering only
thermal management but not both thermal and energy
management that are provided in the next section.

3.1 Proactive Approaches
Peters et al. [39] proposed a power management strategy for
mobile games based on frame- and thread-based workload
prediction on MPSoC. This work manages power by using
the frame rate and thread workload as metrics to evaluate
the appropriate workload predictors, and apply thread-to-
core mapping along with DVFS to cater for frames per
second constraint. The efficacy of the technique was proved
on Samsung Exynos 5422 MPSoC.

3.2 Reactive Approaches
Reactive techniques focus on reducing the temperature
of the core/die when a certain temperature threshold is
reached, and are already implemented in the governors of
mobile Linux kernel. Examples of actions taken when the
thermal threshold is reached could vary from switching on
the active cooling of the device such as fan or throttling the
operating frequency of the cores.

Dey et al. [40] presented a dynamic thermal management
technique using frequency scaling to meet the performance
deadline of the executing application. This technique maps
the operating frequency of the cores to a temperature while
executing an application and uses the mapping to select the
appropriate frequency to cater for the performance deadline
while keeping the operating temperature lower than the
threshold. The efficacy of the technique is proved on Sam-
sung Exynos 5422 MPSoC. In another work [9], Dey et al.
presented a dynamic thermal management technique where
design space exploration is used to first reduce the number
of possible frequencies to only four and then selecting the
most appropriate frequency to meet the desired reward,
which is the thermal constraint for an example.

4 DYNAMIC ENERGY AND THERMAL MANAGE-
MENT

Reactive energy and thermal management methodologies
focus on reducing the temperature of the die/individual
core and reduce the power consumption after a certain

temperature threshold and/or power consumption thresh-
old is reached. The time period between two temperature
values or power consumption check is usually short to avoid
exceeding the thresholds. Reactive techniques are already
implemented in the governors of mobile Linux kernel.
When the temperature goes up and reaches the threshold
and/or when the power consumption reaches a threshold
the Linux kernel throttles the operating frequency of PEs as
means of reactive measures. On the other hand, proactive
methodologies usually adjust the workloads or operating
frequencies of the die/core by predicting the future power
consumption or temperature behaviour. Proactive method-
ologies have higher performance overhead in general when
compared to reactive ones due to the computation of pre-
dicting temperature and power consumption increase.

4.1 Proactive Approaches

Prakash et al. [41] estimates the temperature of the CPU and
GPU for a cooperative CPU-GPU thermal management on a
multi-core mobile platform (Samsung Exynos 5250 MPSoC).
Their technique utilizes the actual temperature readings of
the CPU and GPU along with the cores’ utilization to set the
operating frequency setting for the next time interval.

Singla et al. [42] proposed a predictor using power
sensors and thermal sensors to predict the next power
consumption based on the following operating frequency
setting. This work computes a power budget using the
predicted temperature and controls the operating frequen-
cies along with the types and number of processing cores.
Their experiments were performed on Samsung Exynos
5410 MPSoC to prove the efficacy of the technique and an
extension of this paper has also been published in [43].

In [44], Bhat et al. proposed an approach to achieve dy-
namic power-thermal management in heterogeneous MP-
SoCs by adapting models for performance, power consump-
tion and temperature of various processing elements in the
SoC. This work predicts temperature and power consump-
tion through online learning of GPU frame processing time,
GPU power consumption and power-temperature dynamics
of a SoC, and the experiments were performed on Qual-
comm Snapdragon 810 and Samsung Exynos 5422 MPSoCs.

In [45], Wächter et al. propose predictive thermal and
power management approach by predcting thermal be-
haviour for heterogeneous mobile platforms combining
with application mapping and DVFS to reduce the energy
consumption. The efficacy of the technique was proved on
Samsung Exynos 5422 MPSoC.

4.2 Reactive Approaches

In [46], Bhat et al. proposed power-temperature stability and
safety analysis technique, which is based on a formula to
compute the stable fixed point and maximum thermally
safe power consumption at runtime. The efficacy of the
technique is proved on Samsung Exynos 5422 SoC. Bhat et
al. in [47] proposed a power and thermal management gov-
ernor using the power-thermal dynamics on smartphones,
where throttling on individual cores is performed based on
the application being executed. This technique moves the
most power-hungry process, which cause thermal violation,
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to low power processors, and throttle the cores to manage
temperature and power consumption.

In [48], Dey et al. proposed a technique to reduce tem-
perature and power consumption of the device by dynam-
ically selecting the appropriate operating frequency based
on linear relationship between frequency and operating
temperature, to improve the decision-making time of choos-
ing the frequency. In this work, a linear relationship is
deuced between frequency and temperature of the device
while executing applications and at runtime the frequency-
temperature mapping is used to maintain the desired tem-
perature while reducing power consumption at the same
time. The efficacy of the technique is proved on Samsung
Exynos 5422 MPSoC.

Isuwa et al. [49] proposed a dynamic thermal- and
energy-management approach for CPU-GPU based MP-
SoCs by managing resources, frequency scaling and thread-
partitioning of executing applications on CPU and GPU. The
experiences were performed on Samsung Exynos 5422 MP-
SoC. In [50], Angioletti et al. presented a dynamic thermal
and power management policy where parallel applications
are mapped to the cores by profiling the throughput at
different operating frequencies and then selecting the cores
and relevant frequency to achieve close-to-optimal execu-
tion based on Quality of Service (QoS). If more than one
mapping configuration is available then power consump-
tion is estimated between the big cores and GPU to select the
appropriate option. In case big cores are chosen then power
consumption of the sub set of the big cores are estimated to
limit maximum temperature. This work was evaluated on
Samsung Exynos 5422 MPSoC.

5 UPCOMING TRENDS AND OPEN CHALLENGES

5.1 Hierarchical Management for Multi-cluster Mobile
Platforms

Multi-cluster mobile platforms are highly used is modern
smartphones, where a cluster contains a set of cores of
one type and it has its own management options, e.g.
voltage/frequency levels. With increasing application com-
plexities, the number of clusters is expected to increase [27].
This will require hierarchical management, where a local
manager will need to manage a cluster and all the local
managers with coordinate with a global manager. To further
enhance the performance, a cluster will need to be managed
with more than one sub-cluster and thus sub-managers so
that all the cores are efficiently utilized, e.g. a cluster of four
cores in Samsung Galaxy S10 supporting voltage/frequency
scaling differently at sub-cluster level (for two cores). This
trend is expected to continue, but finding the best hierarchi-
cal management policy is challenging.

5.2 Increasing Application Domains

The mobile platforms are expected to support applications
from various domains, e.g. health and office management.
With the availability of enhanced vision sensor (camera)
and other possible sensors in mobile platforms of future,
the number and type of applications to be supported will
increase. This is expected as we like to rely on one handheld
device that can avail us all the desired features. This will

increase the challenges to meet the end-user requirements
for abundant number of desired features.

5.3 Multi-objective Optimization

Performance optimization used to be the most important
criteria, but energy optimization also became important due
to increasing demand of energy to support large number
of applications. Due to negative impact of temperature on
leakage energy, performance, user comfort and reliability,
joint temperature and energy optimization is important.
Along with these metrics, optimization for security will
be desired due to interaction with untrusted devices. The
optimization for multiple objectives is challenging as it
increases the design space to be considered.

5.4 Secure and Efficient Interaction with Cloud

Mobile platforms do not have enough processing capability
to provide all the features required by end-users, e.g. real-
time maps. Thus, they interact with cloud to make these
features available. With increasing number of desired fea-
tures, e.g. a doctor willing to identify vital signs of a patient
by using vision sensor of a smartphone, the reliance on
cloud will increase. This will need to address the challenge
of identifying the contents to be processed on the mobile
device and cloud in a secure and efficient way. The security
will also ensure privacy while the efficiency is expected to
deal mainly with accuracy, performance and energy con-
sumption.

6 CONCLUSION

This article provides a survey of dynamic energy and ther-
mal management approaches for multi-core mobile plat-
forms. The approaches performing proactive and reactive
management while following some principles are surveyed.
Upcoming trends and open challenges are identified based
on the ongoing academic and industrial research activities.
The identified trends are expected to advance in future to
address the challenges of dynamic resource management
into the next era.
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[45] E. W. Wächter, C. de Bellefroid, K. R. Basireddy, A. K. Singh, B. M.
Al-Hashimi, and G. Merrett, “Predictive thermal management for
energy-efficient execution of concurrent applications on heteroge-
neous multicores,” IEEE Transactions on Very Large Scale Integration
(VLSI) Systems, vol. 27, no. 6, pp. 1404–1415, 2019.

[46] G. Bhat, S. Gumussoy, and U. Y. Ogras, “Power-temperature
stability and safety analysis for multiprocessor systems,” ACM
Transactions on Embedded Computing Systems (TECS), vol. 16, no. 5s,
p. 145, 2017.

[47] ——, “Power and thermal analysis of commercial mobile plat-
forms: Experiments and case studies,” in 2019 Design, Automation
& Test in Europe Conference & Exhibition (DATE). IEEE, 2019, pp.
144–149.

[48] S. Dey, E. Z. Guajardo, K. R. Basireddy, X. Wang, A. K. Singh,
and K. McDonald-Maier, “Edgecoolingmode: An agent based
thermal management mechanism for dvfs enabled heterogeneous
mpsocs,” in 2019 32nd International Conference on VLSI Design and
2019 18th International Conference on Embedded Systems (VLSID).
IEEE, 2019, pp. 19–24.

[49] S. Isuwa, S. Dey, A. K. Singh, and K. McDonald-Maier, “Teem:
Online thermal-and energy-efficiency management on cpu-gpu
mpsocs,” in 2019 Design, Automation & Test in Europe Conference
& Exhibition (DATE). IEEE, 2019, pp. 438–443.

[50] D. Angioletti, F. Bertani, C. Bolchini, F. Cerizzi, and A. Miele, “A
runtime resource management policy for opencl workloads on
heterogeneous multicores,” in 2019 Design, Automation & Test in
Europe Conference & Exhibition (DATE). IEEE, 2019, pp. 1385–1390.

Amit Kumar Singh is a Lecturer at University of Essex, UK. He received
the Ph.D. degree from the Nanyang Technological University, Singapore,
in 2013. His research interests are design/optimisation of multi-core
systems for performance, energy, temperature, reliability and security.
He has published over 90 papers and received several best-paper
awards.

Somdip Dey is currently pursuing a PhD with University of Essex. He
received the M.Sc. degree in computer systems engineering from the
University of Manchester, in2014. His current research interests include
affordable articial intelligence, information security, computer systems
engineering and computing resource optimization for performance, en-
ergy, temperature, reliability, and security.

Basireddy Karunakar Reddy is currently working at ARM Bangalore as
Performance Architect. He received the Ph.D. degree in Electronic and
Computer Science at the University of Southampton, UK, in 2019. His
current research interests include design-time and run-time optimization
of performance and energy in multi-core heterogeneous systems.

Klaus McDonald-Maier is the Head of the Embedded and Intelligent
Systems Laboratory, University of Essex, UK. His current research in-
terests include embedded systems and system-on-chip design, security,
development support and technology, parallel and energy-efficient archi-
tectures, computer vision and data analytics for real-world problems. He
is a Fellow of the IET.

Geoff V Merrett is Professor of Electronic and Software Systems in
the School of Electronics and Computer Science at the University of
Southampton, UK. His research interests are in energy management of
mobile and embedded systems, and he has published over 200 papers
in these areas.

Bashir M. Al-Hashimi is an ARM Professor of Computer Engineering,
Dean of Engineering and Physical Sciences, University of Southampton,
U.K. His research interests include methods, algorithms, and design
automation tools for low-power design and test of embedded-computing
systems. He is fellow of the IEEE and UK Royal academy of engineering.


