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ABSTRACT The complex detection background and lesion features make the automatic detection of
dermoscopy image lesions face many challenges. The previous solutions mainly focus on using larger and
more complex models to improve the accuracy of detection, there is a lack of research on significant intra-
class differences and inter-class similarity of lesion features. At the same time, the larger model size also
brings challenges to further algorithm application; In this paper, we proposed a lightweight skin cancer
recognition model with feature discrimination based on fine-grained classification principle. The propose
model includes two common feature extraction modules of lesion classification network and a feature
discrimination network. Firstly, two sets of training samples (positive and negative sample pairs) are input
into the feature extraction module (Lightweight CNN) of the recognition model. Then, two sets of feature
vectors output from the feature extraction module are used to train the two classification networks and
feature discrimination networks of the recognition model at the same time, and the model fusion strategy is
applied to further improve the performance of the model, the proposed recognition method can extract more
discriminative lesion features and improve the recognition performance of the model in a small amount
of model parameters; In addition, based on the feature extraction module of the proposed recognition
model, U-Net architecture, and migration training strategy, we build a lightweight semantic segmentation
model of lesion area of dermoscopy image, which can achieve high precision lesion area segmentation
end-to-end without complicated image preprocessing operation; The performance of our approach was
appraised through widespread experiments comparative and feature visualization analysis, the outcome
indicates that the proposed method has better performance than the start-of-the-art deep learning-based
approach on the ISBI 2016 skin lesion analysis towards melanoma detection challenge dataset.

INDEX TERMS Dermoscopy images, skin cancer detection, lightweight deep learning network, fine-grained
feature.

I. INTRODUCTION
Skin cancer is one of with high mortality forms of cancer,
according to cancer statistics released by the American Can-
cer Society, the mortality rate of patients with skin cancer
is as high as 75% [1], [2], and the melanoma with the
highest mortality rate is still increasing with an incidence
of 14%. Fortunately, if the disease can be found and treated
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in time in the early stage, the probability of survival is very
high [3], [4].

As a non-trauma skin imaging technique, dermoscopy is
widespread used in the identification of melanoma. Although
the accuracy of using dermoscopy to detect melanoma is
higher than that without auxiliary observation [5], however,
the diagnostic accuracy depends on the experience and pro-
fessional skills of dermatologists. Even if dermatologists
make the diagnosis, the accuracy of melanoma diagnosis can
only reach 75-84% [6], and the diagnosis results of different
doctors are different and have poor repeatability. Therefore,
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FIGURE 1. Automatic detection of melanoma is interfered by many
factors. (a) shows some interferences unrelated to pathological factors.
(b) shows melanoma and benign are not easy to distinguish in
appearance.

using the advantages of artificial intelligence to assist doc-
tors in non-contact automatic diagnosis is of great practical
significance.

Using dermoscopy images to automatically identify
melanoma is a very challenging task, there are many inter-
ference factors in the dermoscopy image, such as hair on the
skin surface, related solutions used to enhance the clarity of
skin lesions, and different-colored discs used for auxiliary
identification, as follows Fig. 1.

II. RELATED WORK
To improve the accuracy of automatic detection, many
related experts and scholars have conducted extensive
research. Early automatic detection of lesions in dermoscopy
images is usually based on hand-designed low-level fea-
tures, combined with well-designed classifiers for training,
and ultimately achieves the purpose of recognition. These
features include color [7]–[9], shape [10], and texture [11].
Some researchers use feature fusion strategies to combine
two or more features to elevated the robustness of the
model [12]–[15]. However, the low-level feature expression
ability based on the manual design is insufficient, which can’t
effectively deal with the problems of the large with-class
feature difference and small between-class feature difference,
moreover, the patterns concerned by these features are rel-
atively fixed, and the generalization ability of the model is
weak. Other researchers have proposed a method to segmen-
tation the lesion area first and then base on the segmentation
result to recognize melanoma [16, [17]. These methods use
image segmentation to extract image areas containing only
lesions, so the extracted features are more representative,
but due to the limitations of the low-level features, the final
disease recognition rate is slightly improved, in addition,
whether the type of lesion is only related to the lesion area
unable be verified. Other researchers use the bag of feature
(BOF) as the lesion feature for identification [18], but the
pattern of melanoma and non-melanoma lesion features is
complex and changeable, and an effective visual dictionary
cannot be effectively constructed. Therefore, the robustness
of the disease classification model based on BOF is weak.

Convolution neural networks because of its robust feature
representation capability, has been extensive utilization in
medical image analysis in the last several years and has
achieved remarkable results. These applications include med-
ical image segmentation [19]–[21], classification [22]–[24]
and detection [25], [26]. Kawahara et al. designed a full
convolution neural network based on AlexNet [27] model
to recognize the melanoma [28]. Ge et al. Extracted high-
level features from ResNet [29] and VGG [30] networks for
bilinear merging, and trained using SVM classifiers achieved
the best current recognition results on multiple test sets [31].
Esteva1 et al. Combined data-driven technology to train
nearly 13W dermatological pictures on the InceptionV3 [32],
and achieved excellent results comparable to professional
dermatologists on the test set [33]. However, these methods
do not consider the problem of poor discrimination between
various skin cancer features. Yu et al. proposed a phased
melanoma recognition method based on the deep residual
network [34], through Melanoma recognition based on skin
lesion segmentation they won the first place in the ISBI
2016 Skin Lesion Analysis TowardsMelanomaDetection [35]
(hereinafter referred to as ISBI 2016) classifier task, because
of the final recognition needs to be carried out step by step,
it is not an end-to-end solution. Combined with the adaptive
sample learning strategy, Guo et al. Designed a multi convo-
lution neural network to copy with the intra-class discrepancy
of melanoma and related noise interference [36]. To extract
more distinguishable pathological features. Yu et al. combin-
ing pre-trained model weights to encode the output features
of the deep residual network into Fisher vectors, and trained
SVM to reach the purpose of recognition, through further
the integration strategy achieved the optimum performance
in the ISBI 2016 classification test set [37]. Similarly, this
method is not an end-to-end solution and the model con-
struction is complex. Zhang et al. Designed a multi-CNN
collaborative training dermoscopy image lesion recognition
model, improves the robustness of lesion identification and
verified the effectiveness of the proposed method on related
data sets [38]. In order for the model to learn more powerful
and more distinguishing feature representation capabilities,
Zheng et al. Proposed a framework for automatic skin lesion
recognition using cross-net based aggregation of multiple
convolutional networks, and verified the proposed method
through extensive experiments Superiority [39].

To make the model better segmentation the lesion areas
of different scales in the original image, Li et al. designed
a semantic segmentation model based on multi-scale full
convolution to extract the lesion areas of skin disease [40].
To improve the segmentation precision of skin lesion bound-
ary. Deng et al. based on VGG-16 and hole convolution,
design a fully convolutional neural network that can simul-
taneously extract global features and local features [41].
Li et al. By constructing the residual network with differ-
ent scale input and the calculation unit of the lesion index,
the rough segmentation of lesion degree in the area of skin
injury are realized [42]. Tang et al. designed a multi-stage
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semantic segmentation model combined with context infor-
mation to achieve the end-to-end accurate segmentation of
skin lesion [43]. In order to improve the robustness and accu-
racy of lesion boundary segmentation, Xie. et al. Designed a
multi-branch fusion network with mixed feature inputs, and
verified the effectiveness of the proposed method through
extensive comparison experiments [44]. Pour M P et al.
Proposed a method with CIELAB color space and trans-
form Domain dermoscopy image lesion segmentation net-
work achieves high segmentation performance without using
additional data and preprocessing techniques [45].

III. METHODOLOGY
In this paper, we proposed an efficient and lightweight
melanoma classification network based on MobileNet [46],
DenseNet [47]. Different from the previous solutions,
we introduced the fine-grained classification principle in the
lightweight melanoma classification network to improving
the feature discrimination ability, recognition accuracy of
lightweight networks and keep a small number of model
parameters, meanwhile, we use focal loss [48] method for
comparison experiments. Besides, we design a lightweight
U-Net [49] model based on the feature extraction mod-
ule of the classification network to accurately segmentation
skin lesion area, our method can achieve high segmentation
accuracy without complicated image preprocessing technol-
ogy while ensuring the small number of model parame-
ters. In the end, compared with the method of getting the
start-of-the-art result on ISBI 2016 test set, the pro-
posed method obtains better performance and verifies its
effectiveness.

Below is a summary of the main contributions of our work:
Classification Task: The proposed dermoscopy image

lesion recognitionmethod includes three steps: image prepro-
cessing, model construction and model training, and model
fusion. Image preprocessing involves training set image aug-
mentation and construction positive and negative sample pair
training sets. It is mainly used to alleviate the overfitting of the
model andmake the input data formatmeet themodel training
input requirements; model construction involves lightweight
recognition network and feature discrimination network con-
struction, loading of pre-training weights, joint training of
lightweight recognition networks and feature discrimination
networks, It is mainly used to improve the model’s feature
discrimination ability, recognition performance, and reduce
the number of model parameters; model fusion includes the
extraction of different lightweight recognition networks that
have been trained and fusion, It is mainly used to further
improve the overall performance of the model. The related
flowchart is shown in the figure below:

The proposed recognition model uses two different fea-
tures of the output of the lightweight CNN (see Table 1 and
Table 2 for specific structure) as the input of the feature
discrimination networks to determine whether the two input
images belong to the same type, so as to enhance the
model ability to distinguish similar features between the

TABLE 1. Lightweight CNN architecture base on MobileNetv1.

TABLE 2. Lightweight CNN architecture base on DenseNet-121.

melanoma and non-melanoma. Compared with the original
lightweight model, the model combined with the principle
of fine-grained classification can extract more discriminant
features and achieve higher accuracy. We call the proposed
model DC-MobileNetV1 (Discriminant MobileNetV1),
DC-DenseNet121(Discriminant DenseNet-121).
Segmentation Task: The proposed dermoscopy image

lesion area segmentation method includes three steps: image
preprocessing, model construction and model training, and
model fusion. Image preprocessing is mainly to augmenta-
tion the original training set to alleviate the overfitting of
the model; model construction and model training mainly
includes build a lightweight encoder, standard decoder, pre-
training weight loading under the U-Net architecture, and
model training based on mixed loss function, it is mainly
used to reduce the amount of parameters of the model
while maintaining a high model segmentation accuracy,
the related flowchart is shown in the Fig. 5. We call the
proposed model U-MobileNetV1(base on MobileNetV1),
U-DenseNet121(base on DenseNet-121).

The proposed segmentation model is different from the
original U-Net. We used the lightweight CNN (see Table 1, 2)
to replace the encoder part of the original U-Net network.
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FIGURE 2. The proposed method framework for melanoma recognition. Given N pairs
of 224 × 224 images as the feature extraction module input, the lightweight CNN will output two
different 1024 dimensional feature vectors f1 and f2, then f1 and f2 will be used as lesion features in
the training of melanoma recognition network, and through introducing a non-parametric discriminant
layer we build a network which can verify whether the images corresponding to f1 and f2 belong to the
same category.

For U-MobileNetV1, the lightweight conv block 3 × 3 of
encoder corresponds to the Depthwise Separable Block. For
U-DenseNet121, the lightweight conv block 3× 3 of encoder
includes a Dense Block and a Transition Layer, see Fig. 6 for
specific structure.

The rest of this article is arranged as follows. In this
Section, we introduce the implementation details of the
proposed method, and in Section IV, we carry out exten-
sive experimental verification and comparison. Finally,
we discussed and concluded the proposed method in
Section V and VI, respectively.

A. BASIS OF LIGHTWEIGHT CONVOLUTIONAL NEURAL
NETWORK
At present, some methods based on CNN have made
positive progress in the task of automatic detection of
melanoma [33]–[41]. Meanwhile, some researchers have
focused on the automatic detection task of melanoma on
lightweight deep learning models [50]–[52], which sig-
nificantly reduced the number of model parameters and
achieved better detection results. Inspired by these works,
we redesigned the lightweight deep learning model so that
it can adapt to the current task and improve the ability of
the network to discriminate similar features by introduc-
ing feature discrimination layers. In addition, to solve the
problem that the semantic segmentation model has a large
number of parameters and is difficult to deploy to the mobile
end, we proposed a full convolution semantic segmentation
network based on a lightweight model and U-Net structure to
achieve end-to-end lesion segmentation. In this part, we will
briefly introduce the basis of the lightweight model related to
this article.

The lightweight model is usually composed of a series
of basic modules and each module is composed of a small

number of specific network layers stacked. These network
layers contain operations on spatial dimension and channel
dimension. These operations include depthwise separable
convolution, group convolution, channel separation, channel
scrambling, residual connection, and channel concatenate.
The principle of standard convolution and depthwise sepa-
rable convolution is shown in the following figure:

Taking the standard convolution shown in Fig. 7(a) as
an example, assuming that the input feature map size
is H ×W × N , the output feature map size is H ×W ×M ,
and the convolution kernel size is K ×K , then the parameters
of a standard convolution layer are K 2

× N × M , and the
parameters of a depthwise separable convolution layer are
K 2
× N + 1

2
× N × M . It can be found that the depthwise

separable convolution is only 1/M + 1/K 2 of the standard
convolution parameters. In the MobileNetV1, the use of deep
separable convolutions instead of standard convolutions has
significantly reduced the size of the model. In DenseNet-121,
the parameters of the model are mainly reduced by using
1 × 1 convolution in the dense connected blocks and tran-
sition blocks of the model. The dense connected blocks are
implemented as follows:

xl = Hl([x0 + x1, · · · , x l−1]) (1)

where xl represents the feature map of the layer l in the
network,Hl represents a combination function, which mainly
includes operations such as BN , ReLU , conv1× 1, and conv
3× 3 (see Fig. 6 (b)-P1) for the specific structure).

B. CLASSIFICATION OF MELANOMA
1) DATA AUGMENTATION
Considering that the ratio of melanoma to non-melanoma in
the ISBI 2016 dermoscopy image dataset is 1:4, there is a
significant category imbalance problem, and the amount of

99636 VOLUME 8, 2020



L. Wei et al.: Automatic Skin Cancer Detection in Dermoscopy Images

data is small, so it is necessary to perform data augment pro-
cessing. We applied rotation (90,180,270), mirroring, center
cropping, brightness change, random occlusion operations
on the original image to reduce the possible over fitting of
the model and enhance the robustness of the model. Finally,
through the data enhance, we increased the original training
set images from 900 to 4430 and separated the enhanced
dataset into a training set and a validation set according to
a ratio of 0.8: 0.2 for use in training the model.

2) DATA PREPROCESSING
Since the melanoma classification network needs to be pro-
vided with positive and negative sample pairs as input when
training it, therefore the input data needs additional process-
ing before network training. Note that to make the model
better distinguish data with different categories but similar
feature, we used two different data processing methods alter-
nately during training, as follows:
Method1 constructs input data that contains more positive

sample pairs: In each round of network training, the input
comes from a group of randomly shuffled batch data. The
batch data contains two parts, the input image x1 and the
correspond label y1, where the shape of x1 is N ×W × H ×
C(Set to 32× 224× 224× 3), and the shape of y1 is N × 2
(one-hot coding). Let ylabel = max_id(y1), where max_id
indicates the maximum value position index of the element in
y1, the ylabel shape is N × 1, which is composed of 0/1, there,
0 is regarded as non-melanoma and 1 is regarded melanoma.
Then construct a variable idx2 with the same dimension as
ylabel . By traversing the ylabel , find in turn the data pairs with
the same elements and the data pairs with different elements,
simultaneously, exchange the corresponding position index
and assign it to idx2 . Finally, construct variables x2, y2 with
the same dimensions as x1 and y1, and use the value of the
element in idx2 as an index to traverse x1, y1, find the elements
corresponding to the index positions of x1 and y1, and assign
these elements to x2 and y2 in turn, thus, two sets of input
data x1, y1, x2 and y2 containing more positive sample pairs
are constructed.
Method2 constructs input data that contains more negative

sample pairs: Since the original input data is randomly shuf-
fled before each training, therefore, we only need to read the
batch twice before training, and by the corresponding values
of the two batches are assigned to x1, y1, x2 and y2 in turn.
Thus, two sets of inputs data x1, y1, x2 and y2 containing more
negative sample pairs are constructed.

Note that during each iteration of training, Method1 and
Method2 are used at a frequency of 1: 4 in this article, this is
tomake themodel paymore attention to the feature difference
between melanoma and benign.

3) CLASSIFICATION NETWORK ARCHITECTURE
For the proposed recognition model, we use MobileNetV1 or
DenseNet-121 feature extraction module as the component of
lightweight CNN, then the training data containing positive
and negative sample pairs are input into the lightweight CNN

respectively to get two different feature outputs, after the
two outputs, two global average pooling layer and two fully
connected layer of size 2 (using the Softmax activation func-
tion) were added to form two different classification network
branches, respectively. By measuring the similarity of the
outputs feature of the two global average pooling layers in
the discriminate layers, and then apply the ReLU activation
function fully connected layer of size 512 and an apply the
Softmax activation function fully connected layer of size 2
were added. Finally, a similarity discriminate network is
constructed to determine whether two groups of input images
belong to the same type, therefore, the proposed classifi-
cation network architecture includes three branch networks.
The feature similarity measurement function used by the
discriminate layer is as follows:

D (Y1,Y2) = (Y 1 − Y2)
2. (2)

where Y1, Y2 represent the output features of the two global
average pooling layer, and the subtraction and square opera-
tion in the formula is carried out element by element, so the
output size of the discriminate layer is consistent with the
input size.

4) TRAINING PROCEDURE
To improve the efficiency of model training, we load
pre-training weights (trained on Imagenet [53]) in the
feature extraction part of the classification branch net-
work(lightweight CNN), and take 0.0001 as the initial learn-
ing rate for Adam optimizer to training total network layers,
the total number of iterations of network training is set to
50, and during the training, if the loss from the verification
set does not reduce the specified value in three consecutive
iterations, then the learning rate decays to 1/2 of the current
value. Note that the two classification networks use cross-
entropy loss function, and we also use the focal loss as a
comparison experiment, the cross-entropy loss function is
used to the feature discriminate network, and the relevant
equation is as follows:

L =

{
−ylnp, y = 1
− (1− y) ln (1− p) , y = 0

(3)

FL =

{
−α (1− p)γ ylnp, y = 1
− (1− α) pγ (1− y) ln (1− p) , y = 0

(4)

Ltotal =

{
AL + BL + CL, useL
AFL + BFL + CL, useFL

(5)

where L represent the cross-entropy loss function, y means
the real category label, and p represent the prediction category
label probability value. FL means the focal loss function, α
is the factor that to balance the contribution of negative and
positive samples to the loss function value, γ is the factor used
to balance the contribution of hard and easy samples to the
loss function value, the values of α, γ are set to 0.25 and 0.75.
Ltotal is the total loss of the training network, A, B represents
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FIGURE 3. The proposed method framework for skin lesion segmentation. The proposed framework
of full convolution skin lesion area semantic segmentation based on U-Net, which includes three
parts: Encoder, Skip connection and Decoder. In the Encoder part, we used the feature extraction
modules of the MobileNetV1 or DenseNet-121 networks to build. In the Decoder part, we use the
same structure, which includes up sampling(stride = 2), skip connection and 3× 3 convolution,
the skip connection uses the way of channel concatenate.

the loss function weight value of the two classification net-
work in the total loss function, C represent the loss function
weight value of the feature discriminate network in the total
loss function, the values of A, B, and C are set to 1, 1, and
0.5 respectively.

During the test, we extracted the model with the better
model performance from the two trained classification net-
works and then performmodel performance evaluation on the
test set after further model fusion.

C. SEGMENTATION OF SKIN LESION AREA
1) DATA PREPROCESSING
The data enhancement method used in the segmentation net-
work is the same as that used in the classification network,
the difference is that the original image is enhanced and the
corresponding segmentation mask is enhanced in the same
way, in addition, because the whole segmentation network
only needs a group of inputs, no additional model data input
preprocessing operation is required. Finally, through the data
augment technology, we increased the original training set
images from 900 to 6900, and separated the enhanced dataset
into a training set and a validation set according to a ratio of
0.8: 0.2 for use in training the model.

2) SEGMENTATION NETWORK IMPLEMENTATION
For the proposed segmentation model, the decoder structure
part of based on the MobileNetV1 feature extraction module
is shown in TABEL I. When the 3 × 3 depthwise separable
convolution stride is 1, this means that the size of the input
feature map is the same as the output. When the stride is 2,
it means that the output feature map is 1/2 of the input
feature map size. In the encoder module, the skip connec-
tion with the decoder module is the output of the Convolu-
tion 3 × 3, Depthwise Separable Block2, 3, and Depthwise
Separable Block4(s=1); The decoder structure part of based
on the DenseNet-121 feature extraction module is shown
in TABEL II. In the encoder, the skip connection with the

decoder module is the output of the, Convolution 7×7, Dense
Block1, Dense Block2, Dense Block3. It should be noted that
the last lightweight conv block 3 × 3 in the U-MobileNetV1
encoder contains Depthwise Separable Block4 and Depth-
wise Separable Block5, while the last lightweight conv block
3 × 3 in the U-DenseNet121 encoder contains Transition
Layer3, and Dense Block4. The overall model structure can
be seen in Fig. 3.

3) TRAINING PROCEDURE
Before model training, we load pre-training weights (trained
on Imagenet [53]) into the encoder part to make the model
more efficient for training, and take 0.0001 as the initial
learning rate for Adam optimizer to training total network
layers, if the loss from the verification set does not reduce
the specified value in three consecutive iterations, then the
learning rate decays to 1/2 of the current value. The model
training final executes 50 epochs, and the model loss function
uses BCE Dice Loss. The specific formula is as follows:

S1=
∑w

i=1

∑h

j=1
PijY ij (6)

S2=
∑w

i=1

∑h

j=1
Yij (7)

S3=
∑w

i=1

∑h

j=1
Pij (8)

LCross=−
1

w× h

∑w

i=1

∑h

j=1

[
Yij lnPij

+
(
1−Yij

)
ln
(
1−Pij

)]
(9)

LDice= 1− (2∗S1+ ε)/(S2+ S3+ ε) (10)

LBCEDice= LDice + LCross (11)

where Pij and Yij represent the output probability map of
the segmentation network and the real segmentation map,
respectively, both of which are represented by the matrix.
PijYij represents the pixel-wise multiplication operation of
the matrix elements, w, h is the width and height of training
images, ε set to 1(avoid division zero).
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FIGURE 4. Flow chart of DERMOSCOPY image lesion recognition method.

FIGURE 5. Flow chart of dermoscopy image lesion area segmentation
method.

D. DATA SET AND SYSTEM IMPLEMENTATION
We validate our put forward approach on the ISBI 2016 chal-
lenge dataset, which is from the International Skin Imaging
Association (ISIC) archives.1 This is the most comprehen-
sive collection of quality controlled dermatoscopy image
databases on skin lesions. The ISBI 2016 challenge dataset
contains 900 training set and 379 test set (including the
original pictures and the corresponding lesion segmenta-
tion masks marked by professional doctors). Data set are
divided into melanoma and benign. where nearly 80% of
the data set are benign (test set contains 304, training set
contains 727). In this section, we will introduce the challenge
results provided by the organizers and the state-of-the-art
results. In addition, the put forward approach is based on the
Keras framework2 and implemented under the NVIDIA Tesla
K80 GPU (12G).

E. EVALUATION INDICATORS
We used the evaluation indicators specified by the official
website of the challenge to evaluate our model performance.
For the segmentation task, the evaluation indicators include
accuracy (AC), jaccard index (JA), dice coefficient (DC),

1https://isic-archive.com
2https://keras.io/

FIGURE 6. The specific structure of the proposed segmentation method
architecture. (a) shows the specific structure of the Depthwise Separable
block. (b)-P1, P2 respectively show the specific structure of the Dense
Block and Transition Layer. (c) shows the main structure of the proposed
segmentation architecture decoder.

FIGURE 7. Schematic diagram of standard convolution (a) and depthwise
separable convolution (b).

specificity (SP), and sensitivity (SE), these evaluation indi-
cators are evaluated at the pixel level, and the final ranking
is based on the JA score(the higher the better) on the test set.
The relevant definitions are as follows:

AC = (S tp + Stn)/(Stp + Stn + Sfp + Sfn),

SE = Stp/(Stp + Sfn),

SP = Stn/(Stn + Sfp),

JA = Stp/(Stp + Sfp + Sfn),

DI = 2S tp/(2Stp + Sfp + Sfn) (12)

where Stp indicates the number of true positive pixels in the
segmentation result, Stp indicates he number of true positive
pixels, Sfn indicate the number of false negative pixels and Sfp
indicate the number of false positive pixels.

For the classification task, the final ranking is based on the
AP score and the AUC, AC score (the higher the better) is
used as the reference. The detailed definition can be found
in [35].

IV. EXPERIMENTS AND RESULTS
A. THE PERFORMANCE OF OUR METHOD IN
CLASSIFICATION TASKS
1) LIGHTWEIGHT CNN SELECTION IN THE PROPOSED
METHOD
As a representative early lightweight CNN, SqueezNet [54]
uses fire module to achieve compression of nearly 50X of

VOLUME 8, 2020 99639



L. Wei et al.: Automatic Skin Cancer Detection in Dermoscopy Images

TABLE 3. Performance comparison between different lightweight CNN.

TABLE 4. Comparison with and without augmentation.

AlexNet model parameters while maintaining approximate
accuracy. After this, lightweight networks such as MobileNet
and ShuffleNet [55], DenseNet were successively proposed.
Under the same experimental conditions, we tested the per-
formance of these lightweight networks and some other
networks with small parameters and excellent performance
on the data set used in this article, related test results are
shown in Table 3. Compared with SqueezeNet, ShuffleNet
has more parameters and more complicated models, but
it does not perform as well as SqueezNet in the overall
evaluation index. Similarly, ResNet-18 has more parame-
ters than MobileNetV1 and DenseNet-121, but only AC
index is higher than MobileNetV1 0.2%, other indicators are
lower than MobileNetV1 and DenseNet-121. Taken together,
MobileNetV1 and DenseNet-121 are more prominent and
better in various evaluation indicators, and are more suit-
able as a lightweight feature extractor for dermoscopy image
lesion detection model.

Table 4 shows the effect of data augmentation processing
on lightweight CNN performance. It can be found that after
data augmentation, MobileNetV1 increases 1.1% and 2.7%
on AUC and AP indicators, and DenseNet-121 increases
0.1% onAC and AUV indicators, respectively. 2.6%. Overall,
data augmentation can improve the performance of the model
to a certain extent, but the improvement effect is relatively
limited.

2) PERFORMANCE COMPARISON WITH AND WITHOUT
DISCRIMINANT NETWORK
By introducing a discriminate network in classificationmodel
to improve the feature discriminate ability and accuracy
of the lightweight model, we contrasted the model with-
out discriminate network, Table 5 shows the experimental
results. We can see that after the introduction of the discrim-
inate network as a constraint, the main evaluation indicator

FIGURE 8. The training loss curve of proposed model.
(a) DC-MobileNetV1. (b) DC-DenseNet121.

TABLE 5. Comparison with and without discriminant network.

TABLE 6. The performance of with different classification loss function.

of our method has been significantly improved, there is a
margin of ∼2.8%, ∼5.5%, and ∼1.5% in m AC, AP, and
AUC, respectively, and the amount of trainable parameters
of the model did not increase significantly. In addition, the
DenseNet-121with deeper network layers has achieved better
results in the model with the introduction of the discrimi-
nation layer, which also shows that the performance of the
CNN model can be improved by increasing the network
depth. The training loss curve of the proposedmodel is shown
in Fig.8(the batch size and the number of epochs are 32, 50,
respectively).

Table 6 shows the result that use different loss functions
to carry out the comparative experiment when use the dis-
criminant network. Although the model using the Focal Loss
function has acquired better results (unused model fusion),
however, the score of each index is generally lower than the
model using the cross-entropy loss function (unused model
fusion), there is a margin of ∼1.1%, ∼6.1%, and ∼1.7% in
AC, AP, and AUC, respectively. One possible reason is that
the model based on focal loss has instability during training,
which makes it difficult for the model to converge to the best
effect. At the same time, because we use a data augmentation
strategy to alleviate the imbalance of categories, the use
of focal loss does not improve the model performance as
expected.

3) PERFORMANCE COMPARISON WITH OTHER METHODS
We have made a wide comparison with the advanced
melanoma recognition methods, these methods include:
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TABLE 7. Comparison with the other methods.

based on feature fusion [31], segmentation first and then
recognition [34], combining adaptive sample learning strat-
egy with multi-CNN [36], combining deep residual net-
work with Fisher coding [37], multi-CNN collaborative train-
ing model [38], combining Fisher Vector and multi-CNN
fusion [39]. As seen in Table 7, our method was superior the
rank onemethod [34] in the ISBI 2016 classification task, and
the methods [39] 6.3% and 1.3% respectively in AP index
score, After the fusion (weighted average) of the prediction
results of two different classification networks, the put for-
ward approach exceeds the state-of-the-art method [39] 3.7%
in AP index. It is should be noted that some methods contain
more intermediate steps or higher calculation amounts. For
instance, using multiple CNN and network fine-tuning [36].
The method [39] include three steps: image processing, CNN
training, fisher vector coding and SVM training. which can-
not achieve end-to-end model training. Our framework has
very few parameters, the final fusion model size is only with
42M (The model size of method [37], [39] are 97.6M, 179M,
respectively). Furthermore, because our model also can be
trained end-to-end and effectively, which can be easily used
in the analysis of other medical tasks.

4) FEATURE VISUALIZATION
To further illustrate that our trained classification model
mainly focuses on the lesion area and extracts more dis-
criminative lesion features, we have visualized the feature
activation map (Fig. 9). The areas with color gradients
in Fig. 9 (b), (c) indicate the areas of attention when the
classification model makes classification decisions. It can be
found that the areas of attention of the DC-MobileNetV1 and
DC-DenseNet121 models are mainly concentrated in the
lesion location, which indicates that the model has learned
an effective feature representation mode. In order to further
illustrate that our classification model extracts more discrim-
inative features, Fig. 10 shows the result that use TSNE
algorithm to cluster the final features of the classification
model output, it can be found that the distribution of the
two types of data, melanoma and benign, is scattered in the
original data sets, and there is no obvious clustering phe-
nomenon. This also indirectly illustrates the problems of large
differences within the same lesion type, small differences
between different lesion types. In Fig. 10 (b), (c), both types
of data appear clustering phenomenon, and the clustering

TABLE 8. The performance of with different feature extraction model
under the U-Net architecture.

effect based on DC-Densenet121 is more significant, on the
one hand, it indicates that our approach can extract more
distinguishable data features, on the other hand, this shows
to a certain extent that the features that can be extracted with
deeper network structure are more distinguished.

B. THE PERFORMANCE OF OUR METHOD IN
SEGMENTATION TASKS
1) EXPERIMENTS ON DIFFERENT FEATURE EXTRACTI-ON
MODEL UNDER THE U-NET ARCHITECTURE
The way to improve the effect of semantic segmentation is
usually to use the model with a deeper and more complex net-
work structure, but it also makes the parameters of the model
become larger and training more difficult, at the same time,
it also needs to consumemore hardware resources. Therefore,
we built a lightweight semantic segmentation model based on
DenseNet-121 and MobileNetV1 under the U-NET architec-
ture, we call it U-MobileNetV1, U-DenseNet121, in addition,
under the same conditions, we built different semantic seg-
mentationmodel with large parameters based onVGG-16 and
ResNeXt-50[56], we call it U-VGG16 and U-ResNeXt50,
and then conducted a comparison experiment on the test
set. Related experimental comparison data are listed in
Table 8. The results show that except for the SP indicator, the
U-ResNeXt50 has attained the optimum score in other indica-
tors, but at the same time, the model size also reached 125M.
Compared with other models, the U-MobileNetV1 and
U-DenseNet121 models are closer to U-ResNeXt50 in scores
of various indicators, and the models are only respectively
32M and 48M. After a simple fusion of U-MobileNetV1 and
U-DenseNet121, the model’s main evaluation index scores
exceeded ResNeXt50, there is a margin of ∼0.1%, ∼0.1%,
and ∼0.3% in m AC, DC, and JA, respectively. The training
loss curve of the proposedmodel is shown in Fig. 11(the batch
size and the number of epochs are 32, 50, respectively).

Table 9 shows the effect of data augmentation processing
on the proposed model performance. It can be found that
after data augmentation, U-MobileNetV1 increases 1.2%,
0.4%, 0.4%, 0.2%, and 0.2% on JA, SP, AC, DC and SE
indicators, respectively, and U-DenseNet-121 increases 1.5%
1.1%, 0.3%, 0.2% and 0.1% on SE, JA, AC DC and SP indi-
cators, respectively. Overall, data augmentation can improve
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FIGURE 9. Visualization of the feature activation map. (a) the original dermoscopy image. (b) shows the feature activation map
generated based on the weight value of the last separable convolutional layer of the DC-MobilenetV1 model. (c) shows the feature
activation map generated based on the weight value of the last convolution layer of the DC-DenseNet121 model.

FIGURE 10. Visualization of the data feature clustering. (a) show the clustering effect of the original data features of the test set.
(b), (c) show the clustering effect of the test set after feature extraction of DC-MobileNetV1 and DC-DenseNet121 models,
respectively.

FIGURE 11. The training loss curve of proposed model.
(a) U-MobileNetV1. (b) U-DenseNet121.

the performance of the model to a certain extent, but the
improvement effect is relatively limited.

Table 10 shows the performance difference of the model
when using different loss functions (BCE Dice and Focal
loss, ∂ = 0.75, γ = 1.25). It can be found that the model

TABLE 9. Comparison with and without augmentation.

based on focal loss achieve a higher score on the sensitivity
index, because the area ratio of the non-lesion area to lesion
area is about 1:3.6(statistical results of training set images),
therefore, the category imbalance adjustment factor of focal
loss plays a certain role in improving the SE index, but the
scores in the other four indicators are generally lower than
using BCEDice loss, one possible reason for the model is that
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FIGURE 12. Probability map of segmentation results of different models under U-Net structure. (a) Original image.
(b), (c) and (d) are respectively the U-MobileNetV1, U-DenseNet121, U-MobileNetV1 and U-DenseNet121 fusion model
output probability maps. (e) represent the pixel probability value distribution in the segmentation map.

TABLE 10. The performance of with different segmentation loss function.

the single focal loss has numerical instability during training,
which makes it difficult to converge to a better effect. At the
same time, the excessive adjustment effect of factor (γ ) may
also bring negative effects and cause the related index score
to be lower than the BCE Dice loss.

2) COMPARISON WITH DIFFERENT METHODS
We conducted extensive comparisons of the proposed
approach with ranked number one approaches [35] (in
ISBI 2016 challenge) and other advanced methods on ISBI
2016 segmentation test set. these methods include the FCN

method using Jaccard distance loss [20], the FCN method
combining multi-scale input [21], the method of post-
processing after segmentation [35], the method of hybrid
FCN [38], the VGG-16 method combining hole convolu-
tion [39], the method using hybrid U-Net [41], multi-stage
U-Net architecture [43], multi-attention segmentationmecha-
nism [44] and combine transform domain and CIELAB color
space [45]. Table 11 shows the final comparison results, it is
seen in that our approach is better than the method [35], and
the state-of-the-art methods [44] in main indicators JA by
margins of ∼2.4%, and ∼0.9%, respectively. In addition to
4% lower than method [45] in the evaluation index SE, our
method has the best score in other indexes. It is noteworthy
that because our model is small and performs well in the
segmentation index, it can be efficiently deployed to mobile
end or applications other medical image analysis tasks.

3) VISUALIZATION ANALYSIS OF SEGMENTATION RESULT
We conduct a visual analysis from the perspective of the final
probability map of the output of the segmentation network
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FIGURE 13. Some skin lesion segmentation contour renderings on test images. The blue and red outlines represent the
segmentation results of the proposed method and the ground truth.

TABLE 11. Comparison with other methods.

to further specify the effectiveness of the proposed segmen-
tation model. As shown in Fig. 12, the red letters ‘‘A-E’’
indicate the image number, and the ISBI 2016 segmentation
task stipulates that the probability value of the segmentation
image pixel is less than 0.5 is the non-lesion area, otherwise,
as lesion area. It can be found that the regions segmented
by different models mainly focus on the location of lesions,
which shows that the model has learned an effective feature
representation mode of lesions. From the specific effect of
the segmentation probability map, after the model fusion of
U-MobileNetV1 and U-DenseNet121, the previous orange
non-lesion area in the output probability map(Fig. 12 (b)-E)
becomes light blue(Fig. 12 (d)-E), Combined with Fig. 12 (e),
the probability value of this light blue area is less than 0.5,
so the model will correctly determine this area as a non-
lesion area, which shows that the fusion model can makes a
more accurate classification of the pixels in the segmentation
area and has better robustness. The contour difference map
of the final segmentation results of the proposed method on
partial challenging images are shown in Fig. 13, such as,
containing with dense hair (Fig. 13 (a), (b), (c) and (d)),
auxiliary marker (Fig. 13 (d), (e), (f) and (i)), low contrast

(Fig. 13 (g), (h) and (i)), and irregular shapes Fig. 13 (j).
Our method has achieved satisfactory segmentation results
in these challenging cases, which proves that the semantic
segmentation network based on the lightweight deep learning
model is an efficacious way to deal with the challenge of skin
lesion segmentation.

V. DISCUSSION
Based on the lightweight deep learning network, we propose a
detection method to automatically recognizes skin cancer and
segmentation skin lesion area present in dermoscopy images,
at the same time, we have carried out a wide range of exper-
iments to testing the effectiveness of the proposed method.
In addition to the impressive results, there are also some
influencing factors worthy of attention. On the other hand,
although the data enhancement strategy can alleviate the data
imbalance [56], [57], however, it is limited to improve the
performance of themodel through data enhancement strategy,
the most direct way is to expand the size of the original
dataset. Besides, by loading the weight of the pre-training
model into the redesigned model, the training efficiency
and performance of the model can be effectively improved,
a recent study [58], [59] also explored this issue, but how pre-
trained models effectively generalize the differences between
medical and natural images is still lacking research. On the
another hand, although the method of segmentation before
recognition can make the model make better decisions based
on the lesion area, but the good recognition effect depends
largely on the accuracy of the segmentation network, and due
to the classification network has certain requirements on the
resolution of input image, result in the input image size of
segmentation network is too large, which also puts forward
higher computing resources and unsuitable for mobile end
design requirements. Furthermore, with limited training data,
it is difficult for us to fully excavate the discriminative ability
of the lightweight deep learning network. So that even if our
method can gain satisfactory results in most cases, but in
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FIGURE 14. Cases with unsatisfactory results. (a) suboptimal cases of
segmentation, the red curve and blue curve are representing the
segmentation result of the ground truth and our approach in turn,
(b) melanoma (left) and benign (right) were incorrectly identified as
benign and melanoma by our method, respectively.

some cases, the performance of the proposed method is still
unsatisfactory, as shown in Fig. 14 (a) and Fig. 14 (b).

It should be noted that although focal loss has achieved
good results in target detection, but some factors may also
cause its effect to fail to meet expectations, such as: adjust-
ment of hyperparameters, instability during training, etc.
Therefore, further improvement or use in combination with
other loss functions is one of the strategies to improve its
performance. Finally, how to further improve the accuracy of
the model and deploy the model to the mobile end or the web
end for people to assist in the diagnosis of skin diseases and
timely discover the potential lesion risk, this is undoubtedly
another work that our will study in the future.

VI. CONCLUSION
In this paper, we have designed a discriminant dermoscopy
image lesion recognition model. It uses a pre-trained
lightweight network as a feature extractor to construct a
dermoscopy image lesion classification branch network and
lesion feature discriminant branch network, through the joint
training of each branch network, the proposedmodel achieves
the classification of lesion type and the similarity of lesion
features at the same time, so it can extract more discrim-
inative lesion features, Compared with the existing multi-
CNN fusion method or the method based on local depth
feature Fisher Vector coding, our framework can achieve
an approximate or even higher model performance with a
lower number of model parameters end-to-end; Meanwhile,
Based on the feature extractor of the lesion recognition
model of the proposed dermoscopy image, we constructed a
lightweight semantic segmentation model, by replacing the
feature extraction module with a lightweight feature extrac-
tionmodule and combiningwith amigration training strategy,
the proposed method achieves higher segmentation accuracy
while maintaining small amount of model parameters.

We conducted systematic and extensive experiments to
study some key factors that may affect the performance of our
method, including network architecture, data enhancement,
and loss function selection. Through extensive experimental
comparisons with the state-of-the-art methods on the open
challenge dataset of ISBI 2016 and validate the effectiveness
and superiority of the proposed method. Further research
includes the design of more effective feature discrimina-
tion networks, evaluating our method on more datasets and
further development to facilitate cross-platform application
deployment.
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