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Abstract

Objectives: The present study’s objective is to understand the causal mechanisms underpinning the recovery of individuals with whiplash-associated disorders (WAD). We applied Bayesian Networks (BN) to answer two study aims: 1) to identify the causal mechanism(s) of recovery underpinning neck-specific exercise, and 2) quantify if the cyclical pathway of the fear avoidance model (FAM) is supported by the present data.

Methods: We analysed a prospective cohort dataset of 216 individuals with chronic WAD. Fifteen variables were used to build a BN model: treatment group (neck-specific exercise with or without a behavioural approach, or general physical activity), muscle endurance, range of motion, hand strength, neck proprioception, pain catastrophizing, fear, anxiety, depression, self-efficacy, perceived work ability, disability, pain intensity, sex, and follow-up time.

Results: The BN model showed that neck pain reduction rate was greater after neck-specific exercise compared to physical activity prescription ($\beta = 0.59$ points/month [P < 0.001]) only in the presence of two mediators: global neck muscle endurance and perceived work ability. We also found the following pathway of variables that constituted the FAM: anxiety, followed by depressive symptoms, fear, catastrophizing, self-efficacy, and consequently pain.

Conclusion: We uncovered two mediators which explained the mechanisms of effect behind neck-specific exercise, and proposed an alternative FAM pathway. The present study is the first to apply BN modelling to understand the causal mechanisms of recovery in WAD. In doing so, it is anticipated that such analytical methods could increase the precision of treatment in individuals with chronic WAD.
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Introduction

Neck pain is a global problem with an estimated point prevalence of up to 20% [1]. Neck pain incurred after a traumatic event such as a motor vehicle accident is often collectively referred to as whiplash associated disorders (WAD) [2]. Exercise-based interventions are commonly prescribed to individuals with WAD [3-6], and can be broadly categorized into neck-specific exercise or general physical activity (e.g. walking). In a recent randomized controlled trial, neck-specific exercise reduced neck pain-related disability more than general physical activity [7], although the mechanisms behind why one treatment is superior than the other remains unclear. It is possible that neck-specific exercise operates by improving cervical muscular function, which is known to be affected in individuals with WAD [8-11]. Previous research, which undertook a mediation analysis, reported that exercise- and cognitive-based interventions improve disability by reducing pain catastrophizing [12], reducing fear avoidance and increasing self-efficacy in individuals with low back pain [13-16]. A causal understanding behind the mechanisms by which different exercise-based interventions work is critical for clinicians to better manage a heterogeneous disorder such as WAD.

Fear avoidance, which is typically understood within the context of the Fear-Avoidance Model (FAM) [17, 18], has been found to mediate the recovery from a whiplash injury [19-21]. Although there are multiple variants of the FAM [22], the present study specifically refers to the FAM conceptualized by Vlaeyen et al. [18] and updated by Leeuw et al. [17], unless otherwise stated. The FAM describes a cyclical relationship whereby the initial pain experience triggers pain catastrophizing, fear avoidance, depression, eventually resulting in disability [17]. The FAM provides clinicians and researchers with a set of potentially modifiable mediators to intervene, to prevent an initial pain episode from progressing to persistent disability. For example, treatments targeted at minimizing pain
catastrophizing would minimize pain related disability in the presence of pain [23, 24].

Research has provided supportive evidence of associations between some variables within the FAM. For example, studies have reported significant associations between pain catastrophizing and fear [18, 25]; and between fear and disability [26]. However, current investigations in individuals with musculoskeletal pain have not provided evidence in support of the entire sequential pathway of the FAM [27-29]. Current FAM pathway analysis studies [27-29] have not focused on uncovering alternative FAM pathways; a critical step, not least because it allows researchers to test the validity of competing pathways, and design alternative treatment approaches to prevent the onset of persistent pain-related disability.

Exercise-based interventions can have mechanisms of action via both physical (e.g. muscle endurance) and psychosocial pathways (e.g. fear) [30]. Contemporary prognostic studies in WAD have not focused on uncovering the causal mechanisms of recovery from WAD [31-35], especially after exercise-based interventions. Hence, the first aim of the present study was to identify the causal mechanism(s) which might explain the differing clinical effectiveness of neck-specific exercise and general physical activity. The second aim was to examine if the cyclical pathway of the FAM is supported empirically by the present cohort of individuals with chronic WAD; and if the evidence does not support the FAM pathway, generate an alternative pathway. To fulfil these aims, we used Bayesian Networks (BN) to “learn” and quantify from data, the relationships between multiple biopsychosocial prognostic variables [36].

Materials and Methods

Participants

The study consisted of 142 women and 74 men with a mean age of 40.4 years (SD = 11.4). Participants included in the present study had to fulfil the following criteria: aged 18 to
63 years old, WAD classification of grade 2 or 3, experienced a whiplash injury in the past 6-36 months, and having a Neck Disability Index (NDI) score of > 20% and/or an average pain of > 20 mm on a 100 mm Visual Analogue Scale (VAS) [4].

Participants who were excluded from the study had a whiplash injury with associated signs of traumatic brain injury, reported persistent symptoms from a previous neck trauma, myelopathy, had a history of having a neck surgery, spinal infection or tumour, > 1 month of work absence preceding the whiplash injury due to neck pain, more dominant pain in other body regions, and insufficient competence of the Swedish language. The study was conducted in accordance to the Declaration of Helsinki and was approved by the Ethics Committee of Linköping University, Linköping, Sweden.

Study design

The present analysis was undertaken on a prospective cohort dataset collected as part of a randomized controlled trial [4]. The methodological details of the original study has been previously reported [4, 37], and will be briefly summarized in the present study. Participants were randomly allocated into one of three intervention groups: 1) physiotherapist supervised neck-specific exercise (NSE); 2) NSE coupled with a behavioural approach (NSEB); or 3) prescription of physical activity (PPA). All three interventions lasted for 12 weeks and the detailed description of the program has been previously reported [4, 38]. The behavioural component of NSEB was designed around the concepts of operant conditioning and graded activity [39], which briefly included strategies such as: encouraging participants to focus on the success of exercise progression rather than on transient increases in pain; management and problem-solving strategies during symptom relapse; and physiotherapist-led education of the biopsychosocial nature of pain [4].

Approach to sample selection
All continuous variables (i.e. variables 1 to 12 above) were assessed at baseline, 3, 6, and 12 months follow-up, with the exception of the Hospital Anxiety and Depression Scale anxiety sub-score (HAD_A), Hospital Anxiety and Depression Scale depression sub-score (HAD-D), and Tampa Scale for Kinesiophobia (TSK) which were not measured at 3 months [40]. The maximum proportion of missing data was at 39.4% for the WAI data at 12 months follow-up. The number of participants with complete missing data of variables 1 to 12 at baseline, 3 months, 6 months, and 12 months follow-up were zero, 24, 45, and 45, respectively. Reasons for the missing data can be found in two other reports of the study [4, 37].

**Outcome measures**

The following 15 variables were used to form a BN:

1. Total neck endurance: cervical extensor and flexor timed endurance were measured in the prone and supine position respectively [38]. Total endurance (seconds) was calculated by adding extensor and flexor endurance.

2. Total hand strength: a Jamar hand dynamometer was used to measure isometric grip strength bilaterally [38]. Total hand strength (kg) was calculated by combining left and right hand strength.

3. Total range of motion (ROM): active cervical ROM in all three cardinal planes were measured with a cervical ROM device in a seated position [38]. The total ROM (°) was calculated by adding ROM from all six directions.

4. Average neck proprioception: a measure of the ability to return the head to a neutral head posture from 30° of cervical rotation with the eyes closed. Neck proprioception was tested across four repetitions, twice following both right and left cervical rotation. Proprioception (°) was averaged across the four repetitions.
5. Pain Catastrophizing Scale (PCS): measures the magnitude of pain catastrophizing. Score ranges from 0 (no catastrophizing) to 52 (maximal catastrophizing) [41].

6. TSK short form (TSK-11): measures fear of movement and (re)injury. Score ranges from 11 (no fear) to 44 (maximal fear) [42].

7. HAD_A: measures anxiety in a general medical population. Total score ranges from 0 (absent anxiety) to 21 (maximal anxiety) [43].

8. HAD_D: measures depression in a general medical population. Total score ranges from 0 (absent depression) to 21 (maximal depression) [43].

9. Self-Efficacy Scale (SES): a measure of self-efficacy. Score ranges from 0 to 200, with higher scores indicating greater self-efficacy [44].

10. Work Ability Index (WAI): a measure of self-reported work ability. Score ranges from 7 to 49, with higher scores indicating better work ability [45].

11. Neck Disability Index (NDI): a measure to quantify disability attributed to neck pain. Score ranges from 0 (no activity limitations) to 50 (maximal activity limitations) [46].

12. Cervical pain: a self-reported measure of current neck pain on the visual analogue scale (VAS). Score ranges from 0 (no pain) to 100 (worst imaginable pain).

13. Sex: men or women

14. Time: follow-up time of 3, 6, and 12 months

15. Treatment: the randomized allocation into the three intervention arms (NSE, NSEB, PPA).

Approach to data analysis
**Differential equation model.** We modelled the nonlinear rates of change of the physical and psychosocial variables, to understand the response to treatment over time. We prefixed (with “d”) the variables which are modelled as rates of change (e.g. “dNDI”). We do so by taking the difference for each variable $\Delta Y = Y_{T_2} - Y_{T_1}$, where $T_1$ is the baseline and $T_2$ represents the three follow-up time points of 3, 6, and 12 months. The linear rate of change of each variable, $\frac{\Delta Y}{\Delta T}$, was derived where $\Delta T = T_2 - T_1$. The nonlinear trend in $\frac{\Delta Y}{\Delta T}$, where the rates of change depends on the time itself, can be modelled using the form:

$$\frac{\Delta Y}{\Delta T} = \mu + \frac{\Delta X_1}{\Delta T} \beta_1 + \Delta T \beta_2 \ldots + \epsilon_{\Delta Y} \ldots \quad (1)$$

where $\epsilon_{\Delta Y} \sim N(0, \sigma^2_{\Delta Y})$.

**Bayesian network analysis.** Causal analysis has been studied using structured equations modelling (SEM) [14, 16, 47, 48] and linear regression models [49, 50]. Both methods can be seen as particular cases of Bayesian Networks (BN) [51], a causal modelling approach used increasingly in the medical field [52-55] (see supplementary material for a detailed explanation of the BN methodology, Supplemental Digital Content 1, http://links.lww.com/CJP/A580 ). BN emphasizes learning pathways directly from data, as opposed to considering problems with a fixed structure like SEM; and they are foundations upon which counterfactual causal inference was built [56]. Crucially, BN are able to handle missing data [57], which makes them practical in settings where patient records are often incomplete.

All analyses were performed in R software [58] using the bnlearn package [59]. Authors may send a request to the corresponding author, Bernard Liew, to obtain a detailed report of the statistical analysis, codes, and results. BN model the relationships among a set of variables $X = \{X_1, \ldots, X_N\}$*, where $N$ is the number of different variables, using a directed
acyclic graph (DAG) in which each variable is associated with a node. Learning BN from data involves first identifying which arcs are present in the DAG (structure learning), and then estimating the parameters that regulate the strength and the direction of the corresponding relationships (parameter learning).

We made use of blacklisting and model averaging to reduce the number of arcs that are incorrectly included in the BN. A blacklist is simply a set of relationships that we know do not exist (based on existing literature and clinical experience) and are ignored during structure learning. We blacklisted the arcs from all physical and psychosocial variables to the variables of treatment, time, and sex – given that the former do not determine the latter variables. Model averaging consists of resampling the data multiple times ($B = 200$) using bootstrap and performing structure learning on each of the resulting sample using Expectation-Maximization (EM) [57]. We computed an “average” consensus DAG by selecting those arcs that have a frequency of $> 50\%$ in the bootstrapped samples [60].

BN can easily incorporate prior knowledge available from the literature and expert opinions into the models, by encoding prior knowledge in sets of whitelisted arcs. We built a second BN model using the same blacklists as the first model but added the sequential path of the FAM as whitelist (see whitelisted arcs in Table 1). The second BN model was used to compare its predictive correlation with the first model (without whitelist). If the empirical data supported the sequential pathway of the FAM, then the predictive correlation of the second model would be superior to first model.

We randomly split the data into a training set (90%) and a testing set (10%), and performed structural and parameter learning on the training dataset. We used the BN model learned from the training set to perform validation on the testing set by computing the correlation coefficient between the predicted and observed values of each continuous
variable. The strength of correlation was categorized as negligible (|r| ≤ 0.30), low (|r| = 0.31 to 0.50), moderate (|r| = 0.51 to 0.70), high (|r| = 0.71 to 0.90) and very high (|r| = 0.91 to 1) [61].

**Missing data imputation.** We used the averaged BN of the first model to impute missing data present in the change values of variables 1 to 12 on the original incomplete dataset. The mean (SD) of change values for each of the 12 variables for both the observed (incomplete) and imputed dataset was calculated and compared, to judge the quality of data imputation.

**Conditional probability queries.** The derived averaged BN was used to answer the two questions posed in the Introduction. We did so using a technique known as belief updating, a technique used to estimate the posterior probability of an event happening based on the knowledge of the available evidence on the values of certain variables. In particular, we adopted a specific method of belief updating known as logic sampling [51].

**Results**

The mean and SD of the rate of change scores of the observed and imputed data is shown in Figure 1. The averaged BN consensus model learnt from 200 networks constructed from the data, with arcs appearing at least in 50% of the networks kept, is shown in Figure 2. The predictive correlations for the physical variables were absent and psychosocial variables were at moderate to strong (Table 2).

**Mediators of neck-specific exercise and neck pain intensity**

Treatment appears to alter dPain via two mediators: dNeckEndr and dWAI (Figure 2). This implies that NSE and NSEB, in comparison with PPA, differentially altered neck pain dynamics because of its differential effects on neck muscle endurance and WAI dynamics.
We verified this interpretation in several steps. When dNeckEndr and dWAI improvements were greater than the 75th percentile of the group’s change scores, the probability of being classified as improved was greater in NSEB (0.52) and NSE (0.50), compared to PPA (0.46). Using simple linear regression, NSEB reduced neck pain at a rate of $\beta = 0.81$ points/month ($t = -6.21, P < 0.001$), and NSE reduced neck pain at a rate of $\beta = 0.59$ points/month more than PPA ($t = -4.47, P < 0.001$). Next, we removed the Treatment-dNeckEndr and Treatment-dWAI arcs, by fixing the value of the dNeckEndr and dWAI regression coefficients in the local distributions to zero. This means that dNeckEndr and dWAI do not depend on treatment. When both arcs were removed, the rate of neck pain reduction was not significantly different between groups (NSEB vs PPA: $t = -1.45, P = 0.14$; NSE vs PPA: $t = -1.78, P = 0.08$).

**Sequential pathway analysis of the FAM**

The averaged BN consensus model learnt from the data, revealed that an increase in dHAD_D resulted in an increase dTSK ($t = 148.6, P < 0.001$) (Figure 3); an increase in dTSK resulted in an increase in dPCS ($t = 170.0, P < 0.001$) (Figure 4); an increase in dPCS reduced dSES ($t = -104.6, P < 0.001$) (Figure 5); and a greater increase in dSES resulted in a greater rate of neck pain reduction ($t = -87.16, P < 0.001$) (Figure 6). We built a second BN model using the same blacklists as the first model (Figure 7), but added the sequential path of the FAM as whitelist. This meant that the structure of the BN contained prior knowledge of the relationships between variables. The predictive correlation values of the second model was comparable to the first model (Table 2), the implications of which is discussed below.

**Discussion**

In the present study, we used a Bayesian Networks approach to understand the causal mechanisms underpinning the differential response to different exercise interventions; as well
as elucidating the cyclical relationship of the FAM in the present cohort of individuals with chronic WAD. A causal understanding can help in the development of new and better matched interventions, but such research has rarely been performed in the area of WAD. In addition, clinicians often desire to seek a causal understanding behind a treatment’s clinical efficacy prior to clinical implementation.

In the present study, neck muscle endurance but not cervical proprioception and ROM, mediated the relationship between neck-specific exercise and neck pain dynamics. It is likely that this was because the neck-specific exercise program was designed to facilitate the recruitment of the deep cervical muscles, and ultimately train the endurance of the cervical flexor and extensor muscles [4]. The mediating effect of neck muscle endurance supported previous studies that used association-based analysis to investigate the relationship between neck muscle endurance and neck pain [8, 62-64]. Interestingly, a systematic review reported that changes to the physiological features of the transversus abdominis were largely unrelated to improvements in low back pain intensity and disability after exercise [65]. A limitation of the review was that it did not include studies which used statistical methods to study mediation [65]. Alternatively, findings from the present study suggests that global (multi-muscle), rather than local (single muscle), physiological measures are more important mediators of pain recovery in exercise-based interventions. Muscles typically work in functional groups and the individual functioning of a muscle can be compensated by synergistic muscles [66].

The results of the present study also revealed that perceived work ability mediated the relationship between neck-specific exercise and neck pain dynamics. This finding was surprising given that the neck-specific exercise program was not designed specifically to facilitate return to work. The WAI questionnaire evaluates an individual’s return to work expectations, as well as their work ability relative to the work’s physical demands (see
questions six and two of WAI). A previous study on sub-acute WAD reported that return to work expectations mediated the relationship between variables of perceived injustice, fear of movement, pain catastrophizing and the return-to-work status [67, 68]. In addition, perceived physical exertion in the workplace, mediated the relationship between a multi-faceted workplace rehabilitation program and low back pain intensity [69]. It is plausible that neck-specific exercise was better at improving perceived physical capacity, and more optimistic return to work expectations, than a general physical activity program.

Similar to previous studies [28, 29], the sequential pathway of the FAM [17] was not observed in the BN model learnt purely from the data. The pathway connecting variables of the FAM learnt using BN was as follows: anxiety, followed by depressive symptoms, fear, catastrophizing, self-efficacy, and consequently pain. A benefit of using BN is that the predictive validity of competing pathway models can be tested. BN can be used to build pathways that vary from being completely data-driven to completely informed by prior knowledge (e.g. theory, literature, expert opinion). Although there are other FAM variants [22], we only compared our data-driven model to another model informed by a single FAM [17], as it is the most widely used in musculoskeletal pain research. Despite the capacity to build completely data-driven pathways, factors such as a relatively small sample size (see range of sample sizes in [22]), presence of missing data, and the plausibility of pathology specific FAM pathways [17, 22]; which means that we remain cautious when interpreting our data-driven model and generalizing it to other patient cohorts.

The most surprising findings of the present study were that depressive symptoms preceded fear, and fear preceded pain catastrophizing. Both of the present findings stand in contrast to the FAM [17], but had empirical support from the literature [70, 71]. In a study of general musculoskeletal pain, Thompson et al. [71] reported that more depression was positively correlated with more fear, although their analysis cannot determine if depression
preceded or proceeded fear. Depressive symptoms were found to have a substantial direct influence on fear in individuals with low back pain [48]. Even when investigating other FAM pathway variants, allowing negative affectivity (a measure of depressive feelings) to directly affect fear increased the fit of the statistical model, compared to a model without negative affectivity [47]. The importance of depressive symptoms early in the FAM pathway prior to fear, has also been previously proposed within the “Depression pathway model” of Pincus et al. [72]. Depressive symptoms can be conceptualized as a dispositional trait which gives rise to behavioural withdrawal and general tiredness, which leads to greater fear [73]. Greater fear may heighten the cognitive mechanisms that result in selective attention to threatening stimuli (catastrophizing) [70], which from an evolutionary perspective, confer the organism greater survival benefits [70].

Greater pain catastrophizing either directly decreased the rate of neck pain reduction, or it worsened self-efficacy which decreased the rate of neck pain reduction. This finding supports an increasing body of research identifying self-efficacy as an important mediator of recovery in painful musculoskeletal disorders [14, 19, 74]. A person with a higher sense of self-efficacy may be more likely to utilize adaptive coping strategies and adhere to treatment, compared to those with a lower sense of self-efficacy [75]. In contrast to previous studies [19, 74], we observed that self-efficacy mediated the disability leading to pain relationship, rather than the pain leading to disability relationship. An important distinction between previous studies and the present study, was that prior research tested the mediating effect of self-efficacy with the assumption that more pain leads to more disability [19, 74]. The NDI was used to provide a self-reported measure of physical activity levels, which may not correspond to objective measures such as accelerometry [29]. A greater amount of physical activity can improve pain by improving a person’s self-efficacy [76], but also potentially by exercise-induced hypoalgesic effects [77].
Findings of the present study have several clinical implications. First, a causal understanding behind how different exercises work can help clinicians prioritize therapeutic efforts to the most important impairments that determine recovery. Second, therapeutic interventions based on the FAM pathway of Leeuw et al [17], which focused on fear reduction, have not had convincing results [78]. The present finding proposes an alternative FAM pathway, from which new interventions can be developed and its efficacy tested. Third, knowing the sequential pathway between the initial pain episodes to long term disability/recovery means that a clinician can select the modifiable impairments easiest to treat in an individual. For example, an individual with WAD who has a high level of depression, may benefit from interventions which targets reducing depressive symptoms, and/or interventions aimed at reducing fear – since fear lies on the pathway from depression to pain.

The findings of the present study must be interpreted in light of the limitations of the investigation. First, building a BN model that captures the full causal mechanisms of recovery in complex musculoskeletal disorders using “noisy” epidemiological data is challenging. Causal mechanisms of recovery may be specific to pathologies, stage of recovery, and even subject-specific depending on an individual’s comorbidities. Future research could augment BN modelling by combining expert knowledge with empirical data. Second, most of the variables included in the BN were self-reported, and whether self-reported questionnaires reflect the true underlying construct of the phenomenon being assessed could be questioned. Third, the physical measures used in the present study largely reflected what could be reasonably performed clinically. It is anticipated that the structure of the BN model may change when anatomical (e.g. cross-sectional area of a muscle) and physiological measures (e.g. muscle synergies) used in research, are included in the analysis.

Conclusions
The present study is the first to apply BN modelling to understand the causal mechanisms of recovery in WAD. We found that neck muscle endurance and perceived work ability were the two mediating factors underlying the superiority of neck specific exercise over physical activity prescription in the mediation of neck pain dynamics. In addition, the BN model did not support the full sequential pathway of the FAM. We observed the following pathway: anxiety, followed by depressive symptoms, fear, catastrophizing, self-efficacy, and consequently pain. The present study provides several candidate modifiable mediators that could be the target of future intervention trials. In so doing, BN models could increase the precision of treatment and outcome assessment of individuals with chronic WAD, as well as increase the predictability of improving this costly condition.
Figure captions

Figure 1. Mean and standard deviation of observed and imputed values for change scores on continuous outcome variables. Abbreviation: d – prefix to indicate change values; HAD_A: Hospital Anxiety and Depression Scale–anxiety sub-score; HAD_D - Hospital Anxiety and Depression Scale depression sub-score; HandStr – Total hand strength; NeckEndr – Total neck muscle endurance; PCS – Pain Catastrophizing Scale; Propr – Averaged neck proprioception; SES - Self-Efficacy Scale; ROM – Total range of motion; TSK - Tampa Scale for Kinesiophobia; WAI – Work Ability Index

Figure 2. The directed acyclic graph (DAG) underlying the consensus Bayesian Network of the first model learned from the variables across 216 participants. The thickness of the arcs is in proportion to their strength. Only arcs with strength > 0.5 are included in the consensus network. Abbreviation: d – prefix to indicate change values; HAD_A: Hospital Anxiety and Depression Scale–anxiety sub-score; HAD_D - Hospital Anxiety and Depression Scale depression sub-score; HandStr – Total hand strength; NeckEndr – Total neck muscle endurance; PCS – Pain Catastrophizing Scale; Propr – Averaged neck proprioception; SES - Self-Efficacy Scale; ROM – Total range of motion; TSK - Tampa Scale for Kinesiophobia; WAI – Work Ability Index

Figure 3. Values simulated from the consensus Bayesian Network for dTSK and dHAD_D. The black line represents the regression line of dTSK against dHAD_D. Its positive slope confirms that as dHAD_D increases (more depression) dTSK increases (more fear)

Figure 4. Values simulated from the consensus Bayesian Network for dPCS and dTSK. The black line represents the regression line of dPCS against dTSK. Its positive slope confirms that as dTSK increases (more fear) dPCS increases (more catastrophizing)

Figure 5. Values simulated from the consensus Bayesian Network for dSES and dPCS. The black line represents the regression line of dSES against dPCS. Its negative slope confirms that as dPCS increases (more catastrophizing) dSES reduces (less self-efficacy)

Figure 6. Values simulated from the consensus Bayesian Network for dPain and dSES. The black line represents the regression line of dPain against dSES. Its negative slope confirms that as dSES increases (more catastrophizing) neck pain reduction increases.

Figure 7. The directed acyclic graph (DAG) underlying the consensus Bayesian Network of the second model learned from the variables across 216 participants. Arcs in red are enforced to be present in the network by the whitelist. The thickness of the arcs is in proportion to their strength. Only arcs with strength > 0.5 are included in the consensus network. Abbreviation: d – prefix to indicate change values; HAD_A: Hospital Anxiety and Depression Scale–anxiety sub-score; HAD_D - Hospital Anxiety and Depression Scale depression sub-score; HandStr – Total hand strength; NeckEndr – Total neck muscle endurance; PCS – Pain Catastrophizing Scale; Propr – Averaged neck proprioception; SES - Self-Efficacy Scale; ROM – Total range of motion; TSK - Tampa Scale for Kinesiophobia; WAI – Work Ability Index
References


Table 1. Whitelist arcs used in second BN model (using knowledge from [1, 2])

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>dPain</td>
<td>dPCS</td>
<td>Pain experience → pain catastrophizing</td>
</tr>
<tr>
<td>dHAD_A</td>
<td>dPCS</td>
<td>Anxiety → Pain catastrophizing</td>
</tr>
<tr>
<td>dPCS</td>
<td>dTSK</td>
<td>Pain catastrophizing → pain related fear</td>
</tr>
<tr>
<td>dTSK</td>
<td>dSES</td>
<td>Pain related fear → low self-efficacy (resulting in avoidance)</td>
</tr>
<tr>
<td>dSES</td>
<td>dHAD_D</td>
<td>Low self-efficacy (resulting in avoidance) → depression</td>
</tr>
<tr>
<td>dHAD_D</td>
<td>dNDI</td>
<td>Depression → disability</td>
</tr>
</tbody>
</table>

Abbreviation: d – prefix to indicate change values; PCS – Pain Catastrophizing Scale; HAD_A: Hospital Anxiety and Depression Scale – anxiety sub-score; TSK - Tampa Scale for Kinesiophobia; SES - Self-Efficacy Scale; HAD_D - Hospital Anxiety and Depression Scale depression sub-score

References:
Table 2. Correlation values between observed and predicted variables in the testing subset of data

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1 (no whitelist)</th>
<th>Model 2 (whitelist)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>r</td>
</tr>
<tr>
<td>dHAD_A</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>dHAD_D</td>
<td>0.79</td>
<td>0.87</td>
</tr>
<tr>
<td>dHandStr</td>
<td>0.25</td>
<td>0.05</td>
</tr>
<tr>
<td>dNDI</td>
<td>0.79</td>
<td>0.69</td>
</tr>
<tr>
<td>dNeckEndr</td>
<td>0.41</td>
<td>0.32</td>
</tr>
<tr>
<td>dPCS</td>
<td>0.88</td>
<td>0.93</td>
</tr>
<tr>
<td>dPropr</td>
<td>-0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>dSES</td>
<td>0.76</td>
<td>0.67</td>
</tr>
<tr>
<td>dROM</td>
<td>0.27</td>
<td>0.28</td>
</tr>
<tr>
<td>dTSK</td>
<td>0.89</td>
<td>0.93</td>
</tr>
<tr>
<td>dPain</td>
<td>0.72</td>
<td>0.66</td>
</tr>
<tr>
<td>dWAI</td>
<td>0.56</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Abbreviation: d – prefix to indicate change values; HAD_A: Hospital Anxiety and Depression Scale– anxiety sub-score; HAD_D - Hospital Anxiety and Depression Scale depression sub-score; HandStr – Total hand strength; NeckEndr – Total neck muscle endurance; PCS – Pain Catastrophizing Scale; Propr – Averaged neck proprioception; SES - Self-Efficacy Scale; ROM – Total range of motion; TSK - Tampa Scale for Kinesiophobia; WAI – Work Ability Index
Rationale for whitelist arcs

<table>
<thead>
<tr>
<th>Variables</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total neck endurance</td>
<td>Individuals with WAD have lower values than health controls [1]. A total value was calculated to reduce the number of variables in the Bayesian Network model, and increase the simplicity of interpreting the model.</td>
</tr>
<tr>
<td>Total hand strength</td>
<td>Individuals with WAD have lower values than health controls [1]. A total value was calculated to reduce the number of variables in the Bayesian Network model, and increase the simplicity of interpreting the model.</td>
</tr>
<tr>
<td>Total range of motion</td>
<td>Individuals with WAD have lower values than health controls [1]. A total value was calculated to reduce the number of variables in the Bayesian Network model, and increase the simplicity of interpreting the model.</td>
</tr>
<tr>
<td>Average neck proprioception</td>
<td>Reduced cervical proprioception has been documented in individuals with WAD [2]. An average value was calculated to reduce the number of variables in the Bayesian Network model, and increase the simplicity of interpreting the model.</td>
</tr>
<tr>
<td>Pain Catastrophizing Scale (PCS)</td>
<td>Construct used in a mediation study in WAD [3].</td>
</tr>
<tr>
<td>Tampa Scale for Kinesiophobia</td>
<td>Construct used in a mediation study in WAD [3].</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale – anxiety sub-score</td>
<td>Construct associated with poorer recovery in WAD [4]</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale – depression sub-score</td>
<td>Construct used in a mediation study in WAD [5].</td>
</tr>
<tr>
<td>Self-Efficacy Scale</td>
<td>Construct used in a mediation study in low back pain [6]</td>
</tr>
<tr>
<td>Work Ability Index</td>
<td>An important outcome used in WAD [7]</td>
</tr>
<tr>
<td>Neck Disability Index</td>
<td>Core outcome measure in WAD [8]</td>
</tr>
<tr>
<td>Cervical pain</td>
<td>Core outcome measure in WAD</td>
</tr>
</tbody>
</table>

Detailed report of Bayesian network analysis

BN model the relationships among a set of variables $X = \{X_1, \ldots, X_N\}^*$, where $N$ is the number of different variables, using a directed acyclic graph (DAG) in which each variable is associated with a node. Direct effects are represented as arcs; and those arcs can be given causal interpretation under the assumptions discussed by Pearl [9] for counterfactual inference. Indirect effects that are mediated by other variables can then be read as paths.
between the nodes. The joint distribution of the variables $\mathbf{X}$ then decomposes into the local distributions of the individual variables $X_i$ as

$$f(\mathbf{X}) = \sum_{i=1}^{N} f(X_i \mid Pa(X_i)) \quad \ldots \quad (2)$$

where $Pa(X_i)$ are the variables that correspond to the parents of $X_i$ in the DAG (i.e. the nodes with an arc pointing towards $X_i$). Learning BN from data involves first identifying which arcs are present in the DAG (structure learning), and then estimating the parameters that regulate the strength and the direction of the corresponding relationships (parameter learning). In contrast, SEM models and approaches based on linear equations assume a known fixed DAG and only perform parameter learning (e.g. in [30, 31]).

BN can accommodate both categorical and continuous variables in what are called conditional linear Gaussian BN [10]. The local distribution of categorical variables are only allowed to have other categorical variables as parents; and are estimated with the probabilities of each of their values $x_i$ for each combination $z_i$ of the values of the respective parents,

$$f(X_i \mid Pa(X_i)) = P(X_i = x_i \mid Pa(X_i) = z_i) \quad \ldots \quad (3)$$

which is equivalent to fitting a multinomial logistic regression of $X_i$ against its parents $Pa(X_i)$. Continuous variables are modelled using linear regressions, and can have both categorical and continuous variables as parents. Their local distributions are estimated using a separate linear regression of $X_i$ against its continuous parents for each combination $z_i$ of the values of the discrete parents,

$$f(X_i \mid Pa(X_i)) = \mu_{X_i,z_i} + Pa_{\text{continuous}}(X_i)\beta_{z_i} + \epsilon_{X_i,z_i} \quad \ldots \quad (4)$$
The errors are assumed to be normally distributed. Again, SEM and approaches based on sets of linear equations such as those in [30, 31] are a particular case of this model in which there are only continuous or categorical variables, but otherwise make the same assumptions on the distributions of the variables. In this paper we identify the structure of the model as the DAG that maximizes the Bayesian Information Criterion [11]; and we estimate the parameters using their maximum likelihood estimates for consistency with the SEM literature.

In order to improve the accuracy of structure learning we also make use of blacklisting and model averaging, to reduce the number of arcs that are incorrectly included in the BN. A blacklist is simply a set of relationships that we know do not exist (based on existing literature and clinical experience); hence we do not consider BN containing the corresponding arcs during structure learning. In the case of longitudinal data this includes all relationships whose direction goes against the arrow of time, following Granger causality [12] as well as Pearl’s counterfactual theory of causality. In addition, we blacklisted the arcs from all physical and psychosocial variables to the variables of treatment, time, and sex – given that the former do not determine the latter variables.

BN can easily incorporate prior knowledge available from the literature and expert opinions into the models, by encoding prior knowledge in sets of whitelisted arcs. These whitelisted arcs represent real dependent relationships between variables and are forced to be present in the model. We built a second BN model using the same blacklists as the first model, but added the sequential path of the FAM as whitelist (see whitelisted arcs in Table 1). This meant that the structure of the BN contained prior knowledge of the relationships between variables contained within the FAM [13]. The second BN model was used to compare its predictive correlation with the first model (without whitelist). If the empirical
data supported the sequential pathway of the FAM, than the predictive correlation of the second model would be superior to first model.

Model averaging consists of resampling the data multiple times \((B = 200)\) using bootstrap [14] and performing structure learning on each of the resulting sample using Expectation-Maximization (EM). The EM algorithm allows structural learning of BN models in the presence of missing data [15]. We then compute the frequency with which each arc appears in those 200 DAGs. This allows us to compute an “average” consensus DAG by selecting those arcs that have a frequency above a certain threshold (the frequency was set at 50% in the present study) [16]. The resulting averaged BN has a number of favourable statistical properties; in particular, it is less sensitive to “noisy” data and it produces more accurate predictions for new observations. Intuitively, we can imagine that adding or removing a few observations from the data may result in learning different arcs, in turn leading to different conclusions; selecting only those arcs that appear consistently despite perturbing the data, reduces the uncertainty in model selection.

We randomly split the data into a training set (90%) and a testing set (10%), and performed structural and parameter learning on the training dataset. We used the BN model learned from the training set to perform validation on the testing set by computing the correlation coefficient between the predicted and observed values of each continuous variable. The strength of correlation was categorized as negligible \((|r| \leq 0.30)\), low \((|r| = 0.31 \text{ to } 0.50)\), moderate \((|r| = 0.51 \text{ to } 0.70)\), high \((|r| = 0.71 \text{ to } 0.90)\) and very high \((|r| = 0.91 \text{ to } 1)\) [17].
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