
INTERNATIONAL ECONOMIC REVIEW
Vol. 00, No. 0, February 2021 DOI: 10.1111/iere.12503
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Gender biases have been documented in many areas including hiring, promotion, or performance
evaluations. Many of these decisions are made by committees. We experimentally investigate whether commit-
tee deliberation contributes to gender biases. In our experiments, participants perform a real effort task and
then rate the task performance of other participants. Across treatments we vary the extent of deliberation pos-
sible. We find that deliberation increases gender biases. We explore several mechanisms and test two interven-
tions. Randomizing the order of speaking does not reduce gender bias, but an information intervention where
raters are informed of gender bias in prior sessions does.

1. introduction

Persistent gender earnings and promotion gaps have attracted much attention in research
and policy debates in recent years; see Goldin and Rouse (2000), Black et al. (2008), or Sand-
berg (2013) among many others.1 Indeed, a large body of empirical evidence has documented
gender biases in decisions, such as hiring (Neumark et al., 1996; Goldin and Rouse, 2000), pro-
motion (Booth et al., 2003; Ginther and Khan, 2004; Bagues and Esteve-Volart, 2010; Bagues
et al., 2017), the allocation of venture capital investments (Malmstrom et al., 2018), or perfor-
mance evaluations (Bohnet et al., 2016; Sandberg, 2018). One thing that is common to all of
these decisions is that they involve deliberation by committee members.

In this article, we aim to understand whether committee deliberation contributes to gen-
der biases. Doing so requires (i) measuring pre- and postcommunication beliefs and (ii) an ex-
perimental variation of the amount of deliberation allowed. Conducting a lab experiment en-
ables us to create such a design. In all treatments of our experiment, participants perform a
real effort task, where performance evaluation is subjective. They then rate the performance
of nine other (anonymous) participants. Our treatments systematically vary two features that
distinguish committee decision making from individual decisions: (i) the amount of delibera-
tion possible and (ii) the fact that there are incentives to reach an agreement in the commit-
tee.
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Our main treatments involve open committee deliberation. Participants first rate task
performance by other experimental participants. They can then deliberate via a chat window
for three minutes with two other committee members. After the chat, they see the ratings of
the other committee members and submit a revised rating. Committees are given an incentive
payment if all three revised ratings agree.

We then systematically shut down different aspects of committee deliberation. First, we re-
move the chat and with it the possibility to persuade or convince others. Next, we remove the
possibility to exchange information (to see others’ ratings), and last we also remove the incen-
tive payment, leading us to a situation of individual decisions where participants do not have
to think about what others might do. All treatments exist in a variation where gender identity
is revealed (G variation) and one where it is not. Comparing the gender-blind and nonblind
treatments identifies the gender bias in the different conditions.

We find strong and highly statistically significant gender biases under open committee de-
liberation. After deliberation, 60% of ratings received by men are revised upward compared
to only 25% of ratings received by women. As a consequence women are ranked on average
three positions lower after deliberation.2 Shutting down open deliberation and information
exchange removes the gender bias at least as long as there are still incentives to agree. How-
ever, doing so might not be desirable viewed from other perspectives. It might not lead to op-
timal decisions, for example, if decision makers hold different information about candidates. It
might also not be feasible for legal reasons or when communication among committee mem-
bers cannot practically be prevented.

We hence tested two further interventions both designed to reduce gender bias in the pres-
ence of open deliberation. The first intervention randomized the order of speaking in the
committee. This intervention was unsuccessful and in fact produced weakly larger gender
biases compared to our baseline open-deliberation treatment. The second intervention we
tested is an information intervention, where participants are made aware of gender bias in
previous sessions prior to entering their ratings. Similar interventions have sometimes been
shown to be successful in noncommittee decision making (Boring and Philippe, 2017; Pope
et al., 2018). We also find that this intervention is successful. There is no gender bias in
this treatment.

These results carry potentially actionable policy consequences. Our interventions have
shown that care must be taken when designing rules for committee deliberation. Changes de-
signed to reduce bias, such as randomizing the order of speaking in a committee, can have un-
intended consequences and in our case led to very strong gender bias. On the other hand, our
information intervention was successful and did not lead to gender bias (neither against men
nor women). We also did not find evidence that this intervention would lead to greater polar-
ization of opinions.

Our results contribute to two strands of literature that we will review in detail below
(Section 2): (i) literature on information aggregation in groups and (ii) literature on gender
bias. With respect to the former our results point to the importance of institutional detail
when “truth” is subjective. Under minimal communication there is no gender bias and com-
mittees arguably reach a more objective judgement. Under open communication, by contrast,
the group is more biased than the sum of individual ratings would suggest. With respect to
literature on gender bias, we highlight the importance of studying the role of committee de-
cision making in many of the areas where gender biases have been identified. To our knowl-
edge, our article is the first to identify the role of committee deliberation for gender biases.

The article is organized as follows. Section 2 discusses literature on information aggrega-
tion and gender biases in more detail and points out how our article contributes to each. Sec-
tion 3 describes the experimental design and procedures. Section 4 contains the main results.
Section 5 discusses the results from two different “interventions” designed to reduce gender

2 We also conduct a sentiment analysis (Thelwall et al., 2010), which reveals that chats contain more positive
statements when a summary written by a man is rated compared to when a woman’s summary is rated.
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bias under open deliberation and Section 6 concludes. Experimental instructions, additional
tables, figures, and information about the sample can be found in a series of Appendices.

2. related literature

Our research contributes to two so far largely disjoint strands of research: (i) research on
deliberation and information aggregation and (ii) research on gender biases. We will review
these in turn.

2.1. Literature on Deliberation and Opinion Aggregation. The literature on deliberation
and opinion aggregation is extensive. Most of it deals with the aggregation of dispersedly held
private information in contexts where there is an underlying truth value that can be learned.
One of the striking findings from this literature is that when groups try to learn an objec-
tive fact (say, e.g., a probability), the group often does better than one would expect by sim-
ply averaging each group member’s prior. This fact has become known as the “wisdom of the
crowd” (Surowiecki, 2004) and has recently been demonstrated in the context of experimen-
tal economics by Della Vigna and Pope (2018). Groups have also been shown to learn faster
and make “more rational” decisions in strategic situations compared to individuals (Cooper
and Kagel, 2005; Kocher and Sutter, 2005; Cooper and Kagel, 2016).3 This literature suggests
that the process of deliberation could reduce biases and lead to better decision making.4 How-
ever, there are also results showing that certain forms of structured communication can lead
to information cascades where people fail to learn the truth, but instead herd on wrong in-
formation (Anderson and Holt, 1997). The difficulty of reaching a consensus and learning the
truth has also been pointed out in recent experimental literature on opinion dynamics in so-
cial networks (Corrazini et al., 2012; Brandts et al., 2015; Chandrasekhar et al., 2015; Grimm
and Mengel, 2020). Other reasons for failing to learn an objective truth are social pressure, as
in the classic experiment by Asch (1995), or a desire to be perceived favorably by other group
members (Isenberg, 1986). Researchers have also pointed out the dangers of “groupthink,”
that is, situations where groups reach an often evidently wrong consensus (Janis, 1972; Turner
and Pratkanis, 1998; Benabou, 2013).5

Closer to our research is literature dealing with the aggregation of information of a more
subjective nature, such as risk assessments, political beliefs, or preferences. This literature is,
on balance, more pessimistic about consensus. A number of results have demonstrated po-
larization of opinions, that is, cases where groups fail to reach a consensus and where each
group members’ opinions are more “extreme” than they were before deliberation (Sunstein,
2000; Baldassari and Bearman, 2007). Such effects have been documented with respect to al-
truism (Cason and Mui, 1997) or political opinions (Baldassari and Bearman, 2007). Cason
and Mui (1997), for example, have found evidence of group polarization in the context of dic-
tator game giving (see also Luhan et al., 2009). A number of researchers have studied aggre-
gation of risk preferences (Shupp and Williams, 2008; Masclet et al., 2009; Casari and Zhang,
2012; Ozdemir, 2018). Among those Ozdemir (2018)’s work is probably the closest as it asks
whether group conformity can play a role in explaining why fewer female leaders are elected.
She asks “leaders” to make decisions under risk on behalf of a group and has the group elect
the leader. A key difference to our work is that aggregation in her paper happens via vot-
ing and not via deliberation. Ambrus et al. (2015) study preference aggregation and they do
elicit individual opinions before deliberation. They find that positions close to the median of

3 Interestingly Cooper and Kagel (2016) find that women are less likely to give advice compared to men in team
play. In terms of our measures of participation in communication (see Subsection 4.4.4), we do not find such an effect.

4 Philosophers such as John Rawls have pointed out deliberation as a means to reduce biases. Rawls writes, “In ev-
eryday life the exchange of opinion with others checks our partiality and widens our perspective...” (Rawls, 1971).

5 Both Janis (1972) and Benabou (2013) provide a collection of illustrative examples where failure was attributed
to “groupthink,” such as, for example, the Columbia space shuttle accident, financial market hubris, the Bay of Pigs
invasion, or the Cuban missile crisis.
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a group are most influential in the group consensus. This is true, on average, in our study
as well. We do find, however, that upward biased opinions have a strong positive impact on
group consensus if and only if the rated person is male. There is also some literature on delib-
eration and aggregation of heterogenous preferences in the political economy literature. Go-
eree and Yariv (2011) study collective deliberations when information aggregation happens
via different voting schemes and when voters have differing preferences over outcomes. They
find that deliberation improves efficiency. There are some key differences between these pa-
pers and our research. First, except for Ozdemir (2018), they do not study gender bias. Sec-
ond, if they allow for deliberation at all, they only consider open forms of communication.
Third, they do not study aggregation of performance evaluations. Experimental literature on
aggregation of subjective performance assessments is scarce and to our knowledge ours is the
first article studying biases when such subjective assessments are aggregated. This is one of the
main features of how our article differs from this literature.

2.2. Literature on Gender Biases. Our study also contributes to a large and diverse lit-
erature on gender biases in performance evaluations (Goldin and Rouse, 2000; Bagues and
Esteve-Volart, 2010; Bohnet et al., 2016; Bagues et al., 2017; Boring, 2017; Mengel et al.,
2019; Malmstrom et al., 2018).6 Particularly relevant among those studies to our case is maybe
Malmstrom et al. (2018), as they study committee deliberation. They analyzed communication
among venture capital investors and find that they allocate less to female entrepreneurs based
on common perceptions about women being less risk taking or less ambitious than men. Their
study does not, however, contain an experimental variation of deliberation and hence cannot
identify the effect of deliberation on gender biases. Coffman et al. (2020) study the effect of
gender stereotypes on deliberation. They find that people put more weight on others as well
as themselves in deliberation if there is a strong stereotype associated with task performance
by their (others) gender. Schwarz and Vesterlund (2020) find that the gender composition of
the committee matters in a lab experiment. Prior to us psychologists have used lab experi-
ments to understand individual gender biases in performance evaluations. Swim et al. (1989),
for example, review literature on a classic experiment where students had to rate identical ar-
ticles or poems that were supposedly written by a Joan McKay or John McKay. They conclude
that the evidence on whether ratings are biased is mixed and effect sizes quite small. Many of
these experiments involve deception and most are not incentivized (see also MacNell et al.,
2015). Krawczyk and Smyk (2016) conduct an incentivized and deception-free lab experiment,
where they let students rate scientific articles written by male and female economists. They
find that if gender is revealed, articles written by female authors are rated worse relative to
articles written by male authors. Our contribution to this literature is to show how committee
deliberation affects gender biases.7 Next, we will describe the design of our experiment.

3. design of the experiment

Our experiment consists of eight main treatments as well as some interventions. In all treat-
ments participants first completed a task and then rated tasks by other participants. We start
by describing the task.

3.1. The Task. We were looking for a task that (i) participants are familiar with, (ii)
where performance will differ across participants (with as few identical solutions as possi-
ble), and (iii) where importantly performance ratings are subjective. We decided to let partic-
ipants summarize a news article conveying its key message in at most 1,000 characters. The

6 See Altonji and Blank (1999) for a survey of earlier literature on gender bias in the labor market.
7 Gender bias in deliberations has also been studied in law and psychology (see, e.g., Marder, 1987). In this litera-

ture, the focus was often on representativeness of a jury and whether or not female jury members get equal weight in
the ultimate decision of the group.
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article can be found in Figure B.1 in Online Appendix B together with samples of the best-
rated and worst-rated summaries.

Gender stereotypes about such a task are ambiguous. Women are usually thought to be
better with verbal skills and language (Plante et al., 2009), men with technical topics (such
as the subject matter of the article), and men are usually thought to be better at “sum-
marizing” (Holmes and Meyerhoff, 2003). We also asked respondents in an online survey
(n = 136) about whether they thought that men or women performed better in the task. Al-
though the modal answer is “about the same” (47% of answers), substantial minorities be-
lieve that women performed “a little better” (32%) or that men performed “a little better”
(11%). Survey responses also point to ambiguous stereotypes when participants were asked
what the most important skills are to complete the task successfully with the most prominent
answers including both male-stereotyped (intelligence, logical reasoning) as well as female-
stereotyped (language skills, good organization) skills. See Online Appendix D for more de-
tails on this survey.

Each treatment exists in a “gender blind” version, where gender identity is not revealed,
and in a “gender” (G) version, where gender identity is revealed.

3.2. Revealing Gender Identity. Our aim was to reveal gender identity in a way that (i)
seems natural to participants, (ii) is credible, and (iii) does not trigger suspicion that the ex-
periment is about gender. We proceeded as follows: At the start of the experiment partici-
pants were asked to enter some basic demographic information (age, gender, field of study,
etc.). This happened in all treatments. Afterward, in the G versions only, participants were
informed on the screen that they were assigned an avatar, which was shown to them on the
screen. They were also informed that “All women have been assigned a female ‘avatar’ and all
men a male ‘avatar.’ Other than that the pictures have no connection to the information given by
you.” Hence they were informed that behind a female (male) avatar is always a female (male)
participant, but this information was framed in the context of an assurance of their anonymity.
At the time of filling in their demographics, participants did not know yet that there would be
avatars in the experiment.8 We used 24 different female and male avatars to reduce the risk
that particular facial features might trigger responses by others and we check for differences
across avatars.9 We also investigate in detail in Section D.1 whether this design choice induced
priming effects. Finally, evidence from an open question (“What do you think this experiment
was about?”) at the end of the postexperimental questionnaire suggests that this design choice
was successful in achieving goal (iii), that is, participants did not perceive this as an experi-
ment about gender.

We now describe the three communication variations, which complete the 3 × 2 design.

3.3. Communication Variations. In the treatments NO and NOG, there are no communi-
cation possibilities. Participants complete the task and then sequentially rate nine tasks from
other participants (in random order) without any information on others’ ratings. Tasks are
rated on a scale from 0–10 where 0 is worst and 10 is best. Participants are paid (i) the aver-
age rating their task received in pounds (between 0 and 10 GBP) and (ii) a show up fee of 3
GBP. Hence, although the quality of the summary was incentivized, the ratings given to other
summaries were not. There could potentially be two ways to incentivize ratings. First, one
could pay for the quality of ratings by comparing them to an objective measure of quality of
a summary. Such a measure is, however, not available (see subsection “The Task”). A second
possibility is to pay for how close ratings are to the average rating of others either inside or

8 The instructions do not make any mention of avatars, so participants learn that avatars exist only after they have
filled in the demographic information. (See the instructions in Online Appendix A.)

9 Figure F.2 in Online Appendix F shows the average ratings received by different avatars and illustrates that they
are very similar with no notable outliers. We also used the same avatars in a different study and found no difference
across avatars in terms of the altruism directed toward them or the willingness of people to “network” with them
(Mengel, 2020).
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outside the experiment. Whereas the former possibility is ruled out by our desire to have a
task where performance is subjective, the latter possibility would turn ratings into a beauty
contest, where participants do not express their own opinion but try to match that of oth-
ers. As a consequence, for the experimenter it would become impossible to distinguish gender
bias from beliefs about gender bias by others. Because of these concerns, we decided not to
give incentive payments for ratings in the NO treatments. Committee deliberation adds two
qualitatively different elements.

First, there are incentives to agree. Committee members typically need to come to a deci-
sion at the end of deliberations, requiring some degree of compromise or agreement. We con-
ducted two treatments (BASE-IAG and BASEG-IAG) that coincide with the NO treatments,
but where we provided participants with an incentive to agree. Specifically, at the beginning of
the experiment, they were matched with two other participants (“committee members”) and
paid in each round an additional 3 GBP if the ratings of all three group members coincided
in that round.10 Note that, although in the BASE-IAG treatments, participants have to think
how others might rate in order to obtain the incentive payment, there is still no communica-
tion among the committee members. Compared to the NO treatments, treatments BASE-IAG
hence identify the impact of having incentives to agree.

Second, there is communication. Committee members talk, exchange information on each
others views, try to persuade others, etc. We introduce communication in two steps. In treat-
ments MIN and MING there are minimal communication possibilities. Participants were ran-
domly allocated in groups of three. They then rated nine tasks as in the NO-IAG condition,
but never got to rate tasks of members of their own group. The difference to the NO-IAG
condition is that, for each of the nine tasks, after submitting their initial rating, participants
got to see the ratings of all three committee members (including their own) and were invited
to submit a revised rating. Communication here is minimal as participants can only see their
group members’ ratings without having any chance to convince or persuade others. Partici-
pants were paid as before, including the incentive to agree. Specifically, in each round, they
were paid an additional 3 GBP if the revised ratings of all three group members coincided.

Treatments OPEN and OPENG offer open communication possibilities. After submitting
their initial rating, participants in these treatments got to a chat screen, where they could chat
via typed messages with other group members for three minutes. Afterward, they were shown
the initial ratings of all three group members (including their own) and were invited to submit
a revised rating. Other than the addition of the chat, these treatments were identical to the
minimal communication variations. Treatments OPEN and OPENG are our main treatments
of interest as they mimic the full committee decision process.

Across all deliberation variations, gender bias is identified by comparing ratings across the
“gender blind” versus “gender revealed” (G) versions of each variation.

3.4. Intervention Treatments. We also conducted two intervention treatments, where we
made changes to the OPEN condition with the potential to reduce gender bias. The first in-
tervention was to randomize the order of speaking in the open-deliberation process (OPEN-
RAND). The second was to provide participants with information that gender bias had been
identified in previous sessions (OPENG-INFO). More details also on the motivation behind
these treatments are discussed in Section 5.

3.5. Sample, Other Details, and Randomization Checks. Table 1 summarizes some basic in-
formation about treatments. In total, 682 people participated in our lab experiment conducted

10 There are many other possibilities to incentivize agreement. We could have chosen to pay whenever a majority
agrees or paid in (inverse) proportion to the standard deviation or a similar rule. We chose to pay if all group mem-
bers agree as (i) it is a simple rule and (ii) it avoids coordination problems relating to whose ratings to align.
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Table 1
summary of treatments, number of participants (N), and percentage of male participants as well as pre- and

postcommunication mean ratings for women (w) and men (m)

Precomm Postcomm

N % Male N W M W M

NO: no communication; no
incentives to agree

120 49% blind 60 6.10 5.68 – –

not blind (G) 60 6.03 6.25 – –
NO-IAG: no communication; with

incentives to agree
126 48% blind 63 6.33 6.66 – –

not blind (G) 60 6.03 6.25 – –
MIN: minimal communication;

with incentives to agree
127 47% blind 66 6.09 6.34 6.15 6.38

not blind (G) 63 6.45 6.57 6.50 6.68
OPEN: chats; with incentives to

agree
126 57% blind 60 6.22 6.12 6.22 6.07

not blind (G) 66 6.55 6.52 6.50 6.81
OPEN-RAND: chats; random

speaking order; with incentives
to agree

120 50% blind 60 5.89 5.89 5.88 5.87

not blind (G) 60 5.13 5.96 5.06 6.20
OPEN-INFO: chats; information

provided; with incentives to
agree

63 62% blind – – – – –

not blind (G) 63 6.53 6.53 6.53 6.47

at Essex Lab at the University of Essex.11 Online Appendix C contains further details on the
demographics of our sample in terms of age, gender, nationality, and occupation. We pro-
vide two types of balancing checks in Online Appendix C. First, we compare all treatments
to treatment NO (Table C.1). Here, we find that participants in OPEN-RAND are some-
what older on average. Furthermore, in both OPEN-RAND treatments, there are somewhat
fewer students and fewer participants from outside the EU. Our second randomization check
is maybe more crucial. Here, we compare the gender-blind and nonblind versions of all delib-
eration variations (Table C.2). Of the 30 comparisons we make, only one is statistically signifi-
cant at the 5% level, which is that there seem to be somewhat more participants from outside
the EU in MING compared to MIN. Broadly, our treatments seem balanced with respect to
participant characteristics. On average, sessions without communication lasted about 55 min-
utes and those with communication lasted about 80 minutes. Payments ranged between GBP
5.44 and GBP 15.33 with a mean of GBP 10.20. Ethical approval was obtained by the Social
Sciences Faculty Ethics subcommittee at the University of Essex.

3.6. Online Surveys. We also conducted three types of online surveys. In December 2014,
we fielded a survey with a professional online survey provider, who maintains a sample that is
representative of the U.K. adult population. We asked a subsample of 439 independent raters
to rate the summaries written by our participants in treatments NO and NOG. This was done
in order to understand whether ratings can broadly be reproduced by independent raters.
Four hundred thirty-nine participants participated in the survey, though some (less than 5%)
dropped out midway through the survey. Online Appendix D.1 contains more information on
this survey. In September 2020, we ran a similar online experiment. We now had independent
raters rate the summaries written in OPENG. Each summary was rated exactly nine times (by
nine different raters), just as in our lab experiment. A second type of survey was fielded in

11 Sessions were conducted in 2014 (basic treatments), 2018 (intervention treatments), and 2020 (additional ses-
sions for all treatments after complaints by reviewers about low power). Results did not change qualitatively after in-
creasing power in January 2020.
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Table 2
final ratings from open-deliberation treatments regressed on author gender, a dummy indicating whether the

treatment is one where gender identity is revealed, and the interaction of the latter with author gender

Open Deliberation

Baseline: OPEN treatment Baseline: Online Study

(1) (2) (3) (4) (5) (6)

male (β1) −0.151 −0.182 −0.308** −0.279*** −0.147 −0.155
(0.093) (0.132) (0.135) (0.102) (0.120) (0.105)

δG (β2) 0.275 −0.042 −0.121 0.098 −0.091 −0.091
(0.167) (0.236) (0.241) (0.201) (0.129) (0.130)

δG×male (β3) 0.461* 0.534** 0.726*** 0.589*** 0.457** 0.457**
(0.239) (0.252) (0.276) (0.188) (0.178) (0.178)

Constant 6.225*** 7.071*** 7.194*** 6.417*** 6.592*** 6.761***
(0.0801) (0.483) (0.491) (0.376) (0.0734) (0.424)

Drop Constant Raters – – � � – –
Session FE – � � � � �
Demographics – � � � – �
p-values
Test β1 + β3 = 0 0.1625 0.1262 0.1004 0.0499 0.1656 0.1722
Observations 1,215 1,215 1,161 946 1,350 1,350
R-squared 0.018 0.055 0.067 0.099 0.005 0.044

Notes: Except for column (1) we also control for author demographics (age, whether the author is a student, and na-
tionality fixed effects) and session fixed effects. In column (3) we additionally drop all raters who enter the same rat-
ing for all summaries (see footnote ). Column (4) additionally drops all ratings above the 95th and below the 5th per-
centile. Columns (5) and (6) use the ratings from an online study, where independent raters rated the summaries pro-
duced in OPENG in a gender-blind manner, as a baseline (instead of ratings from OPEN). Robust standard errors
clustered at the rater level.
Robust standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1

September 2018. In this survey, we asked 136 respondents about stereotypes associated with
the task. A third type of survey was fielded in January 2019, where we asked 117 participants
to classify messages from treatment OPEN-RAND according to whether they are “strong” or
“weak” statements. This survey will be discussed in Subsection 5.1. Details about all online
studies can be found in Online Appendix D.

4. main results

This section contains our main results. We first focus on the decisions made in the full com-
mittee setting, that is, treatments OPEN and OPENG. Whereas in Subsection 4.1 we focus
on final ratings, Subsection 4.2 then focuses on the effect of deliberation, that is, the change
between pre- and postcommunication ratings. Subsection 4.3 discusses different mechanisms
including what happens when we strip away communication possibilities and incentives to
agree. Intervention treatments are discussed in Section 5.

4.1. Committee Decisions: Final Ratings. We ask how gender affects final ratings with open
deliberation. Table 2 shows results of estimating the following equation:

Ratingi j = α + β1malei + β2δG + β3(δG × malei) + Xi j + εi j,(1)

where the rating author i obtains from rater j (Ratingi j) is regressed on author gender
(malei), a dummy δG indicating whether the treatment is one where gender identity is re-
vealed, and the interaction of the latter with author gender. Xi j is a vector of controls in-
cluding author characteristics, session fixed effects, and (in specifications reported in Online
Appendix Table E.4) committee fixed effects. Standard errors are clustered at the rater
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Figure 1

gender bias with communication: distribution of standardized ratings in OPEN and OPENG for both men and
women [color figure can be viewed at wileyonlinelibrary.com]

level.12 In some specifications, we drop “constant raters,” which are raters who enter the same
rating for all summaries.13 The main focus of the article is on the coefficient β3, which mea-
sures gender bias. β3 identifies gender bias whenever there are no performance differences be-
tween men and women in the gender-blind versus gender-revealed (G) conditions. There is
nothing in the data to suggest that this identifying assumption would not be satisfied (see also
balancing checks reported in Online Appendix C). To be sure, we also conducted an online
experiment where independent raters rated the summaries produced in OPENG in a gender-
blind manner. This allows us to literally hold performance constant across the gender-blind
and gender-revealed conditions.

Table 2 shows the results of running regression (1) on final ratings in the open-deliberation
treatments. Columns (1)–(4) show the results from the lab experiment, that is, of treatments
OPEN and OPENG. Under open deliberation, gender bias (β3) is substantial and highly sta-
tistically significant. The relative position of women worsens when gender identity is revealed
with men gaining about 0.45–0.7 rating points over women. In columns (5) and (6) we use
the ratings from the online study where independent raters rated the summaries produced in
OPENG in a gender-blind manner as a baseline instead. Also in this case there is a highly
statistically significant gender bias with β3 = 0.457.14 It is also worthwhile to note that in the
gender-blind conditions, summaries produced by women receive somewhat higher ratings on
average, though the difference is not statistically significant in all specifications.

Figure 1(a) shows the distribution of standardized ratings in OPEN and OPENG for
both men and women. The figure shows that, although there is no difference in the rating

12 Standard errors hence account for the fact that ratings can be correlated across the different summaries rated by
each rater. However, there are other ways to cluster standard errors, too. In particular, in the communication treat-
ments it seems to make sense to also account for the fact that raters in the same committee can influence each other.
In Online Appendix E, we show regressions that include committee fixed effects and where standard errors are clus-
tered at either the author or the rater level (Table E.4). Those regressions show broadly the same results.

13 The number of constant raters is small, specifically two in NO, two in OPEN, three in MING, four in OPENG,
and one each in treatments OPENG-RAND and OPEN-INFO (see Section 5 for results from these treatments).
There are no constant raters in any of the other treatments. Constant raters always enter the same rating for each
summary and in 10 out of the 11 cases identified this is the maximum rating of 10. Because of this even few constant
raters can affect effect sizes substantially.

14 The pairwise correlation between the ratings in the independent online experiment and treatment OPENG
is 0.4019∗∗∗. This shows that ratings are meaningful. More details on the online study can be found in Online
Appendix D.1.
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Table 3
ols regression of difference between post and precommunication ratings (columns (1)–(3)) and rank based on

average ratings (columns (4) and (5)) on author gender, a dummy indicating whether the treatment is one
where gender identity is revealed, and the interaction of the latter with author gender

Open Deliberation

Rating Differences Rank Differences

(1) (2) (3) (4) (5)

male (β1) −0.054 −0.079 −0.100 1.493∗ 1.061
(0.096) (0.112) (0.117) (0.648) (0.903)

δG (β2) −0.055 −0.067 −0.057 3.722*** 4.091***
(0.089) (0.091) (0.093) (0.760) (1.002)

δG×male (β3) 0.393*** 0.409*** 0.448*** −8.189*** −7.205***
(0.116) (0.129) (0.140) (0.793) (1.008)

Constant 0.003 0.283 0.288 −0.597 −1.726
(0.067) (0.275) (0.280) (0.545) (4.440)

Drop Constant Raters − − � − −
Session FE − � � − �
Demographics − � � − �
Observations 1,215 1,215 1,161 135 135
R-squared 0.016 0.028 0.030 0.108 0.173

Notes: Author demographics are age, whether the author is a student, and a nationality indicator. Standard errors are
clustered at the rater level for columns (1)–(3) and at session level in columns (4) and (5). Open-deliberation treat-
ments.
Robust standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1.

distribution of men and women in OPEN (gray lines), the distribution of average ratings re-
ceived by men first order stochastically dominates that of women in OPENG (black lines), ex-
cept for a region near the top of the distribution. The median final rating of women is about
22% of a standard deviation lower than that of the median man. We next study the effect of
deliberation and then turn to a discussion of implications and the economic significance of the
gender bias identified in this treatment.

4.2. Effect of Committee Deliberation. In order to study the effect of deliberation on rat-
ings we focus on differences between pre- and postcommunication ratings received by women
and men. We analyze rating differences induced by communication by estimating the follow-
ing equation:

�i j = α + β1malei + β2δG + β3(δG × malei) + Xi j + εi j.(2)

The endogenous variable �i j here is the difference between pre- and postcommunication rat-
ings received by author i from rater j and the exogenous variables are the same as in Equa-
tion (1). Coefficients α and α + β1, respectively, show the effect of deliberation on women’s
and men’s ratings in the gender-blind condition, whereas α + β2 and (α + β1 + β2 + β3) show
the effect of deliberation on women’s and men’s ratings, respectively, in the treatments where
gender identity is known. As before, the differential effect of revealing gender for men and
women identifies the gender bias and shows up in the regression with coefficient β3.

Table 3 (columns (1)–(3)) shows the results of running regression (2) for the open-
deliberation treatments. The gender bias found above is clearly reflected in what happens be-
tween pre- and postcommunication ratings. Men’s ratings increase by about 0.4 points more
postcommunication than women’s when gender identity is revealed compared to when it is
not. This gender bias is highly statistically significant in all specifications.

Figure 2 (Panel a) shows the distribution of these differences for treatment OPENG.
The distribution of pre- and postcommunication differences for men first order stochastically
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Figure 2

distribution (cdf) of difference in post- and precommunication average ratings (panel a) and rank (panel b)
obtained by women and men in treatment OPENG [color figure can be viewed at wileyonlinelibrary.com]

dominates that of women. Around 60% of men’s ratings are increased in the communication
process compared to only ≈ 25% of women’s, whose received ratings tend to decrease or stay
the same postcommunication. Hence, open deliberation leads to gender bias and it is the pro-
cess of deliberation itself that induces the gender bias.

The implications of this bias can indeed be severe. If these ratings were at the basis of
a pairwise competition for a job, a promotion, or similar, then our findings in treatment
OPENG imply that a woman who is rated higher than her male competitor precommunica-
tion has an ≈ 40% chance to be rated lower after communication has taken place.15 Columns
(4) and (5) in Table 3 report the results of running regression (2) using rank differences
(based on average ratings) instead of rating differences as the outcome variable. There are 66
participants in treatment OPENG, so 1 is the best and 66 the worst possible rank. The table
shows that women are ranked about three to four places lower (β2 + β3) and men about three
to four places higher on average postcommunication. The difference is highly statistically sig-
nificant.

Figure 2 (Panel b) shows the cumulative distribution function of differences in rank pre-
and postcommunication. The figure shows that men tend to gain more than women in the
sense of first-order stochastic dominance. More than 60% of men gain at least one position
with one man gaining 25 positions postcommunication. By contrast, less than 25% of women
gain in rank postcommunication. Online Appendix Table E.7 shows the top 10 rated sum-
maries pre- and postcommunication. This table also shows that on average women lose three
positions in the ranking postcommunication. Although the number of women placed in the
top 5% remains the same postcommunication, the number of women in the top 10%, 20%,
and 50% decreases.

4.3. Heterogeneity. We have a look at the heterogeneity of the effect. First, we ask whether
it is the women with higher-rated or those with lower-rated surveys precommunication who
lose out to men in terms of their ranking postcommunication. This is interesting for two rea-
sons. First, implications for organizational design can differ depending on whether it is the
“best” women who lose out or the “worst” women. In the context of hiring or promotion,
where only the best candidates are selected, the former is probably of more concern than

15 Precommunication women are rated about 0.12 points higher on average. Women’s ratings stay the same post-
communication on average and the chance that a man’s rating is increased by more than 0.12 postcommunication is
about 40%.
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Note: Error bars show standard errors of the mean.

Figure 3

heterogeneity in rank differences depending on precommunication ratings and gender
[color figure can be viewed at wileyonlinelibrary.com]

the latter. If the context is one where worst performers are penalized, then the latter should
be of more concern. Second, understanding heterogeneity can address a potential concern
for ceiling effects. To the extent that women’s summaries are better rated precommunication
than those written by men, there is less scope for their ratings to improve postcommunication.
If we found that the effect comes predominantly from top rated women losing out, then ceil-
ing effects could be partially responsible for this.

Figure 3 shows rank differences in treatments OPEN and OPENG as a function of precom-
munication ratings and gender. In treatment OPEN rank differences tend to be small across
all levels of precommunication ratings and no different between men and women. In treat-
ment OPENG, women lose in rank and men gain. In line with the idea of ceiling effects,
women with very low precommunication ratings (≤ 4) do not lose many positions, whereas
men with such ratings can gain up to seven positions on average. Gains and losses in rank are
approximately stable for precommunication ratings between 5 and 10. Women lose between
three and five positions on average and men gain zero to five positions across the distribution.
Importantly, the gender difference in positions gained and lost seems approximately stable for
all ratings between 2 and 10 and it seems to exist across all levels of precommunication rat-
ings.

Are biases more severe if raters are male or female? Existing literature has been incon-
clusive on this question. Bagues and Esteve-Volart (2010) have shown that the bias against
women is biggest if there are more women in the committee. On the other hand, Goldin and
Rouse (2000) found gender biases in a setting where committees consisted of mostly men and
Bagues et al. (2017) and Mengel et al. (2019) have found that men tend to display bigger bi-
ases in promotion decisions and performance evaluations, respectively. Online Appendix Ta-
ble E.3 shows that in our setting gender biases exist for both rater genders without statistically
significant differences. It should also be noted that the bias is in both cases (male and female
raters), a bias against women. As such it is fundamentally different from in-group bias, where
people treat in-group members more favorably and where hence we would expect men to fa-
vor men and women to favor women (Tajfel and Turner, 1986; Chen and Li, 2009).

4.4. Mechanisms. In this subsection, we present a series of analyses of the deliberation
process to gain a better understanding of the source of gender bias with committee delib-
eration. Committee deliberation has a number of features that are not present in individual



mengel 13

Table 4
final (postcommunication) ratings in the MIN treatments regressed on author gender, a dummy indicating

whether the treatment is one where gender identity is revealed, and the interaction of the latter with
author gender

Minimal Deliberation

(1) (2) (3)

male (β1) 0.229 −0.055 −0.152
(0.186) (0.187) (0.209)

δG (β2) 0.343 −0.702∗ −0.621
(0.219) (0.361) (0.389)

δG×male (β3) −0.044 0.210 0.254
(0.275) (0.270) (0.308)

Constant 6.158*** 6.744*** 6.817***
(0.151) (0.399) (0.406)

Drop Constant Raters − − �
Session FE − � �
Demographics − � �
p-values
Test β1 + β3 = 0 0.7774 0.5490 0.6160
Observations 1,161 1,161 1,116
R-squared 0.006 0.138 0.144

Notes: Except for column (1) we also control for author demographics (age, whether the author is a student and na-
tionality fixed effects) and session fixed effects. In column (3) we additionally drop all raters who enter the same rat-
ing for all summaries (see footnote ). Robust standard errors clustered at the rater level.
Robust standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1.

decisions: (i) the possibility to deliberate, that is, persuade or convince others of one’s posi-
tion, (ii) the possibility to exchange privately held information, and (iii) incentives to reach
an agreement. In our treatments MIN, NO-IAG, and NO, we sequentially shut down one
of these features of a typical committee deliberation process. We discuss these treatments in
Subsections 4.3.1. and 4.3.2. Afterward, we focus in some detail on the revision process (4.3.3),
the chats (4.3.4), and committee composition effects (4.3.5).

4.4.1. Minimal deliberation. We first discuss our minimal-deliberation treatments, which
are identical to the open-deliberation treatments except for the fact that there is no chat. Par-
ticipants can however still see the ratings given by other committee members, which we refer
to as “minimal communication.”

Table 4 shows regression (1) using final (postcommunication) ratings in the MIN treat-
ments as endogenous variable. The minimal treatments do not seem to induce a gender bias.
The coefficient β3 is small in absolute value (β3 ∈ [−0.04, 0.25]) and is far from statistical sig-
nificance in all specifications. Columns (1)–(3) in Online Appendix Table E.2 show the differ-
ence between pre- and postcommunication ratings. Columns (4) and (5) use rank as endoge-
nous variable, where rank is based on the average rating received by a participant; 1 is the
best rank and 66 (63) the worst rank in treatments MIN and MING, respectively. The table
shows that there are also very few treatment differences in how men and women are ranked
before and after minimal communication. We summarize that there is no evidence of gender
bias in the minimal-deliberation treatments.

4.4.2. NO communication. What about the treatments where all communication is shut
down? Table 5 shows the results of estimating Equation (1) for these treatments. Without in-
centives to agree, that is, with purely individual decisions (NO treatments) men gain around
0.4–0.6 rating points over women when gender identity is revealed (β3). This difference is sta-
tistically significant in the specification without controls, but loses statistical significance once
demographic controls and session fixed effects are included (column (2)) and constant raters
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Table 5
baseline ratings regressed on author gender, a dummy indicating whether the treatment is one where gender

identity is revealed, and the interaction of the latter with author gender

NO Treatments NO-IAG Treatments

(1) (2) (3) (4) (5) (6)

male (β1) −0.419** −0.343∗ −0.322∗ 0.330 0.198 0.259
(0.174) (0.176) (0.173) (0.204) (0.219) (0.225)

δG (β2) −0.073 −0.073 −0.084 −0.491 0.189 0.210
(0.213) (0.218) (0.303) (0.336) (0.395) (0.397)

δG×male (β3) 0.638** 0.521∗ 0.444 −0.204 −0.158 −0.218
(0.294) (0.287) (0.287) (0.484) (0.500) (0.503)

Constant 6.107*** 7.119*** 7.622*** 6.337*** 8.273*** 8.244***
(0.125) (0.546) (0.615) (0.163) (0.785) (0.787)

Drop Constant Raters – – � – – �
Session FE – � � – � �
Demographics – � � – � �
p-values
Test β1 + β3 = 0 0.1130 0.1628 0.1270 0.7774 0.5497 0.4071
Observations 1,080 1,080 1,062 1,134 1,134 1,125
R-squared 0.008 0.043 0.035 0.019 0.087 0.088

Notes: Except for columns (1) and (4) we also control for author demographics (age, whether the author is a student,
and nationality fixed effects) and session fixed effects. In columns (3) and (6) we additionally drop all raters who en-
ter the same rating for all summaries (see footnote ). Robust standard errors clustered at the rater level.
Robust standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1.

are dropped (column (3)). With incentives to agree (NO-IAG treatments), gender bias be-
comes negative with men losing between 0.1 and 0.2 rating points over women when gender
identity is revealed, but this difference is far from statistical significance.16

We conclude that there is no evidence of gender bias in the committee without deliberation
but with incentives to agree (NO-IAG treatments). Also in the purely individual treatment
(NO), there is no robust evidence of gender bias, though a moderate amount of gender bias
cannot be ruled out. Shutting down communication hence seems to eliminate bias at least as
long as incentives to agree are provided. For a variety of reasons shutting down communica-
tion might be neither desirable nor feasible, though. We discuss interventions that do not rely
on shutting down communication in Section 5. Before we do so, however, we analyze the com-
mittee deliberation process in treatment OPENG in some more detail.

4.4.3. Who revises postcommunication?. We ask whether those who seem more “biased”
change their opinion more or less compared to others postcommunication. In order to iden-
tify potentially biased participants, we compute the difference between rater j’s and the com-
mittee’s average ratings for male authors as well as for female authors. Our measure of
individual gender bias “Bias j” is the difference between the two. The higher “Bias j” the more
rater j favors men relative to the committee. If “Bias j” is negative, then rater j favors women
over men more than the committee on average.17

16 One possible concern with this treatment could be that participants try to coordinate on salient outcomes (e.g.,
10) in order to achieve agreement without the possibility to communicate. This does not seem to be the case. The
variance of individual ratings is 3.74 in the NO-IAG condition compared to 3.48 in NO, suggesting that participants
choose different ratings at least as often in NO-IAG compared to NO. It should also be noted that although in other
treatments there are some constant raters (see footnote ), there are none in the NO-IAG conditions.

17 Online Appendix Figure F.4 shows the distribution of “Bias j” across our six main treatments. The figure shows
that individual biases are bigger when gender identity is known. This speaks against an argument that people are try-
ing to “equalize” the ratings they give to men and women. When gender identity is known people tend to make big-
ger differences in the ratings they give to the two genders compared to when gender identity is not known.
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Table 6
coefficients from separate ols regressions of absolute percentage change in ratings postcommunication

regressed on different definitions of dummy for “extreme” opinions

Upward Revisions Downward Revisions

MING OPENG MING OPENG

“Bias j” 0.005 −0.173** −0.008 −0.004
p-value F-test 0.0461 0.9121

Note: All regressions control for standard deviation of precommunication ratings within a group and include session
fixed effects.

Table 7
chat participation in treatment OPENG. number of interjections made by women and men; share of male

interjections in a conversation depending on the share of males in a group; participation rate of women and
men (participation = 1 if a participant says something at least once); the average length of the conversation in

terms of number of interjections and the share of times the last interjection came from a man

Share Male Participants

Women Men 0 1
3

2
3 1

Number of Interjections 140 131 – – – –
Share Male Interjections – – 0 0.333 0.692 1
Participation Rate 100% 100% – – – –
Length Conversation – – 11.75 15 15.666 9
Last Word Male – – 0 0.2 0.888 1

We then ask whether those with more biased opinions, as defined above, revise more or
less than others. Table 6 shows the coefficients of four different regressions where the endoge-
nous variable is the amount by which a rating is changed postcommunication. Regressions are
run separately for upward and downward revisions and for the two communication variations
MIN and OPEN.

The table shows some interesting patterns. The more gender-biased participants are, the
less likely they are to revise their rating upward in OPENG, but not in MING. This sug-
gests that greater stickiness of biased opinions could be one of the channels through which
gender bias persists under open deliberation. One implication of “sticky extreme opinions”
is that men will particularly benefit in groups where the standard deviation of priors (initial
ratings) is high. Online Appendix Table E.8 evaluates this hypothesis. In line with the stick-
iness hypothesis, men benefit particularly if the standard deviation in precommunication rat-
ings is high.

4.4.4. Chat analysis. In this subsection, we analyze the chats from treatments OPEN and
OPENG. Table 7 summarizes some key statistics regarding chat participation. The table
shows that all participants say something at least once in every chat (participation rate is
100%) and men and women speak up about equally often. There are also no statistically sig-
nificant differences in the length of conversations or in who “has the last word.”

We now ask whether those with potentially biased opinions tend to take leadership in con-
versations. More specifically, we ask whether those with more biased opinions (according to
“Bias j”) are more likely to speak first in a chat and whether they tend to speak more often.
Table 8 shows the results. In OPEN, we do not find statistically significant effects. In OPENG,
we find that raters with more “biased” opinion are more likely to speak first (column (2), p =
0.1080). However, the effect is just outside of conventional levels of statistical significance.18

18 We also ask whether those who speak first have more influence on the outcome, specifically on the postcom-
munication average rating in a group. Table E.9 in Online Appendix E shows regressions where this outcome is re-
gressed on precommunication ratings as well as interactions with a dummy indicating that a participant spoke first or
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Table 8
dummy indicating that participant speaks first (columns (1) and (2)) as well as share of interjections during a

chat (columns (3) and (4)) regressed on measures “extreme j” and “bias j” in separate regressions

Speak First Share of Interjections

OPEN OPENG OPEN OPENG

(1) (2) (3) (4)

“Bias j” −0.017 0.042 −0.004 −0.002
(0.042) (0.011) (0.012) (0.006)

Notes: The table shows only the coefficient on the measures of bias.
Robust standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1.

We also analyzed what was said during chats. Most chats are on topic, there is no dis-
criminatory language used, and not a single case where one of the raters openly argues with
the gender of the person who wrote the summary. We conducted a sentiment analysis (Tur-
ney, 2002; Pang et al., 2002) to understand whether word analysis of what was communicated
in OPENG is consistent with the fact that mostly mens’ ratings tend to improve after open
communication.19 Online Appendix Table E.10 shows that the distribution of positive, neu-
tral, and negative sentiment is approximately balanced for all gender combinations. There are
more negative sentiments expressed, though, when the summary rated was written by a fe-
male participant compared to when it was written by a man. The sentiment analysis hence is
consistent with the finding that open communication is more likely to lead to upward revisions
for men than for women.

4.4.5. Committee composition and gender effects within the committee. This subsection fo-
cuses on the gender composition of the committee. Existing literature has been inconclusive
on the role of committee composition for gender bias, with some finding no correlation (Ver-
nos, 2013; Auspurg et al., 2017), some that more men on the committee is worse for female
candidates (De Paola and Scoppa, 2015), and some that more women on the committee is
harmful to female candidates (Bagues and Esteve-Volart, 2010; Deschamps, 2020).20

To start with, we ask how gender bias (β3) differs across male-dominated and female-
dominated groups. Table 9 shows that there is no statistically significant difference between
gender bias in female-dominated and male-dominated groups.

We also ask whether participants show differential behavior in precommunication ratings
and if they revise differentially depending on the committee composition. Online Appendix
Table E.14 shows average precommunication ratings for different committee compositions.
The table shows that neither female nor male raters display consistently different precommu-
nication ratings for different committee compositions. The only statistically significant effect
is that men give somewhat higher ratings to male authors in all-male committees. We also do

that a participant contributed more than half of the conversation. The regressions show some positive effect of both
“speaking first” and “share of interjections” on the outcome, though the effect is not statistically significant (p =
0.139 and p = 0.140, respectively).

19 Sentiment analysis refers to the use of machine learning algorithms to identify and extract subjective information
in source materials. We classify our chat data according to whether they have a positive, neutral, or negative seman-
tic orientation. A phrase has a positive semantic orientation when it has good associations (e.g., “cool” or “sweet”
in our chats) and a negative semantic orientation when it has bad associations (e.g., “sigh” or “guys, it’s a bad sum-
mary”). Relatively informal chats such as ours can present a challenge for sentiment analysis, though techniques have
improved in recent years to deal with such conversations (Thelwall et al., 2010) and have been shown to be effective
when applied, for example, to analyze reviews of movies or restaurants.

20 Interestingly Deschamps (2020) finds that the negative effect on female candidates is concentrated in committees
chaired by men.
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Table 9
gender bias (β3 in equation (1)) depending on committee composition

MIN Treatments OPEN Treatments

Male Committee Members 1
3

2
3

1
3

2
3

β3 −0.108 0.316 0.649* 0.863*
p-value F-test 0.3268 0.6526
N 558 477 630 450

Note: Committees with zero or three male committee members are too infrequent and hence omitted.

not find substantial differences in terms of when raters adjust their ratings more (Online Ap-
pendix Table E.15).

5. interventions

In this section, we analyze evidence from two interventions we conducted in the lab to
test whether they can reduce gender bias under open deliberation. Under the first interven-
tion, discussed in Subsection 5.1, we randomize the order of speaking. Under the second in-
tervention, discussed in Subsection 5.2, we inform participants about gender bias in previous
sessions.

5.1. “Order of Speaking” Intervention. Our first intervention targets the order of speaking.
Economists have long recognized that the order of speaking in committee deliberation is not
irrelevant and hence it is one dimension that can be targeted to affect committee decisions;
see, for example, Ottaviani and Soerensen (2001) or Fershtman and Segal (2020). As we have
also seen possible evidence (p = 0.1080) that more biased committee members tend to speak
first, targeting the order of speaking seems a worthwhile intervention. In treatment OPEN-
RAND, we randomly picked one of the three group members to speak (send a chat message)
first. The other two group members were not able to send messages until this firstrating re-
ceived in the message had been sent. This section studies whether this intervention is able to
reduce gender bias.

Table 11 shows results from regression (1) run on the final ratings from the OPEN-RAND
treatments. The table shows that gender bias is substantial with coefficient β3 > 1 in all spec-
ifications. This is the biggest gender bias identified across all our treatments. An F-test com-
paring the size of gender bias in column (3) with the corresponding specification for treatment
OPEN has a p-value of p = 0.0477. Panel a in Figure 4 shows the distribution of standard-
ized ratings and illustrates the extent of gender bias across the distribution under this inter-
vention.21

The evidence from this subsection shows that the intervention was not successful. Random-
izing who speaks first is not sufficient to reduce gender bias. One possible reason for this is
that the strength of statements is important. If those randomly selected first speakers, who
would not endogenously speak first, provide weak statements then the effect of randomizing
the order of speaking could be easily washed out. In fact it might even be possible that gender
bias gets worse in these cases, as those with biased views see more opportunities to swing the
committee opinion in case the first statement is weak. Figure 5 provides suggestive evidence
in this regard. The figure shows pre- and postcommunication bias over time, specifically for
the first three, middle three, and last three ratings a committee conducts. What can be seen
is that in OPEN-RAND, unlike in any other open treatment, gender bias is strongly increas-
ing over time. This could suggest that gender-biased committee members learn to exploit first

21 Online Appendix Table E.11 shows some of the heterogeneity underlying the gender bias in this treatment.
Specifically, the table shows that gender bias is at least as big if the first speaker is female compared to when they are
male. The table also shows that, as in other treatments, gender bias is present for both female and male raters.
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Table 10
final ratings regressed on author gender, a dummy indicating whether the treatment is one where gender

identity is revealed, and the interaction of the latter with author gender

OPEN-RAND Treatments

(1) (2) (3)

male (β1) −0.010 −0.352∗ −0.354∗
(0.202) (0.193) (0.193)

δG (β2) −0.830*** 1.097*** 1.084***
(0.296) (0.360) (0.361)

δG× male (β3) 1.154*** 1.420*** 1.438***
(0.369) (0.352) (0.356)

Constant 5.889*** 7.415*** 7.428***
(0.164) (0.382) (0.385)

Drop Constant Raters – – �
Session FE – � �
Demographics – � �
p-values
Test β1 + β3 = 0 0.0003 0.0003 0.0003
Observations 1,080 1,080 1,071
R-squared 0.024 0.238 0.239

Notes: Except for column (1) we also control for author demographics (age, whether the author is a student, and a
nationality indicator) and session fixed effects. Column (3) drops one constant rater. Standard errors clustered at the
rater level.
Robust standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1.

Table 11
final ratings regressed on author gender, a dummy indicating whether the treatment is one where gender

identity is revealed, and the interaction of the latter with author gender

OPENG-INFO

(1) (2) (3)

male (β1) −0.151 −0.151 −0.333∗
(0.0931) (0.141) (0.141)

δG (β2) 0.302 0.861*** 0.838***
(0.191) (0.284) (0.285)

δG× male (β3) 0.091 0.087 0.207
(0.218) (0.228) (0.228)

Constant 6.225*** 7.006*** 6.925***
(0.0802) (0.580) (0.597)

Drop Constant Raters – – �
Session FE – � �
Demographics – � �
p-values
Test β1 + β3 = 0 0.7645 0.5202 0.5540
Observations 1,107 1,107 1,080
R-squared 0.008 0.088 0.093

Notes: Except for column (1) we also control for author demographics (age, whether the author is a student, and a
nationality indicator) and session fixed effects. Standard errors clustered at the rater level.
Robust standard errors in parentheses.
***p < 0.01, **p < 0.05, *p < 0.1.

statements to move the committee opinion more toward their own. In order to explore this
possibility further, we also assembled some direct evidence on “weak” statements. After ex-
plaining some context, we asked 117 participants in an online survey to rate the first chat mes-
sages according to whether they thought they constituted a “strong” or a “weak” statement. If
we then look at gender bias in groups where first messages are rated as “weak” by fewer than
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Figure 4

distribution of standardized ratings in open treatments with randomized order of speaking (panel a) and in
the treatments with information intervention (panel b) [color figure can be viewed at wileyonlinelibrary.com]

Notes: Three bars in each category show the estimated coefficient for the first, middle, and last three ratings
conducted (from left to right). Specifications where demographics are controlled for and constant raters dropped.

Figure 5

the figure shows the size and statistical significance of the estimated coefficient β3 for precommunication
ratings (gray bars) and postcommunication treatments (black bars) for the three treatment conditions, OPEN,

OPEN-RAND, and OPEN-INFO
[color figure can be viewed at wileyonlinelibrary.com]

half or more than half of survey participants, we do find that gender bias is stronger in the lat-
ter group (Online Appendix Table E.12). The difference is not statistically significant, though.

Overall, these results show that detail can matter when trying to regulate the order of
speaking in committees. Care needs to be applied in practice when using these types of inter-
ventions to avoid that they backfire and produce possibly worse biases than in the absence of
an intervention.

5.2. Information Intervention. Our second intervention is an information intervention,
where participants are made aware of gender bias in previous sessions prior to entering their
ratings. There is a belief in management literature that bias awareness reduces biases and
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some evidence that this could indeed be the case (Beshears and Gino, 2015). Most of the
examples in the literature, though, concern non–committee decision making. Boring and
Philippe (2017), for example, found that providing students with information that past teach-
ing evaluations had been gender biased reduced the bias particularly among male students.
Pope et al. (2018) find that awareness of racial bias among professional basketball referees
eliminates the bias. Similarly Devine et al. (2012) found that attending a 12-week course to
raise awareness of implicit bias did reduce implicit racial bias among non-black undergraduate
students. Short online training, however, only showed limited effects in Chang et al. (2019).
Burnell et al. (2018) find that awareness of bias is not enough to de-bias teaching evaluations
in their study, though they do not use an explicit information intervention. Also Kalev et al.
(2006) do not find diversity training to be very effective in increasing the share of women
or black employees in management at U.S. firms.22 We did not find prior evidence on the
effectiveness of an information intervention in committee decision making. Studying such an
intervention is all the more interesting, though, as committees are sometimes made aware of
gender bias in practice, as in some grant panels in the Netherlands following a study about
potential gender bias in research grant awards (Van der Lee and Ellemers, 2015).

In order to test the effectiveness of such interventions, we conduct treatments that are iden-
tical to the OPENG treatments, but where participants can see the following statement on the
screen where they enter their precommunication ratings: “In previous sessions of this study
there has been evidence that women receive too low ratings. Please be aware of gender bias
when entering your rating.”23,24 We conducted this treatment only in the G-variation, as it
seems to make little sense to do so in a gender-blind treatment. As a gender-blind condi-
tion we hence use the data from treatment OPEN. Table 11 shows the results of running re-
gression 1 on these treatments. The table shows that there is no gender bias in this treatment
with the coefficient β3 ranging between 0.09 and 0.20, none of which is statistically significant.
Panel b in Figure 4 shows the distribution of standardized ratings in this treatment and illus-
trates that there is no gender bias.25

One concern with these types of interventions could be that they have “too strong” an ef-
fect and end up harming the previously favored side, in this case men. At least in our case, this
does not seem to be the case with relatively small coefficients β3. Note also that there could be
experimenter demand effects in this treatment. This is also the case in the applications men-
tioned above. Informing students about bias in prior teaching evaluations (as in Boring and
Philippe, 2017) or informing grant panel members about bias in decisions by previous com-
mittees (as in some grant panels following Van der Lee and Ellemers, 2015) very likely con-
veys a “demand” or an expectation set by the university administering teaching evaluations or
by the funding body giving out research grants. Hence these types of demand effects here are
very much part of the story. It is an empirically open question how people react to these “de-
mands.” Some might comply with the “demand,” whereas others might resent that the “de-
mand” is being made and might even lean to the opposite direction as a result. Hence, an-
other concern with these types of interventions is that they could lead to polarization, with
some raters complying and giving ratings that are favoring women, whereas others may react

22 A different question, that we cannot address here, is how long-lasting these effects are. Macrae et al. (1994), for
example, find that stereotypes are not reduced in the long term after these type of interventions.

23 Note that this statement combines information (“...there has been evidence...”) with an appeal (“... please be
aware...”). As any statement informing about gender bias will implicitly contain an appeal (because it is implicitly un-
derstood that “gender bias” is “bad”), we decided to include the second component explicitly.

24 One concern with this statement could be that it makes participants aware that the purpose of the study is to in-
vestigate gender bias. Although we cannot rule out this possibility, we can at least report that, as in the other treat-
ments, participants did not mention gender in their answers to an open-ended question at the end of the experiment
asking what they believe the study was about.

25 If we rerun the regression reported in Table 11 using precommunication ratings as endogenous variable we find
values for β3 of 0.069 (without controls) and −0.111 (with controls). Hence providing participants with informa-
tion does not lead to gender bias precommunication and, more importantly, also ensures that it does not appear
postcommunication either.
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Note: Coefficients from specifications with demographic controls, session fixed effects and where constant raters are
dropped.

Figure 6

estimated gender bias coefficient (β3) across all treatments
[color figure can be viewed at wileyonlinelibrary.com]

adversely to a message that might be perceived as patronizing and provide ratings that favor
men. We do not find clear evidence of such polarization. The consensus rate (share of rounds
where all three raters agree) is 0.39 in OPENG-INFO as opposed to 0.37 in OPENG and the
standard deviation of ratings is also similar across these two variations with 0.86 in OPENG as
opposed to 1.10 in OPENG-INFO. Although the higher standard deviation in OPENG-INFO
is in line with polarization, the two standard deviations are not statistically different.

Finally, Figure 5 shows interesting differences in dynamics across the three different open
communication variations. The figure shows the size and statistical significance of the esti-
mated coefficient β3 for precommunication ratings (gray bars) and postcommunication treat-
ments (black bars) for the three treatment conditions, OPEN, OPEN-RAND, and OPEN-
INFO. From left to right the three bars in each category show the estimated coefficient for
the first, middle, and last three ratings conducted. As discussed above, in the OPEN treat-
ments we do not see very clear dynamic patterns. Gender bias is higher postcommunication
than precommunication, but there is no clear trend across the nine rounds of ratings. This is
very different in the OPEN-RAND condition, where gender bias is strongly increasing over
time. This is in line with the intuition developed above where biased participants learn to ex-
ploit weaker initial statements over time. In the OPEN-INFO condition, we do see some ev-
idence of gender bias in the first three rounds prior to communication (albeit not statistically
significant), which disappears postcommunication and in all subsequent rounds.

6. conclusions

We used a combination of lab experiments and online surveys to study how deliberation
contributes to gender biases. If—in line with the literature showing groups to learn faster and
make more rational strategic decisions (Cooper and Kagel, 2005; Kocher and Sutter, 2005)—
committee deliberation leads to “better” decisions also in terms of reducing bias, then we
should see values of β3 closer to zero with committee deliberation. If, by contrast, deliberation
leads to groupthink, increased extremism, or polarization (Baldassari and Bearman, 2007; Ca-
son and Mui, 1997), then it is possible that β3 increases with committee deliberation.

Figure 6 summarizes our results. There is no statistically significant gender bias present in
the treatments without communication. Incentives to agree if at all decrease gender bias. This
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is true without as well as with minimal communication. Under open communication, by con-
trast, gender bias is strong and highly statistically significant. In the latter case, 60% of ratings
received by men are revised upward after communication compared to only 25% of ratings
received by women. We also tested two interventions. Randomizing the order of speaking did
not reduce gender bias, but an information intervention, where participants are informed of
gender bias in prior sessions, was successful in eliminating bias.

There are a number of possible implications of our findings for committee decision making
that could be explored in future research. One finding from our study is that institutional de-
tail can matter. Although under minimal communication there is no gender bias, it is substan-
tial under open communication. Some committees collect individual ratings or opinions of all
committee members before a meeting and use them to prerank candidates. Whether such in-
terventions will mitigate gender biases is unclear and seems an interesting avenue for future
research. Bohnet et al. (2016) have recently found that individual biases are reduced when
people are evaluated jointly instead of separately for promotion or bonuses. As many of these
decisions are made in committees where deliberation is possible (and in many cases unavoid-
able), whether or not one would recommend joint evaluation will also depend on whether
biases are smaller under joint evaluation also in the presence of deliberation. This seems
another interesting question for future research.

When interpreting our results it should be noted that they are obtained in a setting where
the stakes for committee members to rate candidates correctly are relatively low. As such, the
more relevant applications are cases where the marginal decision involves a choice between
candidates of similar quality and where, hence, mistakes are not too costly for the commit-
tee.26 It is an open question whether we would see the same patterns of gender bias in cases
where the cost of a mistake can be very high.

It should also be kept in mind that, although we have found that unstructured open com-
munication seems conducive to gender bias, this form of deliberation could have other advan-
tages. Decision makers will have both the quality and speed of decisions in mind when de-
signing committee deliberation rules, as well as possibly the level of consensus or agreement
required to reach a decision. Open deliberation could, for example, lead to higher quality of
ratings overall, irrespective of author gender.27 We also found that the rate of agreement is
higher under open communication compared to minimal communication, which can be an im-
portant consideration for committee decisions that require a certain level of consensus. Such
possible other advantages need to be kept in mind when making policy recommendations.

SUPPORTING INFORMATION

Additional supporting information may be found online in the Supporting Information sec-
tion at the end of the article.

Figure C.1: Age Distribution of participating men and women.
Table C.1: Balancing tests by treatment.
Table C.2: Balancing tests by whether treatment gender blind.
Figure D.1: Screenshot from Survey I.
Table D.1: Pairwise correlation between (pre-communication) rating received in the
experiment and rating received in survey.

26 Note that although mistakes are not too costly for the committee, they can be very costly for the candidate who
ends up not being hired, as the analysis in Subsection 6.2 has demonstrated.

27 It is hard to assess whether open communication indeed yields a better quality of ratings as we do not have an
objective measure of quality. If we compare the final ratings with participants’ own assessments of their summaries
(elicited at the end of the experiment), we find that final ratings are much closer to own assessments with open com-
munication compared to the no-communication condition, and slightly closer compared to minimal communication.
However, the direction of causality of this effect is unclear.
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Figure D.2: Frequency of answers to the question whether women or men performed better in
the task.
Figure D.3: Frequency of answers to the question whether younger or older participants per-
formed better in the task.
Table E.1: Main regression pooling all deliberation variations (non intervention treatments
only and without NO-IAG).
Table E.2: OLS Regression of difference between post and pre- communication ratings
(columns (1)-(3)) and rank based on average ratings (columns (4)-(5)) on author-gender, a
dummy indicating whether the treatment is one where gender-identity is revealed and the in-
teraction of the latter with author gender.
Table E.3: Main regression separately for different rater genders.
Table E.4: Final ratings regressed on author-gender, a dummy indicating whether the treat-
ment is one where gender-identity is revealed and the interaction of the latter with au-
thor gender.
Table E.5: Pre-communication ratings regressed on author-gender, a dummy indicating
whether the treatment is one where gender-identity is revealed and the interaction of the lat-
ter with author gender.
Table E.6: Regression on pre and post communication ratings differences separately for dif-
ferent rater genders.
Table E.7: Top 10 ranked authors (performance and gender) pre-communication and post-
communication in treatment OPENG as well as number of women in top 5%; 10% etc.
Table E.8: Difference between pre- and post communication ratings (δi = RRi-Ri) re-
gressed on gender of person rated. Sample split depending on standard deviation in pre-
communication ratings.
Table E.9: Average post-communication ratings regressed on pre-communication ratings in-
teracted with a dummy indicating whether rater spoke first (columns (1) and (2)) or with
dummy indicating whether rater dominated conversation (whether more than half of interjec-
tions came from a rater) - columns (3) and (4).
Table E.10: Share of messages classified as positive, neutral or negative by the machine learn-
ing algorithm depending on the gender (M for male, F for female) of the rater and the author.
Table E.11: Final ratings regressed on author-gender, a dummy indicating whether the treat-
ment is one where gender-identity is revealed and the interaction of the latter with au-
thor gender.
Table E.12: Final ratings regressed on author-gender, a dummy indicating whether the treat-
ment is one where gender-identity is revealed and the interaction of the latter with au-
thor gender.
Table E.13: Final ratings regressed on author-gender, a dummy indicating whether the treat-
ment is one where gender-identity is revealed and the interaction of the latter with au-
thor gender.
Table E.14: Average pre-communication ratings given by female and male raters depend-
ing on committee composition (number of male committee members 0-3) and author gender
(male or female).
Table E.15: Average amounts by which female and male raters revise their ratings depend-
ing on committee composition (number of male committee members 0-3) and author gender
(male or female).
Figure F.1: Gender bias with communication: distribution of standardized ratings in MIN and
MING for both men and women.
Figure F.2: Average ratings for each avatar (black diamonds) as well as distribution of mean
ratings across all participants playing with this avatar (hollow diamonds).
Figure F.3: Evolution of ratings (panel(a)), the standard deviation of ratings (panel (b)) and
agreement (panel (c)) over time within groups of three raters.
Figure F.4: CDF of individual bias measure across the six main treatments.
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