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Abstract

This paper reviews and extends recent research on liquidity and asset

pricing. We start by asking how can intrinsically-worthless fiat money

be valued in equilibrium? The literature on which we build formalizes

how money is valued for its liquidity when exchange is hindered by

various frictions. Once one sees how money can be priced above its

fundamental value, it is clear that many other assets can be, too, if

they also convey liquidity. We study under which conditions money

can be valued if assets have fundamental value, how the liquidity values

of money and assets interact, and how they are affected by changes in

parameters such as acceptability, pledgeability, or the type of the asset.
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1 Introduction

This paper reviews and extends recent research on markets where liquidity

plays an explicit role and discusses the implications for asset pricing. The

research on which we build can be described as a quest for micro foundations

in macro, financial and monetary economics, and has been labeled the New

Monetarist approach.1 Early papers in this literature studied primitive models,

although they were theoretically pure, in the sense that there were few ad hoc

assumptions (like imposing a cash-in-advance constraint or putting assets in

utility functions with a vague appeal to “convenience” as in Krishnamurthy

and Vissing-Jorgensen 2012). That made sense to the extent that those papers

were designed to make conceptual points by addressing basic questions such as

these: When is the institution of monetary exchange (as opposed to, e.g., pure

barter or credit) an equilibrium or an efficient arrangement? What properties

of an object make it more likely or more desirable that it will serve as a medium

of exchange? How can fiat currency that is intrinsically worthless be valued in

equilibrium?

This last question about fiat money is especially important for our pur-

poses, even though in this paper we follow much of the literature and go well

beyond the early primitive models. The reason is this: While we all under-

1See Williamson and Wright (2010a,b) for extended discussions of methods in this re-

search program, including the logic behind the label (in brief, many who we call New Mon-

etarists find appealing some things, but not everything, in Old Monetarist writings, and are

skeptical of the Old or New Keynesian approach). See Lagos et al. (2017) or Nosal and

Rocheteau (2017) for more recent surveys; see Kareken and Wallace (1980) for older work

in a similar spirit. As an aside, to avoid confusion, note that New Monetarist Economics is

distinct from Modern Monetary Theory, which has been in the news recently. Indeed, the

two are polar opposites in many ways — e.g., the former strives for theoretical rigor and is

quite technical, while the latter seems based more on intuition and preferences for certain

policies that we find hard to justify. In particular, New Monetarists do not advocate print-

ing money as a way for government to give us a cornucopia of goods and services, mainly

because we do not share their faith that printing money does not cause inflation, a faith

that is not supported by theory or historical data.
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stand loosely that money is valued for its liquidity, it is important to formalize

this idea in a rigorous way, because once one understands how the most rudi-

mentary asset — fiat currency — can be priced above its fundamental value of

0, it is easier to understand how the price of any asset can involve a liquidity

component.2 To pursue these ideas, one obviously must go beyond classical

GE (general equilibrium) theory. The framework analyzed below captures liq-

uidity by taking seriously the process of exchange in the presence of explicit

frictions. The object of this paper is to show how money and other assets

interact in the presence of these frictions, and we think one can learn a lot

from this exercise.3

Section 2 describes the basic features of our framework. Section 3 analyzes

the decision problems of the individuals in the model and defines equilibrium.

While in general equilibrium entails a dynamic path, here we focus on sta-

tionary equilibria, or steady states, and Section 4 discusses existence as well

as the effects of changes in monetary policy and asset market conditions on

liquidity. In particular, in stationary equilibrium it is equivalent for policy to

set the growth rate of the money supply, the inflation rate, or the nominal in-

terest rate (although it is important to note that there are many interest rates

determined by the theory, not just one). While most of the analysis focuses

on assets that can be interpreted as equity in a technology that produces a

2Moreover, once one understands this, it becomes apparent that liquidity is to some

extent a self-fulfilling prophecy. As a rudimentary example, the reason you value currency,

and hence accept it in exchange for your labor time or other things of value, is that it

facilitates future trade as long as others accept it; but if no one believes others accept it

then they do not value it. From this it follows that the monetary exchange can be unstable,

in the sense that there can be equilibria where the value of money can oscillate or fluctuate

randomly over time. And from this it is a small step to see how asset prices, in general,

can oscillate or fluctuate even when fundamentals are constant. Having said this, we do not

focus on multiplicity or dynamics in this paper, but relegated that to future work.
3This approach has successfully been used to rationalize a number of asset pricing puz-

zles. Examples are Lagos (2010) for the equity premium puzzle; Geromichalos et al (2016)

for the term premium puzzle; Geromichalos and Simonovska (2014) for the home asset bias

puzzle; and Jung and Lee (2015) for the uncovered interest parity puzzle.
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dividend each period, Section 5 takes up three alternative specifications, where

assets can be interpreted as bonds, as productive capital (like in neoclassical

growth theory), and as housing. Section 6 concludes.

2 Environment

Although one can choose from several specifications in the New Monetarist

literature that differ in their details (see the surveys mentioned in footnote 1),

we build on one that has become a workhorse in monetary economics over the

last several years, based on Lagos and Wright (2005). This is a discrete-time

environment where every period has two subperiods: first agents interact in a

decentralized market (DM) with various frictions described below; then they

interact in a frictionless centralized market (CM). This framework is natural

for our purposes because at its core is an asynchronization of expenditures and

receipts that is key to any analysis of money, credit or liquidity. Namely, some

agents desire expenditures in the DM while their receipts accrue in the CM,

which means they must either bring in purchasing power from a previous CM,

or (credibly) promise to make payments in a future CM. Moreover, agents in

the DM trade with each other — not merely against their budget lines as in

traditional GE theory — making it natural to incorporate frictions like limited

commitment and private information.

There are two types of infinite-lived agents, called buyers and sellers, based

on their roles in the DM.4 The measure of buyers is normalized to 1 and the

measure of sellers is . They meet bilaterally and randomly in the DM, where

 is the probability a buyer meets a seller and  is the probability a seller

4In the original version agents are homogeneous when they enter the DM, but end up

being buyers or sellers, depending on who meets whom; here, following Rocheteau and

Wright (2005), they know in the CM whether they will be buyers or sellers in the next DM.

Most results are qualitatively similar in the two versions.
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meets a buyer. One can interpret buyers as households trying to acquire

consumption goods, firms trying to acquire inputs, or financial institutions

trying to acquire assets in the DM, as all have been deployed to good effect in

the literature (again see the afore-mentioned surveys). Here the interpretation

does not matter much, but for concreteness, let’s say the object buyers want

in the DM is a good . A different good  is traded in the CM, and it is

numeraire in a standard CM budget equation. Labor  is also traded in the

CM at real wage  = 1, because we assume 1 unit of  makes 1 unit of ,

although that is easy to generalize.

Goods are nonstorable, ruling out both direct barter and commodity money

in the DM. There are other storable objects. One asset is, following Lucas

(1978), in fixed supply , and pays a dividend   0 in CM numeraire each

period.5 The other is an intrinsically-worthless fiat money with supply growing

at rate , so +1 = (1 + ). While  can be a store of value and 

can be a medium of exchange, it facilitates the presentation to call  the

(real) asset and  the (fiat) money. Their CM prices are  and . Newly

printed money is distributed to buyers in the CM through lump-sum transfers,

 =  , although the main results are the same if this seigniorage is used

by the government to buy . Now, if any asset is to have liquidity value, credit

must be less than perfect: if it were perfect, buyers could trade in the DM with

promises to pay in the next CM. To hinder credit, therefore, assume there is no

commitment so buyers can renege on such promises, and they are anonymous

so it is not possible to punish renegers by taking away future credit.6

5The case   0 is actually interesting, but to conserve space we only mention it in

footnotes. For now, note that it is possible here to have an asset valued even if   0, as

long as || is not too big, due to liquidity considerations that are missing in standard finance
or GE theory.

6There are many details that we cannot go into here concerning anonymity and the

viability of credit without commitment; see Kehoe and Levine (1993) and Kocherlakota

(1998) for important contributions to theories of credit and money, and Gu et al. (2015) for
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This allows assets to have a role in facilitating DM trade. To make things

more interesting, suppose sellers may differ in terms of what they accept in the

DM: a buyer meets a seller that only accepts money with probability  ≥ 0;
he meets one that only accepts assets with probability  ≥ 0; he meets one
that accepts either with probability  ≥ 0; where  +  +  ≤ 1 (the

inequality may be strict since he may meet no one). Special cases discussed

below include  =  = 0   where assets are perfect substitutes in terms

of acceptability, and  =  = 0   which resembles a cash-in-advance

model, although that is superficial, as those models do not have agents trading

bilaterally. Also, sellers who accept something may not accept an arbitrarily

large amount. Thus, let  or  be the fractions of a buyer’s real asset or

money holdings that a seller accepts, given that he accepts it at all. The ’s

capture liquidity along the extensive margin (whether a counterparty accepts

something) while the ’s capture liquidity on the intensive margin (how much

he accepts).7

Although we take them as parameters, the ’s and ’s can be endogenized

using information theory. Lester et al. (2012) model the ’s by making sellers

pay a cost to recognize high quality vs low quality (e.g., counterfeit) versions

of assets, and the fraction that pay this cost is endogenous. Since they also

assume low quality versions can be produced on the spot for free, a seller that

does not recognize asset quality simply rejects it. In Rocheteau (2011) buyers

an integrated version.
7We also mention that one can incorporate many real assets, say , where  = 1 2 ,

and all can be valued as long as   0 ∀ or   0 ∀ (recall from footnote 5 that an asset
can be valued even with a negative dividend if it conveys liquidity). In fact, all that matters

is Σ, at least as long as  =  and  =  ∀. In this case the assets are perfect
substitues in liquidity provision and must have the same return , defined as in (9) below,

which can happen by having  adjust iff all the ’s have the same sign. Relatedly, one

can incorporate many types of fiat currencies, but their relative prices are not pinned down

(exchange rate indeterminacy as first pointed out by Kareken and Wallace 1981) unless their

’s or ’s are different (see Gomis-Porqueras et al. 2017).
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have risky assets and riskless bonds, and by choosing which assets to use as a

means of payment they can signal the quality of their risky assets. Li et al.

(2012) model the ’s by making buyers pay a cost to produce low quality (e.g.,

counterfeit) assets. Then a seller seeing a buyer with, say, $100, can accept up

to, say, $50 if it costs buyers $50 to produce $100 in low quality, because the

buyer can credibly argue that he would be happy to give up $50 of high quality

rather than pay $50 to produce $100 worth of low quality and only pass $50

(assuming for the sake of example that low quality is worth 0). Among other

reasons to think that it is important to endogenize the ’s and ’s, note that

when one does there can be multiple equilibria, with different ’s or ’s, and

the impact of policy can differ across these equilibria (Rocheteau et al. 2018).

Still, in this exercise they are fixed exogenously.

We also emphasize that there are different ways for assets to facilitate

trade8 . The first and most obvious way involves immediate settlement: a DM

buyer hands over assets as a medium of exchange. The second and more subtle

way involves deferred settlement: a DM buyer promises payment in the next

CM using assets as collateral (if he reneges some assets can be seized). As in

the literature following Kiyotaki and Moore (2005), suppose only a fraction

 of assets can be pledged as collateral, often rationalized by saying that if a

debtor reneges we can only seize a fraction of his assets. However, we can also

rationalize this specification using private information, as discussed above, and

that does not depend on whether the assets are used as collateral or media

of exchange. Now notice this: in the collateral story, a debtor will honor an

8In all the interpretations discussed here, asset liquidity is ‘direct’: buyers use assets as

a medium of exchange or collateral in a bilateral meeting with a seller. Geromichalos and

Herrenbrueck (2016) develop the idea of ‘indirect liquidity’ by introducing into the model

a third market, namely, a secondary OTC asset market that opens before the DM. Buyers

who have an opportunity to consume cannot use assets as medium of exchange/collateral

in the DM, but they can visit the OTC market to sell assets for cash. For more on this, see

also Geromichalos and Herrenbrueck (2017).
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obligation iff it is worth no more than the pledged assets. So he can only pledge

 times the value of his assets. But then, rather than using them as collateral,

he may as well hand them over as a medium of exchange — the implications

are the same.9

What keeps the analysis tractable is the assumption of quasi-linear pay-

offs.10 For buyers, the life-time payoff is

E0
∞X
=0

[() + ()− ] (1)

where  ∈ (0 1) is the discount factor, () is the payoff from DM trade, and

()−  is the payoff from CM trade. If one interprets buyers as households

and  as a consumption good  (·) is a standard utility function; if one inter-
prets them as firms and  as a productive input  (·) is a production function
for ; and a similar story applies if one interprets them as investors or financial

institutions and  as an asset. Again, we are agnostic about the interpretation

because the formal results do not depend on this.

As usual, we assume (0) = 0, 0()  0, 00()  0 and 0(0) = ∞, plus
(0) = 0,  0()  0,  00()  0 and  0(0) =∞. Similarly, sellers have quasi-
linear payoffs, but all we need to specify for them is their cost () from trading

 to buyers, which can be a disutility cost of producing  or an opportunity

9These observations, about the equivalence of using assets as a medium of exchange or

as collateral, are made in several places, including Lagos (2010,2011). Another equivalent

scenario is to assets used in repos: a seller takes possession of assets in the DM with a

commitment to sell them back to the buyer in the next CM at a prearranged price. To

be clear, this is not meant to be a deep theory of alternative payment arangements; it is

meant to argue that the same equations apply to different institutional details. Now one

can come up with circumstances where these arrangements are not equivalent, but one has

to be somewhat clever; see Madison (2018) and Loberto (2018). Also, some papers in the

literature have, e.g., old or new capital used as collateral for buying new capital, and there

it is obviously not equivalent to use it as a medium of exchange — you get nowhere trading

 for . However, other papers have a different asset  used as collateral to buy , similar

to our model, and then it is equivalent to use  as a medium of exchange.
10Wong (2016) shows that quasilinearity is not a necessary condition for tractability in

this class of models, but we will use it here to keep the math simple.
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cost of giving it up from an inventory. Assume (0) = 0, 0()  0, 00() ≥ 0,
0(0) = 0 and (̄) = (̄) for some ̄  0. Let ∗ and ∗ denote the efficient

CM and DM trades, defined by  0 (∗) = 1 and 0(∗) = 0(∗).11

3 Equilibrium

Denote by () and  () a buyer’s value functions in the CM and DM,

respectively. Then his CM problem is

 () = max
̂̂

{()− +  (̂ ̂)} (2)

st  = + +  + (− ̂) + (− ̂)

where (̂ ̂) is the portfolio he takes to the next DM. The problem for a

seller is similar and hence omitted. Assuming an interior solution for labor,

0    1, where 1 is the time endowment, we can eliminate  and rewrite (2)

as

 () = Ω+max

{()− }+max

̂̂
{−̂− ̂+  (̂ ̂)} (3)

where Ω = + ( + )+  is wealth. The first-order condition for  is

 0() = 1, which means  = ∗, while portfolio choice solves

 = 1(̂ ̂) (4)

 = 2(̂ ̂) (5)

These imply portfolio choice (̂ ̂) is independent of (). Moreover, the

envelope conditions1() = Ω =  and2( ) = Ω = +

imply  is linear in ().

11For some applications one might prefer limiting special cases — e.g.,  () =  may be

natural if one thinks firms’ payoffs are linear in profit, and if  () =  we do not need them

to supply labor.

9



While depends only on and  through their impact on +(+),

 generally depends on the portfolio (̂ ̂). By the linearity of  , it is given

by

 () = () + [()− ] + [()− ] + [()− ] (6)

where  is the quantity the buyer gets and  is the payment he makes in a

type  meeting,  =  , both of which can depend on (). Note that

payments are denominated in numeraire in the next CM, and are constrained

by the buyers liquidity position in each type of meeting:  ≤  ≡ ,

 ≤  ≡ ( + ) and  ≤  ≡  + . Note that we only count the

pledgeable value of assets in defining the liquidity position.

As for determining of DM terms of trade ( ), we are agnostic and use a

generic mechanism described as follows: to get quantity  requires payment

 =  (), where  is some strictly increasing function with  (0) = 0. The only

other requirement is the following: let ∗ =  (∗); then we impose:

∗ ≤  ⇒  = ∗ and  = ∗; ∗   ⇒  =  and  = −1 ()  (7)

This is satisfied for many common trading protocols, including Nash, Kalai and

other standard bargaining solutions, which are natural when trade is bilateral,

as well as perfectly or imperfectly competitive price taking, which may make

more sense if it is multilateral.12 Also, while in principle  (·) can be different
in each type of meeting, for simplicity we take it to be the same.

Before defining equilibrium, we first note the standard result that buyers

hold all the money, because sellers have no need of a payment instrument and

12It also holds for exotic mechanisms like the one in Hu et al. (2009), and can be

derived axiomatically as in Gu and Wright (2016). As an example, Kalai bargaining leads

to () = () + (1 − )(), where  is buyers’ bargaining power. Nash baragining is

similar but more complicated in models with liquidity constraints. For perfectly competitive

(Walrasian) markets, () = , where agents take  parametrically but it is determined

in equilibrium by market clearing (see Rocheteau and Wright 2005). Note that sometimes

the mechanism matters for substantive conclusions, but that is not really the case here.
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cash is not a good saving vehicle, except possibly in an exceptional case where

a certain nominal interest rate is at its lower bound. To see what this means

in a simple context, consider the stationary case where real money balances

are constant, which means the nominal price level 1 rises at the same rate

as monetary expansion, so inflation is given by 1 +  ≡ +1 = 1 + .

Then define a nominal interest rate  by the following thought experiment:

ask an agent how many dollars he would require in the next CM to give up a

dollar in this CM; the answer will be 1+, where  satisfies the Fisher equation

1 +  = (1 + ) . The lower bound for  consistent with the existence of a

stationary monetary equilibrium (as defined below) is  ≥ 0.
We focus on   0, but also consider the limit  → 0, which is called the

Friedman rule. Except in the limiting case where  → 0 sellers strictly prefer

to hold no cash, so money market clearing in the CM is ̂ = (1 + ). The

situation is slightly different for the other asset, because it may be a good

saving vehicle.13 Hence, while buyers hold ̂, sellers may also hold some, say

̃. Given the measures of buyers and sellers, asset market clearing in the CM

is ̂+̃ = . Finally to define equilibrium we need as initial conditions the

endowments of () for all agents in the DM at the beginning of time. Then

we have the following:

Definition 1: An equilibrium is a list of nonnegative, bounded CM asset

prices and DM trades,
©
   

ª
for all , such that: (i) portfolios

demanded in the CM satisfy market clearing; (ii) exchanges in the DM satisfy

(7) in each type of meeting; and (iii) initial conditions hold. It is a monetary

equilibrium if   0 for all .

13Due to quasilinear preferences, agents are only willing to save if assets are priced at

their fundamental value in this model - and then they are indifferent about the quantity of

savings. Altermatt (2019) develops a model in which agents value assets both for liquidity

and savings purposes by combining the framework presented here with an OLG structure.
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As is standard, when we say asset prices are bounded here we mean to rule

out explosive paths where  → ∞, a condition that can be derived from
the transversality condition to the CM problem (e.g., Rocheteau and Wright

2013). This holds trivially in the following:

Definition 2: A stationary equilibrium is a list of the same objects, where

 falls at rate , so  is constant, as are ,  and , satisfying

(i) and (ii) in Definition 1. It is a stationary monetary equilibrium if   0.

It is useful to work with real money balances  =  , rather than

, since  is constant in stationary equilibrium. Then in the interests of

symmetry we work with  = ( + ). Thus  and  are liquidity em-

bodied in currency and real assets, respectively. To pursue symmetry further,

define the real returns between the CM at  and the CM at + 1 by

1 +  =
+1



(8)

1 +  =
+1 + 


 (9)

Given this, rewrite (3) and (6) as

 ( ) = Ω+ (∗)− ∗ +max
̂̂

½
− ̂

(1 + )
− ̂

(1 + )
+  (̂ ̂)

¾

 ( ) =  ( ) + [()− ] + [()− ] + [()− ]

where Ω =  +  +  is still wealth, and it as well as ( ) depend

on ( ).

It is straightforward to differentiate  (·) to get

1( ) =
1


+ [

0()
0
 ()− 0 ()] + [

0()
0
 ()− 0 ()]

2( ) =
1


+ [

0()
0
 ()− 0()] + [

0()
0
()− 0 ()]
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From (7), if the constraint  ≤  is slack then 0 and 0 vanish, while if it

binds then 0 = 1 and 0 = 1
0 (), where the latter follows from  =  ().

Therefore,

1( ) =
1


+ () +  () (10)

2( ) =
1


+ () +  ()  (11)

where  () ≡ 0 () 0 () − 1 is called the liquidity premium, equal to the
Lagrange multiplier on the constraint  ≤ . Inserting (10)-(11) into the first-

order conditions from the portfolio problem in (3) we get the Euler equations

1 =  (1 + ) [1 + () +  ()] (12)

1 =  (1 + ) [1 + () +  ()]  (13)

While it may not be obvious from (12)-(13), these equations are dynamic

because  includes  in this period and next period. Indeed, using (8)-(9),

we can rewrite them as

 = +1 [1 + (+1) +  (+1)] (14)

 = 
¡
+ +1

¢
[1 + (+1) +  (+1)]  (15)

which is a two-dimensional system in asset prices, because the ’s can be elim-

inated using  = −1(), where  is a simple function of .
14 These alterna-

tive ways of expressing the equilibrium conditions convey different economic

intuition, and can be more or less useful, depending on the application.

In any case, the important result is that the price of  exceeds its funda-

mental value iff liquidity considerations are operative, meaning that there is a

positive probability of being in a situation where a binding constraint  ≤ 

14Note that (14)-(15) would look more like standard Euler equations for investments if

 0() appeared on the LHS and  0 (+1) on the RHS, but in this simple version of the
framework (not all versions), these terms cancel, because  = ∗ ∀.
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is relaxed by having more of the asset. First consider solutions to (14) with

() =  () = 0. The only solution consistent with equilibrium

is  = ∗ = 0 ∀, because any other solution path explodes, and hence any
equilibrium is nonmonetary: fiat currency must be valued at its fundamental

price of 0. However, ()  0 or  ()  0 implies there can be

equilibria with   0, which means there can be monetary equilibria. Sim-

ilarly, consider solutions to (15) with () =  () = 0. The only

solution consistent with equilibrium is  = ∗ ≡  (1− ) ∀, because
any other solution path explodes, and in the same sense that  = 0 is the

fundamental value of cash  = ∗ is the fundamental value of the real asset.

However, ()  0 or  ()  0 implies there can be equilibria with

  ∗, which means there can be situations with asset prices above their

fundamental values.15

For many applications it is convenient to write the Euler equations as a

forward-looking dynamical system in ( ),∙




¸
=

∙
 (+1 +1)

 (+1 +1)

¸
 (16)

where

 ( ) ≡ 

1 + 
[1 + () +  ( + )]

 ( ) ≡ +  [1 + () +  ( + )]

and we define  () = ◦−1 () to express the liquidity premium in terms of 
rather than . Notice that  = 0 ∀ always satisfies  =  (+1 +1),

so the economy can always be nonmonetary; in that case we effectively have

15This situation (asset prices above their fundamental values) is commonly called a bub-

ble; see Awaya et al. (2019) for a recent discussion of the issues and literature related to

asset price bubbles.
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a one-asset economy, and a one-dimensional dynamical system, which is inter-

esting in its own right, but not as interesting as monetary equilibria.16

4 Stationary Equilibria

While the dynamic implications of this system are interesting, for now, let us

discuss stationary monetary equilibria, or SME for short. Starting in the DM

with an initial distribution ( ), if after both the DM and CM convene

the distribution is the same as the initial conditions, we are in steady state,

and that constitutes a stationary equilibrium. If we start with an arbitrary

distribution, there will in general be a transition, but this economy gets to

steady state in one period as long as agents have interior solutions for the

object that enters payoffs linearly, which here means 0    1. In Appendix

A we show that if a stationary monetary equilibrium exists it is unique.17 We

now discuss existence.

After a little algebra, in general a steady state of (16) with strictly positive

( ) can be described as solving

 = () +  ( + ) (17)

 =
 (1 + )


+ () +  ( + )  (18)

The first condition defines the M-curve and the second defines the A-curve in

( ) space, which cannot cross more than once (Appendix A). To proceed,

16Also notice that fiat currency and the real asset are not quite symmetric: a change in

the return on the asset in terms of  affects the intercept of , while a change in the return

on currency in terms of  affects the slope of .
17Note that uniqueness requires   0; if   0 the asset can still be valued for its

liquidity, but then there will be multiple steady states. Also, note that typically ̄  0,

except for extreme specifications for  (·) (e.g., bargaining when the buyer has bargaining
power  = 0 implies monetary equilibrium cannot exist for any   0). Also note that

̄ =∞ for some  (·) (e.g., Nash bargaining with   0) while ̄ ∞ for others (e.g., Kalai

bargaining with   0).
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assume  (·) is such that 0 ()  0.18 Then we consider several different cases
depending on whether   0 or  = 0, always assuming   0 (which is

without loss of generality since  = 0 is the same as  = 0). All possibilities

are listed in Table 1.

case    description

1 0 0 0 not interesting (no trade)

2 + 0 0 only  accepted in DM

3 0 + 0 only  accepted in DM

4 + + 0  or  accepted, not both

5 0 0 +  accepted iff  accepted

6 + 0 +  more often accepted

7 0 + +  more often accepted

8 + + + various possibilities

Table 1: Possible SME

Since Case 1 is trivial, we start with Case 2, where the DM is basically a

pure currency market. This case is easy because the system dichotomizes: 

solves (17) and  solves (18), where the equations are independent. Starting

with , since no one accepts  in the DM it has no liquidity value, from (18)

we get  =  (1 + ) .19 In this case  = ∗ = . Moving to , it

solves

 = () (19)

which is the same as a pure currency economy (i.e., one with  = 0). Given

0 ()  0 plus  () = 0 for  ≥ ∗, for any   0 ∃ ∈ (0 ∗) solving (17) iff
  ̄ ≡ (0). This is a standard result that emerges because in Case 2

 provides no liquidity.

18We also use this in the uniqueness proof. This is automatic for many mechanisms,

including Kalai bargaining and Walrasian price taking, but not for others, including Nash

bargaining; however, in most of the cases discussed here, one can show 0 ()  0 at an

equilibrum value of , even if this cannot be guaranteed globally following Gu and Wright

(2016).
19Notice that  appears even though no one actually accepts  in DM trade, because

we can still ask how much liquidity  provides if (out of equilibrium) someone did accept it.
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Next consider Case 3, which is in a sense the mirror image of Case 2,

since  is and  is not accepted in the DM. Now monetary equilibrium does

not exist, but for the sake of symmetry, consider (18) with  = 0. The

solution   0 exists and can be characterized as follows: one possibility is

 ≥ ∗, so again  conveys no liquidity at the margin, and then, as in Case 2,

 =  (1 + ) , and if  (1 + )    (∗) we get the fundamental

price  = ∗; but if  (1 + )    (∗) then the liquidity embodied in 

is scarce and in equilibrium  satisfies  (1 + )      (∗) and we

get   ∗. To be clear, while   ∗ is impossible we can have   ∗,

i.e., the asset priced above its fundamental value because it conveys liquidity.

Case 4 in a sense combines 2 and 3 and also dichotomizes. While Case 4

can have both  and  valued, they do not interact because of the dichotomy

and so, e.g., changes in  affect  but not , while changes in  affect 

but not . Therefore the conditions for money to be valued are exactly the

same as in Case 2, while the conditions for assets to be priced above their

fundamental value are the same as in Case 3.

Case 5 is a situation where a DM seller accepts  iff he accepts , making

them perfect substitutes, up to any difference in  and . While the system

does not dichotomize, it is recursive: (17)-(18) reduce to

 =  ( + ) (20)

 =
 (1 + )


+  ( + )  (21)

Notice that (20) determines  =  + , and as usual ∃  0 solving this

iff   ̄ for some ̄; then (21) determines . In fact, eliminating  ( + )

from (21) using (20), we get

 =
 (1 + )


+ 




 (22)
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which easily solves for .

We must check  ≥  (+ ∗), because the asset price cannot be below

its fundamental value. If the solution  to (22) satisfies this, we can compute

 =  − , and if   0 we have a SME, while if   0 we do not.

Intuitively, if the liquidity embodied by  is plentiful then cannot be valued.

Notice that 0 (0) =∞ is not relevant for this because a buyer can always get

some amount of , the amount solving () = , using no cash. Still, the

bottom line is that for some parameters, e.g., low values of , the liquidity

embodied in  is not sufficient to get ∗, and then money can be valued if  is

low. In this situation, a change in, e.g.,  affects  directly and that changes

, while a change in, e.g.,  affects  directly and that changes .

In Case 5, where  and  are perfect substitutes in DM trade, their rates

of return must be equal. One implication, first noted by Geromichalos et al.

(2007), in a specification with  = , is the following: since  =   0,

this can only be the case if there is deflation,  =   0. Now, this can be

fixed as in Lagos and Zhang (2017), by having  depreciate to some degree (i.e.,

vanish with some probability), although that’s only because the generalized

point is that the expected rates of return of  and  must be equal. In any

event, relaxing  = , the general result is that we need

  ̄ ≡ ( − ) 

 (1 + )


so we can have SME with   0 in Case 5 as long as   .

Another way for  and  to both be valued is to make them imperfect

substitutes in terms of acceptability. Case 6 is similar to Case 5 in that there

is no dichotomy, so  and  are not independent, but it is easier to get SME

because in some meetings  is the only object accepted. So again there is a

SME if   ̄, but the threshold ̄ can be higher because can provide liquidity
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in both type  and type  meetings. In fact,  provides liquidity in type 

meetings when  is low, as in Case 3, which is again what gives   ∗. So

giving an advantage in terms of  or  is a formal way to capture the classic

rate of return dominance observation emphasized in monetary economics at

least since Hicks (1935).

Case 7 is similar, but now it is harder to get SME because in no meetings

is  the only object accepted by the seller, and in some  is the only object

accepted. Thus  must pay a higher return than  to compensate for its lower

liquidity. With  = , this implies that ̄  0, meaning that even slight

deflation might not be enough for an SME to exist. Case 8 is again similar

in the sense that  and  are determined interdependently, but because for

any  and , neither  nor  is strictly dominated as a means of payment,

there are less restrictions on the existence of SME in this case compared to

cases 5-7. Heuristically,  can be valued iff   ̄ for some ̄, and  bears a

liquidity premium iff  is low. We do not dwell on getting exact bounds in

order to proceed to more substantive applications.

In stationary monetary equilibrium, policy can set the money growth rate

, which equals inflation , and that determines  through the Fisher equation.

Hence, targeting ,  and  are all possible within certain bounds (e.g., 0 ≤
  ̄) and all achieve the same outcome. It is also possible to target some

other interest rates, like the real return on , given by 1 +  in stationary

equilibrium, but policy cannot select the real rate defined by analogy to the

way we defined  except using numeraire rather than dollars: ask an agent how

much  he would require in the next CM to give up a unit of  in this CM; the

answer will be 1 +  = 1. Hence,  is independent of inflation, a version of

Irving Fisher’s theory, but it is important to understand that his theory does

not apply to all interest rates, and, in particular, it does not apply to liquid
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assets.20

Figure 1: The three regimes for relatively low inflation rates.

In general, if   0, the constraint  ≤  binds in type  meetings with

many standard mechanisms (although not necessarily exotic mechanisms like

the one in Hu et al. 2009). Hence we focus on the case  = . The other

constraints may or may not bind, but clearly  ≤  is slack if  ≤  is

slack. Ergo three distinct regimes are possible: (i)  ≤  and  ≤  are

both slack; (ii)  ≤  binds but  ≤  is slack; and (iii)  ≤  and  ≤ 

both bind. Intuitively, regime (i) obtains when the asset supply is big,  ≥ ∗;

(ii) obtains when it is medium, ∗   ≥ ; (iii) obtains when it is small,

  ; and the thresholds ∗ and  can depend on ,  and other parameters.

20This should be obvious from the case of fiat currency: Fisher’s theory (that the real

return on an asset is independent of inflation) cleary cannot hold for that asset. But because

many modern models do not have fiat currency that obvious point seems to be missed by

some practitioners.
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Figure 2: The three regimes for relatively high inflation rates.

Figure 1 shows the three regimes for relatively low inflation rates, and Figure 2

shows them for relatively high inflation rates. Higher inflation has three main

effects: It decreases , it decreases  for any value of  in regime (iii), and it

increases the threshold value . The first effect occurs because higher inflation

makes it more costly to consume in type  meetings, so buyers bring less real

money balances; the second and third effect occur because due to holding less

money for any , buyers hold less total real balances for any supply of assets,

and they need more assets to be unconstrained in type  meetings.

One can study all three regimes, but (i) is less interesting for asset pricing,

because then  does not bear a liquidity premium, the way it does in (ii) and

(iii). Indeed, (iii) is perhaps the most interesting for reasons discussed below.

In monetary steady state, in regime (iii) liquidity is scarce even in type 
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meetings. Then it is routine to show




=

1

1

∙
(1 + )

2
− 

0()− 
0()

¸
 0




=


0()

1

 0




=

1

1

∙
(1 + )

2
− 

0()

¸
 0

where

1 ≡ [
0() + 

0()]

∙
(1 + )

2
− 

0()

¸
− 

0()
0()  0

because 0()  0 when the constraint  ≤  binds (see Gu and Wright 2016

for details). Thus, higher  (or  or ) reduces  and increases  because

when nominal interest (or inflation or money growth) rates rise buyers try

to substitute out of cash and into other assets, which on net reduces total

liquidity . This identifies the direct impact of monetary policy on liquidity.

Similarly it is routine to show




= −(1 + )

1


0()  0




=

(1 + )

1
[

0() + 
0()]  0




=

(1 + )

1


0()  0

Thus, higher  increases  but lowers . The results for other regimes can

be seen as limiting cases — e.g., in regimes (i) and (ii) 0() = 0, and hence

 =  = 0, which shows how the impact of one asset’s return on

demand for the other asset depends on them being substitutes as sources of

scarce liquidity in at least some situations, and which is why regime (iii) is

interesting. Also note that the effects of changes in  are the same as changes

in , because only  matters, so one can interpret the above results in terms
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of improvements in asset markets conditions — i.e., a rise in the dividend .21

The real asset price is bounded by its fundamental value,  ≥ ∗, with

strict inequality — i.e., with a liquidity premium — in two situations:   0

and  ≤  binds at  = ∗; or  = 0   and  ≤  binds at  = ∗.

Similarly, its return is bounded by 0 ≤  ≤ , where again  is defined by

the amount of  agents would require in the next CM to give up a unit in this

CM, which can be interpreted as the return on an asset that is illiquid in the

sense that it can never be used in the DM, in the same two situations. Thus,

the liquidity premium shows up as   ∗ and   , i.e., as a higher price

and lower return. Moreover, it follows from (12)-(13) that

   ⇐⇒  () + ()   () + ()

For instance,  =  implies  can have a lower return than  if   

(it is more acceptable) and  ()   () (the constraint is tighter in type 

meetings).22

5 Extensions

Above we analyze how different assumptions about acceptability, pledgeability

etc. affect asset pricing, liquidity premia and the existence of SME when the

asset is equity in a technology that produces dividend  each period. This

section considers three different types of assets, namely, bonds, capital and

housing. For bonds, the key difference is maturity: while there are bonds with

infinite maturity (consols), in the typical case it is finite. For capital, there

21One can similarly derive the effects of the  ’s and  ’s, and the effects on the  ’s and

 ’s We leave these as exercises.
22This discussion assumes   0. For an asset with   0, which can be valued if its

liquidity premium is big, the return is bounded by  =  ≤ 0 since  ≥ 0. One can
also check that   0 implies a fall in  or  decreases , while   0 implies a fall in 

or || increases . The intuition is straightforward: if   0, decreases in  or || increase
, which increases the price of the asset and thereby brings its return closer to zero.
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are several differences: the supply of it is endogenous; a higher supply lowers

the marginal return; and its price in terms of  is 1 (it is the same physical

object as numeraire). For housing, the difference is that it is not only an asset,

it enters the utility function directly, and one can assume either the supply is

fixed or endogenous; and its price if not fixed at 1.

5.1 Bonds

Here we consider bonds.23 For simplicity, we study one-period bonds  that

mature in the CM by paying off their face value in numeraire24. Further,

when  matures, it is replaced by an equal issuance of new bonds in the CM,

assumed to be endowed to sellers (but that is inconsequential for the main

results). With this modification, the buyer’s CM problem (again, we omit the

similar problem for the seller) is

 ( ) = max
̂̂

{()− +  (̂ ̂)}

st  = − (̂−)− ̂+ + 

The change from the baseline model is the absence of a resale value for the

asset in the budget constraint. Assuming an interior solution, we eliminate 

and rewrite this as

 ( ) = Ω+max

{()− }+max

̂̂

{−̂− ̂+  (̂ ̂)} (23)

where Ω = + +  . The first-order conditions for portfolio choice are

 = 1(̂ ̂) (24)

 = 2(̂ ̂) (25)

23See Wallace (1981), Berentsen and Waller (2001), Boel and Camera (2006) and Ro-

cheteau et al. (2018) for related analyses.
24We could include a coupon , so that an agent holding  bonds receives (1 + ) units

of , but for one-period bonds  = 0 is a normalization and without loss of generality.
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whereas the envelope conditions are1( ) = Ω =  and2( ) =

Ω = 1.

In the DM,

 ( ) = ( ) + [()− ] + [()− ] + [()− ] (26)

where the liquidity constraints are now  ≤  ≡ ,  ≤  ≡ 

and  ≤  ≡  + . Emulating the above procedures, the Euler equations

are

1 = (1 + ) [1 + (+1) +  (+1)] (27)

 =  [1 +  (+1) +  (+1)]  (28)

From (28), one can immediately notice a difference from the baseline model:

the bond price in period  is independent of future bond prices. This has im-

plications for steady-state bounds on bond returns and for the SME existence

conditions (as well as dynamics, but we do not analyze these here).

Equilibrium is defined the same as in the baseline model. By defining

1+  = 1, we can write the above equations in stationary equilibrium as

 = () +  ( + ) (29)

 =  + (1 + ) [() +  ( + )]  (30)

From (30),  =  in regime (i), which implies  = ∗ ≡ . In regimes (ii) and

(iii),    and   ∗ . Moreover,  is now bounded by −1 ≤  ≤ , while

in the baseline model the lower bound is 0. While the conditions for existence

of SME are similar to the baseline model, the different lower bound on  has

implications in cases 5 and 7: for sufficiently low , an SME can now exist in
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these cases even at positive inflation. In monetary steady state, we have




=

1

 [0() + 0()]
 0




= 0




=

1

 [0() + 0()]
 0

As in the baseline model, an increase in  leads to a decrease in . However,

since  =  for any , changes in  do not have any effects on .

5.2 Capital

Now suppose the asset is productive capital as in neoclassical growth theory.25

Thus, investing  units of CM numeraire in period  yields () in the next CM

of period  + 1, with (0) = 0,  0()  0,  0(0) = ∞ and  00()  0. Capital

depreciates at rate , so investing  units of capital at  returns ()+(1−)
units of  at  + 1. While in the baseline model, the supply is fixed but the

price  is endogenous, with capital the price is fixed at 1 while the supply is

endogenous. The buyer’s CM problem is

 () = max
̂̂

{()− +  (̂ ̂)}

st  = − (̂−)− ̂ + () + (1− ) + 

As usual, we rewrite this as

 () = Ω+max

{()− }+max

̂̂

{−̂− ̂ +  (̂ ̂)} (31)

where Ω = + () + (1− ) +  . The portfolio choice now solves

 = 1(̂ ̂) (32)

1 = 2(̂ ̂) (33)

25This extension is related to work by Lagos and Rocheteau (2008), Aruoba and Wright

(2003), Aruoba et al. (2011), and Venkateswaran and Wright (2014). A different approach is

used in Wright et al. (2018,2019), where capital (instead of consumption) goods are traded

in the DM.
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so (̂ ̂) is still independent of (), while the envelope conditions are

1() = Ω =  and 2() = Ω =  0() + 1 − . In

the DM,

 ( ) = () + [()− ] + [()− ] + [()− ] (34)

with the constraints  ≤  ≡ ,  ≤  ≡  (() + (1− )) and

 ≤  ≡  + .

The Euler equations are

1 = (1 + ) [1 + (+1) +  (+1)] (35)

1 = [ 0(+1) + 1− ] [1 +  (+1) +  (+1)]  (36)

Notice that +1 is determined from these equations independent of , which

means the economy jumps to the steady state in one period, at least if we

avoid corner solutions for .26 In any case, defining

1 +  =  0() + 1− 

we write the equations for steady state as

 = () +  ( + ) (37)

 =  + (1 + ) [() +  ( + )]  (38)

From (38), in regime (i)  =  and thus the capital stock is determined

by  0(∗) =  + , which is what a social planner would choose. In regimes

(ii) and (iii),    and therefore   ∗, which means capital is over accu-

mulated (as in Lagos and Rocheteau 2008). Compared to the baseline model,

where scarce liquidity increases the asset price above its fundamental level,

26For a discussion of what happens in similar models when conrner solutions can occur,

see Wright et al. (2019), footnote 15.
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here scarce liquidity increases the supply of capital above its efficient level.

For the existence of SME, again the bounds on  are relevant, which are now

given by − ≤  ≤ . For  = 1 the lower bound coincides with that on

bonds, while for  = 0 it coincides with that on assets in the baseline model.

Thus the upper bound on inflation that allows an SME to exist in cases 5 and

7 is increasing in .

Focusing on regime (iii), where liquidity is scarce even in type  meetings,

it is straightforward to derive




=

1

2

½
 00()

[
0() + 1− ]3

+ 
0() + 

0()

¾
 0




= − 1

2


0()  0




=

1

2

½
 00()

[
0() + 1− ]3

+ 
0()

¾
 0

where

2 ≡
½

 00()
[

0() + 1− ]3
+ 

0()

¾
[

0() + 
0()]

+ 
0()

0()  0

In particular, consistent with the so-called Mundell-Tobin effect, an increase

in  leads to an increase in capital investment. Moreover, we have




= − 1

[ 0() + 1− ]22


0()  0




=

1

[ 0() + 1− ]22

[
0() + 

0()]  0




=

1

[ 0() + 1− ]22


0()  0
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and if () = ̃() for each ,




=

̃ 0()
[ 0() + 1− ]22


0()  0




= − ̃ 0()

[ 0() + 1− ]22

[
0() + 

0()]  0




= − ̃ 0()

[ 0() + 1− ]22


0()  0

Hence, an increase in  leads to a decrease in  and  and an increase in ,

while an increase in productivity  has the opposite effects.

5.3 Housing

In the baseline model, the asset pays a dividend  but otherwise has no intrinsic

utility; with housing, agents do not obtain dividends but enjoy utility from

the asset.27 Assume that buyers enjoy utility ̃( ) from consuming  and

holding  units of housing, while for simplicity sellers do not obtain any utility

, and impose the usual assumptions on ̃ . The reason housing provides

liquidity is this: with limited commitment, buyers cannot get unsecured loans,

so there is room for home equity to play a role as collateral. Therefore, buyers

may be willing to pay more for a house than its fundamental value, similar to

other assets.

In this section we explicitly assume that buyers use housing as collateral

in the DM, buy DM goods using credit secured by , and pay off any debt 

in the CM. This is a case where using housing as collateral is more realistic

— it is not reasonable to hand over part of your house in the DM, but it is

reasonable to make a promise collateralized by your house. Also, since housing

enters utility directly, using it as a medium of exchange is not equivalent to

using it as collateral. If a buyer hands over part 0 of his housing  in the DM,

27This presentation is based on He et al. (2015).
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he gets utility only from the net − 0, but if he uses  as collateral he still

gets utility from  units.

To begin, suppose the supply of housing is fixed at. Buyers’ CM problem

is

 ( ) = max
̂̂

{̃( )− +  (̂ ̂)} (39)

st  = +  − + (− ̂) + (− ̂)

Assuming an interior solution, as usual, we have

 ( ) = Ω+max

{̃( )− }+max

̂̂

{−̂− ̂+  (̂ ̂)}

where Ω = + +  − . The first-order conditions for portfolio choice

are

 = 1(̂ ̂)

 = 2(̂ ̂)

Again (̂ ̂) is independent of ( ). Moreover,1( ) = ,2( ) =

 + ̃2( ) and 3( ) = −1.
In the CM,

 () = ( 0) + [()− ] + [()− ] + [()− ]

while  ≤  ≡ ,  ≤  ≡  and  ≤  ≡ +. The Euler

equations are

 = +1 [1 + (+1) +  (+1)]

 = ̃2[() ] + +1 [1 + (+1) +  (+1)]

where () is defined by the first-order condition: ̃1[()] = 1.
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Equilibrium is defined similar to the baseline model. In stationary equilib-

rium, we have

 = () +  ( + ) 

 =
̃2[() ]


+ () +  ( + ) 

In regime (iii), where  ≤  and  ≤  both bind, it is routine to show
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Thus, as in the baseline model, higher  (or  or ) reduces  and increases 

because when nominal interest (or inflation or money growth) rates rise buyers

try to substitute out of cash and into other assets, which on net reduces total

liquidity .

Similarly,
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Now the effects of changes in are ambiguous, although we know   0

iff   0. Intuitively, increasing the quantity  lowers the price ,

which on net can raise or lower .
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Now suppose the supply of housing is endogenously determined. The tech-

nology of home building is summarized by a cost function ̃: increasing the

stock of housing by ∆ requires an input of ̃(∆) in numeraire, with the

usual monotonicity and curvature assumptions imposed on ̃. Moreover, as-

sume houses depreciate at the rate of . Houses are constructed by a rep-

resentative price-taking firm in the CM, and hence the supply of housing is

determined by

 = ̃0[+1 − (1− )]

The buyer’s problem is the same, except for the depreciation, which implies

 = (1− ). The Euler equations are

 = +1 [1 + (+1) +  (+1)] 

 = ̃2[(+1) +1]

+(1− )+1 [1 + (+1) +  (+1)] 

Equilibrium can be defined in the natural way, given an given initial supply

0. In stationary equilibrium,

 = () +  ( + ) 

 + 

1− 
=

()̃2{[()] ()}


+ () +  ( + ) 

where () satisfies

 = (1− )()̃
0[()]

In SME, in regime (iii) where  ≤  and  ≤  both bind, liquidity is
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scarce even in type  meetings. Then it is routine to show
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Now, the effects of changes in  are ambiguous. There is still an effect that an

increase in  reduces  and increases , but then the increase in  affects

(). As shown above, the effects of changes in  are ambiguous, and hence

the effects of  are ambiguous when we endogenize the supply of housing.

6 Conclusion

To conclude, we summarize what we consider the main lessons from the above

exercises. First, it is not difficult to build a tractable GE model that incorpo-

rates sufficient frictions to generate an endogenous role for money as a medium

of exchange. Second, once one sees how fiat currency gets priced above its fun-

damental value, because it provides liquidity, it is not difficult to see how other

assets can get priced above their fundamental values, because they can also

provide liquidity. Third, an asset in general can provide liquidity by acting as

a medium of exchange, for immediate settlement, or by serving as collateral,

in deferred settlement, and the equations are very similar even if one or the
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other interpretation can be more natural in particular applications (e.g., cash

is naturally used as a medium of exchange while home equity is more naturally

used as collateral). Fourth, by parameterizing both acceptability and pledge-

ability it is possible to capture the notion of liquidity on the extensive margin

and the intensive margin.

Fifth, many interesting special cases can be understood as various extreme

versions of the framework, as summarized in Table 1. Sixth, one can derive

bounds on parameters that allow the existence of equilibria where liquidity

matters and on the prices or rates of return that can obtain for different

assets. Seventh, the methods can be adapted quite easily to understand various

types of assets, including equity in productive technologies, simple bonds,

neoclassical capital, and housing. And finally, the tractability of the approach

is apparent from the various comparative static exercises performed above.

Indeed, classic ideas such as the Mundell-Tobin effect emerge readily with

recourse to ad hoc assumptions, like putting money in the utility function. We

think all of this suggests people in monetary, macro and financial economics

should be pursuing further research in this class of models, and hope the reader

agrees.
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Appendix A

Figure 3: The  and  curves in ( ) space.

Here we show uniqueness of the monetary steady state. The  curve defined

by ∆ = 0, i.e., by  = +1, solves

 = () + ( + )

Hence,



 |∆=0

= −
0() + 

0( + )

0( + )
 0

Similarly, the  curve defined by ∆ = 0 solves

 =
(1 + )


+ () + ( + )

Hence,



 |∆=0

=


0( + )

(1 + )2 − 0()− 0( + )
 0
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Figure 3 shows the and  curves as functions of  and . Both curves are

downward sloping, so uniqueness is not automatic. However, the difference in

slopes is

−[
0() + 

0( + )][(1 + )2 − 
0()] + 

0()0( + )

0( + )[(1 + )2 − 0()− 0( + )]


which is negative. Thus, in ( ) space, as shown in figure 3, the  curve

is steeper than the  curve, and steady state is unique.
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