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ABSTRACT
Internet-of-Things (IoT) is an appealing service to revolutionise Smart City (SC) initiatives across the
globe. IoT interconnects a plethora of digital devices known as Sensor Nodes (SNs) to the Internet.
Due to their high performance and exceptional Quality-of-Service (QoS) Multiprocessor System-on-
Chip (MPSoC) computing architectures are gaining increasing popularity for the computationally
extensive workloads in both IoT and consumer electronics. In this survey, we have explored bal-
ance between the IoT paradigm and its applications in SC while introducing Wireless Sensor Network
(WSN), including the structure of the SN. We considered MPSoCs systems in relation to character-
istics such as architecture and the communication technology involved. This provides an insight into
the benefits of coupling MPSoCs with IoT. This paper, also investigates prevalent software level en-
ergy optimisation techniques and extensively reviews workload mapping and scheduling approaches
since 2001 until today for energy savings using (1) Dynamic Voltage and Frequency Scaling (DVFS)
and/or Dynamic PowerManagement (DPM) (2) Inter-processor communication reduction (3) Coarse-
grained software pipelining integrated with DVFS. This paper constructively summarises the findings
of these approaches and algorithms identifying insightful directions to future research avenues.

1. Introduction
Internet-of-Things (IoT) is a technological communica-

tion revolution that bridges a plethora of modern digital de-
vices, users and smart things to the Internet for numerous
applications. Thus, IoT is transforming the Internet into a
more pervasive and immersive model (1; 2). The literature
demonstrates that the emergence of IoT has initiated Smart
City (SC) concept, a paradigm that particularly concentrates
on reconciling and enhancing both ecology and economy of
city modernization (3; 4). An ultimate goal of IoT technol-
ogy for the SC is to optimise and efficiently control the city
systems. More precisely the fundamental aim is to boost the
effectiveness of city governance by establishing a communi-
cating link between the human users and smart technology.
IoT is gaining popularity for smart cities in order to develop
efficient and low-cost applications for purposes such as mon-
itoring, control, automation etc.

In IoT based SC (IoT-SC) services information is col-
lected from the users and/or smart things via wearable de-
vices, sensors, and cameras (in Figure (1), these are repre-
sented by red, blue, and green colours respectively). The
devices are commonly known as Sensor Nodes (SNs). Data
gathered is transferred, processed and stored in the cloud for
further post processing to enable visualisation and recom-
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Figure (1): IoT connecting devices and/or users for various
applications

mendations to be made, as shown in Figure (1) (5; 6). Italy
is one of the first countries to offer large scale smart ser-
vices (7). Table (1) shows a synoptic view of the Padova SC
project deploying urban IoT in Padova city, Italy (8). Re-
cently in China, a boom in IoT-SC initiatives occurred as
listed in Table (2) to promote green, low-carbon and a sus-
tainable development for 1.3 billion people (9).

The continuously expanding need for real-time applica-
tions has influenced the growth in the usage of Multiproces-
sor System-on-Chips (MPSoCs) in modern embedded sys-
tems (10). MPSoCs provide high performance, high-scale
integration, exceptional Quality-of-Service (QoS), overwhelm-
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Table (1)
Padova smart city project (8)

Application Network Energy Source

Structural health monitoring 802.15.4; WiFi and Ethernet Mostly battery powered
Waste management WiFi; 3G and 4G Energy harvester or battery powered
Air quality monitoring 802.15.4; Bluetooth and WiFi Photovoltaic panels or battery powered
Noise monitoring 802.15.4 and Ethernet Energy harvester or battery powered
Traffic congestion monitoring 802.15.4; WiFi and Bluetooth; Ethernet Energy harvester or battery powered
City energy consumption Ethernet Main powered
Smart parking 802.15.4 and Ethernet Energy harvester
Smart lighting 802.15.4; WiFi and Ethernet Main powered
Home/buildings automation 802.15.4; WiFi and Ethernet Mostly battery powered

Table (2)
Smart city services in China (9)

Urban Function Smart Applications

Reproduction
Public safety, environment, energy, healthcare,
household, and urban management.

Economic-
Development

Manufacturing, industry, logistics, and city
planning.

Social-
Interactions

Public transportation, online shopping, and
general social management.

Culture-
Enjoyment Education, tourism, and outdoor stream media.

ing reliability, and significant energy-efficiency in compari-
son to uniprocessor architectures (11). These qualities have
contributed to the wide deployment of MPSoC as SNs for
numerous real-time IoT applications. One of the major tech-
nological challenges for IoT is energy consumption optimi-
sation at the SN level. High energy consumption of embed-
ded systems at SN level not only reduces the lifetime of the
IoT but also results in an increased carbon footprint. Approx-
imately 4.7% of global electrical energy is consumed by ICT
and results in the releases of 2.0% of overall atmosphereCO2(12). Moreover, SN mostly operates on embedded battery
sources with limited residual energy, replacement of the bat-
teries is usually challenging, difficult and expensive (13; 14).

Several of the survey papers reviewed considered differ-
ent aspects of IoT technologies. Aztori et al. (15) presented
communication technologies and reviewed different visions
of IoT. Al-Fuqaha et al. (16) discussed protocols, enabling
technologies, IoT applications and identified the open re-
search problems. Andrea et al. (17) addressed security and
privacy issues in IoT and presented security challenges and
vulnerabilities. Botta et al. (18) highlighted the integration
of IoT and Cloud while Jie et al. (19) reviewed fog/edge
computing integration in IoT. Ray et al. (20) presented the
architecture of the IoT and identified the research problems
in the current trends of architecture. Shaikh et al. discussed
efficient deployment of sensors, objects, and the Internet to
reduce the energy consumption reduction in IoT (21). At
the Wireless Sensor Network (WSN) level, Rault et al. (14)
categorised the applications of WSN and discussed differ-
ent energy conservation schemes. Kulkarni et al. (22) sur-

veyed data-aggregation, clustering, and node localization in
the WSN. Islam et al. (23) examined security and the re-
liability challenges of WSNs and surveyed their practical-
ity for industrial adoption. Yetgin (24) presented a survey
on the techniques to enhance the lifetime of WSN in IoT.
At the SN level, Mittal (25) surveyed general energy-saving
techniques for embedded systems. Siddiqui (26) discussed
the security issues in IoT based MPSoC. Bambagini et al.
(27) reviewed workload scheduling on multiprocessor sys-
tems considering Dynamic Voltage and Frequency Scaling
(DVFS) and Dynamic Power Management (DPM) with no
emphasis on coarse-grained software pipelining for depen-
dent task scheduling. None of the surveys discussed the role
of MPSoC in IoT plus consumer electronics and their var-
ious types, software level energy optimisation techniques,
and energy savings approaches/algorithms. This review pa-
per contributions are demonstrated in Figure (2).

The rest of the paper is organized as follows: we present
the architecture of WSN and structure of SN in Section 2. In
Section 3 we discuss MPSoCs applications in IoT. Section
4 explains the different types of MPSoC system. Section
5 overviews the relevant application and power models and
discusses task scheduling. Section 6 presents the software
level energy management techniques. Section 7 summarises
the energy optimisation approaches and algorithms, Section
8 discusses the challenges and proposes some future research
directions. Finally, we present the conclusions of our paper
in Section 9.
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Figure (2): Review paper contributions
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2. Wireless Sensor Network and Sensor Nodes
The example WSN shown in Figure (3), is an integrated

part of the IoT (28; 29). WSN gathers the information about
the physical world through the sensors/cameras and store it
in cloud. It is a vital resource necessary to implement the vi-
sion of IoT paradigm (30; 15; 31). in simple terms, WSN is
network composed of resource-constrained digital devices
known as SNs that are used to collect information from a
Field-of-View (FoV) (32; 33). Advancements in modern
technologies have had a significant positive impact on the
availability of high-quality SN for numerous applicationswith
superior technical features, low cost, minimal power con-
sumption, and small physical size. The technological im-
provement in SN technology for multimedia data has en-
hanced the growth in WSN (34; 35). Multimedia content
such as audio and video streams processing a promising tech-
nology utilised by numerous applications (36).

A typical SN (highlighted by blue colour in Figure (3))
is composed of four components (37). Each component is
explained as follows:

1. Sensing Unit: Single or multiple sensors and Ana-
logue to Digital Converters (ADC). The physical in-
formation is detected and captured in analogue form
which the ADC converts to a digital format as required
for the processing unit.

2. Processing Unit: Responsible for intelligent process-
ing of the data received from the target area, this is a
microprocessor and/ormicrocontroller with integrated
memory. Digital Signal Processor (DSPr) and Appli-
cation Specific Instruction-set Processor (ASIP) could
also be component parts of the processing unit.

3. Communication Unit: Short-range transceiver system
commonly based on standards such as IEEE 802.14.3,
IEEE 802.15.4 or ZigBeeTM although other protocols
e.g. IEEE 802.1 can also be utilised for specialised
applications such as Industrial IoT (IIoT).

4. Power Source: Regulated supply for the data collec-
tion, processing, and transmission subsystems. Bat-
teries with limited residual energy are often deployed.
The cells may be disposable primary or secondary if
the additional complexity of energy collection is ad-
vantageous.

Ethernet is an established highly scalable network pro-
tocol with standard based compatibility and excellent band-
width capability. However, it may not be a suitable choice
for safety and real-time applications such as those required
by IIoT and Industry 4.0. Other Ethernet extension proto-
cols have also been suggested as alternatives e.g. TTEth-
ernet, ARINC 664 Specification Part 7 (AFDX), and Ether-
CAT. Incompatibility between these protocols can however
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create problems and they cannot operate on the same physi-
cal links in the network without sacrificing real-time guaran-
tees. Time-Sensitive Networking (TSN) provides a solution
that consists of a set of standards, created by the IEEE 802.1
working group specifically for Industry 4.0. TSN catego-
rizes flows into three main traffic-types depending upon the
criticality (38).

1. Time-Triggered (TT) traffic tends to support hard real-
time applications which require low latency and jitter.
Concisely, TT traffic tends to support hard real-time
applications which require low latency and jitter. TT
traffic has the highest priority.

2. Audio-Video-Bridging (AVB) traffic is lower priority
than TT and supports applications requiring bounded
end-to-end latency.

3. Best-Effort (BE) traffic is the lowest priority. It is used
for applications where timing guarantees are not re-
quired.

Worthy of note that one of the major challenges for In-
dustry 4.0 and IIoT is the secure exchange of information
between, machines, devices, and services across different
industries. Therefore, Reference Architecture Model for In-
dustries 4.0 (RAMI 4.0) recommends Open Platform Com-
munications Unified Architecture (OPC UA) for implement-
ing communication layer (39).
2.1. Sensor Node Architectures

In this section we discuss different architectures used in
SNs for WSNs considering the energy-efficiency and perfor-
mance requirements (40).

Due to the ubiquitous nature of the SNs in IoT, they need
to be wirelessly connectable, capable of executing complex
operations and energy-efficient. Some specific applications
may impose other different additional constraints e.g. rugged-
ness, environment invisibility, and timing constraints. Thus,
applications in IoT vary in terms of degree of interaction
with the environment, communication need, and computa-
tion. However, energy-efficiency is a major requirement be-
cause SNs are mostly operated on battery and/or energy-
harvesting devices. Applications are becoming more com-
plex, smarter, and require immense processing power subse-
quently, energy-aware workload execution is a challenging
task (41).

Recent advances in themicro-electro-mechanical systems
technology, wireless communications, and digital electron-
ics have enabled the development of high performance, low-
cost, low-power, multi-functional SNs that are small in size
and communicate untethered in short distances. They are
the endpoints of the WSN and each SN comprises of sensor,
processing unit and a communication unit (42; 37): Different
architectures used as SNs in WSNs are discussed as follows:
2.1.1. Single-core Processors:

The transistor count of commercially available Intel pro-
cessors has increased significantly since the original 4004
processor was released in 1971 (43; 44). The 4004 had 2300

transistors, by 2016 the number of transistors had increased
by a factor of 3×106. Increasing the number of transistors in-
creases capability but also increases the power requirements
(45). Switching and leakage currents causes the temperature
of the silicon die to increase. To prevent rapid and catas-
trophic chip failure, the heat is dissipated by increasing the
surface area (and hence size) of the device. This is com-
monly combined with a forced cooling system. The power
consumption attributed to switching is directly proportional
to the switching speed and the number of transistors. Tran-
sistors operate at clock frequencies approaching 1GHzwhile
integratingmore transistors on a chip for higher performance
increasing the power dissipation. Given that for a fixed num-
ber of transistors, increasing clock frequency would the only
way to improve performance for single-core, single proces-
sor systems, liquid cooling would be necessary to achieve
modern day computation needs (43; 46).
2.1.2. Microcontroller:

Amicrocontroller consisting of antenna (for wireless com-
munication), processor, memory, sensor, and DC battery has
been widely used as SN in theWSNs. Atmel ATMega 128L,
MSP430, and Mica2 are the popular examples used as SNs.
Though the energy-efficiency of these microcontroller based
SNswas phenomenal however, the processing capability was
limited and there was a latency issue because of the slower
response. Thus, new architectures have been developed to
overcome the limitations of microcontrollers and one of the
known example is Digital Signal Processors (DSPr).
2.1.3. Digital Signal Processors:

Some applications inWSNsmay require to perform digi-
tal filtering, Fourier analysis, and encoding. Microcontrollers
are generally not optimised for such operations therefore,
DSPr are used to perform these data extensive mathematical
operations. Specifically DSPr optimises handles and opti-
mises digital signal processing related tasks. Though DSP
is a suitable solution for many applications but there are lim-
itations such as lower speed and bandwidth. However DSPr
can be an integrated part of theMPSoCs though some studies
suggested ASIC (Application Specific Integrated Circuit).
2.1.4. ASIC:

ASIC is an electronic circuit that integrates all compo-
nents on a single chip required for performing a special tasks.
ASIC has high performance, decreased circuit’s congestion,
and low power consumption. These qualities make them
ideal for being deployed inWSNs. Though ASIC provide an
energy-efficient and robust computing platform for data ex-
tensive applications inWSNs however, time-to-market, price,
lack of scalability and flexibility are the disadvantages of
ASIC. Thus Field Programmable Gate Arrays (FPGAs) have
replaced ASICs as an alternative.
2.1.5. FPGA:

It is an integrated circuit that is designed to be configured
by the customers or designers after manufacturing. FPGAs
have higher adaptability and flexibility compared to ASIC.

Haider Ali et al.: Preprint submitted to Elsevier Page 4 of 24



MPSoCs in IoT: A Survey

The FPGA architectures are re-configurable but complex to
design though, they are useful for complex applications in
WSNs. Xilinx Virtex-4 is an example of FPGA based ar-
chitecture used in WSNs for video processing related appli-
cations (compression, decoding, image processing). FPGAs
have gained drastic acceptance inWSNs to fulfill the require-
ments such as performance and flexibility.
2.1.6. Multiprocessor System-on-Chips (MPSoCs):

Multiprocessor systems are beneficial for developing high
performance and energy-efficient systems such as green com-
puting. MPSoC is set of independent and interconnected
processors integrated on a silicon chip. These processors co-
operate and communicate with each other to execute applica-
tions (43; 46). MPSoC is a single chip system that integrates
all or most of the functions of an electronic system including
I/O units with analog and mixed-signal components, mem-
ory, instruction-set processors, buses, specialized logic, and
digital signal processing functions (45; 47). MPSoC has set
a new direction to the field of the embedded system. Mod-
ern MPSoC architectures also integrate Graphics Processor
Unit (GPU), USB controller, Ethernet and/or wireless radios
(3G, 4G, WiFi, 4G LTE), power management circuits, and
multi-core functions (48; 49; 50). MPSoCs have been pi-
oneered by CPU manufacturing companies such as Xilinx,
Tilera, IBM, Motorola, Intel, Samsung, and Apple (51; 52).

MPSoC is a single chip system that integrates all or most
of the functions of an electronic system including I/O units
with analog andmixed-signal components, memory, instruction-
set processors, buses, specialized logic, and digital signal
processing functions (45; 47). MPSoC has set a new direc-
tion to the field of the embedded system. Modern MPSoC
architectures also integrate Graphics Processor Unit (GPU),
USB controller, Ethernet and/or wireless radios (3G, 4G,
WiFi, 4G LTE), power management circuits, and multi-core
functions (48; 49; 50). MPSoCs have been pioneered by
CPU manufacturing companies such as Xilinx, Tilera, IBM,
Motorola, Intel, Samsung, and Apple (51; 52). Suitable ex-
amples and architectures of the MPSoCs from these compa-
nies have been provided at different sections of this survey
paper.

3. MPSoCs in IoT
The MPSoCs have become a de-facto computing plat-

form and they can be used in various computationally exten-
sive real-time applications.
3.1. Multimedia Surveillance

MPSoCs integratedwith video and audio sensors are used
for target detection and tracking, border protection, public
eventmonitoring (53; 54; 55), video/image enhancement (56),
person tracking (57), people and object identification (58;
59). Thesemultimedia surveillance applications involve com-
pression/decompression, encoding/decoding and different con-
versions techniques which are computationally extensive op-
erations. A few highly complex MPSoCs such as Xetal-I

(128 processors) (60) and Xetal-II (320 processors) (61) are
also used for surveillance.

Video surveillance tomonitor on-road situation is a prime
example of the multimedia application in IoT. In this video
streaming of on-road situation, the information is collected
regarding vehicles positions, traffic jams and road accident
severity. In the video streaming the multimedia data con-
tent is streamed over the network in an encoded form while
the video is displayed to the end user and/or professional ei-
ther in a recorded or pre-recorded manner. In IoT based ap-
plications video streams are usually compressed to reduce
the video size and achieve better load balancing in the video
communications. TheMPEG-encoder is executed numerous
times for the whole video stream (62).
3.2. Healthcare and Automated Assistance

Multiprocessor systems are widely adopted by remote
medical centres for various advanced healthcare related ap-
plications such as patient monitoring (63), drug administra-
tion, diagnostics (64; 65), human gait analysis (66), care as-
sistance, and motoring (67). These services using MPSoC
are helping to reduce the frequency of patient’s visit to the
hospitals while enhancing the Quality-of-Life (QoL). STMi-
croelectronics MPSoC is one of the popular multiprocessor
platform that is widely adopted in advanced healthcare (63).
3.3. Environment Monitoring

MPSoCs are also used in applications such as animal
and bird tracking as well as condition monitoring for irriga-
tion, livestock, crops, and air pollution (61; 68). Monitoring
systems are vital in time-critical applications, such as wild
fire containment, flood detection, and disaster management
(69; 70). High-performance computing platforms provided
by MPSoC produce smart technology to monitor and detect
natural and anthropogenic emergencies.
3.4. Industrial Applications

MPSoCs are deployed to extract and analyze information
regarding civil structures e.g. nuclear power plants, pipelines,
and large bridges especially during and after earthquakes,
high winds or environmental changes (71). In the industry,
MPSoCs are used for automation and manufacturing pro-
cess control for example, Xilinx Zynq® UltraScaleTM are
deployed in robots for operations such as supervision, con-
trol, and automation that increase repeatability while reduc-
ing human efforts while maintaining continuous operation
(72; 73).

Among the applications ofMPSoCs in IoT, themost pop-
ular is surveillance where video analytics is performed for
different purposes. Video analytics also called Video Con-
tent Analysis (VCA), it involves different techniques to mon-
itor, extract and analyze the information from video streams
(74). Closed-circuit television (CCTV) cameras are themain
contributors of computerized video analysis. In video ana-
lytics a key challenge is the size of the video data. In one
second of high-definition video there is approximately equal
to 2000 pages of text. Video analytics in IoT is widely used
in the recent years for surveillance and automated security.
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Figure (4): MPSoC systems categorisation

Automated surveillance systems are cost effective, cheaper,
and remain focused as compared to labor-based surveillance
systems. Video analytics can be used for human recogni-
tion, face recognition, object detection, recognizing suspi-
cious activities, and detecting breach of restricted zones (75).
In terms of the IoT architecture two known approaches can
be adopted for performing video analytics, namely (1) server-
based architecture and (2) edge-based architecture. Each ar-
chitecture is explained as follows: (76).
3.4.1. Server-based Architecture:

In this approach, captured video using cameras is trans-
mitted to the centralized and dedicated server where video
analytics is performed. The generated video is usually com-
pressed to reduce the frame rates or the image resolution
due to limited bandwidth availability. In this configuration
the compressing may result the loss of information which
can adversely affect analysis overall accuracy. However, the
server-based approach facilitates easier maintenance.
3.4.2. Edge-based Architecture:

In this configuration, analytics are applied at the SN level
or ‘edge’ of the system. In other words video analytics is
performed on the raw data gathered from the camera in the
SNs. In this approach the entire content/data of the video
stream remains available for the video analysis. Therefore,
no loss of information occurs and enables efficient and ef-
fective content analysis. However, edge-based systems are
more costly to maintain and posses lower processing power
capability compared to server-based systems.

Briefly, server-based approach is easier to be implemented
andmaintainedwhile edge-based system is costly though the
entire video stream is available for performing video analytic
on gathered data.

4. MPSoC Types
MPSoC systems can broadly be categorised into three

types based on their architecture, inter-processor communi-
cation mechanism and number of processors per voltage is-
land as shown in Figure (4).
4.1. Architecture

In terms of the types of the processors used, MPSoCs
can be divided into two general groups of homogeneous and
heterogeneous.
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Figure (5): Generic heterogeneous MPSoC architecture

4.1.1. Homogeneous MPSoCs
Homogeneous MPSoCs are symmetric multiprocessing

systems where identical processing elements with the same
Instruction Set Architecture (ISA) are used (77). Therefore,
in homogeneous MPSoC, a single thread task will have the
same power consumption and complete in the same time ir-
respective of which processor is utilised. Examples of com-
mercial homogeneous MPSoC include Samsung Mongoose
M2with 4, Cortex-A53 processors and EZchip TILE-Mx100TM
with one hundred Cortex-A53 processors. Homogeneous
MPSoCs are suitable computing platforms for applications
where communication to computation ratio is higher (78).
4.1.2. Heterogeneous MPSoCs

HeterogeneousMPSoC shown in Figure (5) includemul-
tiple types of different processing elements. Heterogeneous
MPSoCs can either be functional asymmetric or performance
asymmetric. Examples of heterogeneous MPSoC include,
Samsung Exynos 9810 used in SamsungGalaxy S9+, S9++,
and Note 9+. Some other MPSoC and application are listed
in Table (3).

1. Functional Asymmetric: It contains a set of architec-
turally different processing units with, as a consequence
different ISA. Figure (5) shows a generic functional
asymmetric heterogeneous MPSoC consists architec-
turally different processing units i.e. general-purpose
processor (CPU), video accelerator, and audio accel-
erator (79).

2. Performance Asymmetric: The ISA remains the same
but performance and power consumption of the pro-
cessing units are different. Samsung Exynos 5 Octa
(big.LITTLE) also known as Exynos 5410 used in Sam-
sung Galaxy S4 is an example of performance asym-
metric heterogeneous MPSoC. It has 4 Cortex-A15
processors and 4 Cortex-A9 processor (80).

4.2. Interconnect
The second broad categorisation of MPSoC is intercon-

nectmethod, the communication infrastructure for inter-processor
communication (81). Sub-categories are (1) Bus-based MP-
SoC and (2) NoC based MPSoC. Communication network
type plays a vital role in achieving energy-efficiency and avoid-
ing communication congestion. Loss of data in the com-
munication network reduces the overall system performance
and energy- efficiency (82).
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Table (3)
MPSoCs architectures used in smart-phones or IoT

Model Type Architecture

Samsung Exynos 9810 Heterogeneous (smart-phone) 4 Mongoose 3 big cores and 4 Cortex-A55 little cores
Apple A11 Bionic Heterogeneous (smart-phone) 2 ARMv8-A monsoon and 4 ARMv8-A Mistral
Intel® Stratix® 10 Homogeneous (smart-phone) Quad-core ARM Cortex-A53

Tilera TILE-Gx72TM Homogeneous (IoT)
72 VLIW (Very Long Instruction Word)
RISC processors operating upto 1.2 GHz frequency

4.2.1. Bus
The bus-based architecture is probably the oldest on-chip

interconnect in the computer industry and is used in many
MPSoCs (83). The bus provides a communication mecha-
nism which interconnects different components (processing
units, memory, I/O units) of the MPSoC architecture. The
bus interconnect shown in Figure (6) is an easier approach to
integrating a small number of components due to its simple
protocol design and silicon cost. However, it offers limited
bandwidth and increased delays when used for a large num-
ber of components.

Matrix bus interconnect offers a solution for bandwidth
as it offersmultiple communication paths. Figure (7) demon-
strates an example of 3 master and 5 slave Advanced Mi-
crocontroller Bus Architecture (AMBA) bus matrix com-
munication subsystem architecture for dual ARM processor-
based MPSoC. A bus matrix (crossbar switch) has several
parallel wires (busses) which offer a suitable backbone to
support concurrent data streams. The input stage handles in-
terrupted bursts if receiving slaves are unable to accept them
immediately. Decode generates a signal for proper slave se-
lection. The component arbiter collects requests from all
masters and allows only one module to have access to the
slave at a time (84). The evolution of bus interconnect is
a progression started from AMBA, Advanced System Bus
(ASB) to High-Performance Bus (AHB) then AMBA AHB-
Lite and finally AMBA AXI (Advanced Extensible Bus).
Among these AXI4 is the latest example of the MPSoC in-
terconnects (85).

Xilinx Zynq Ultrascale+MPSoC, a bus based MPSoC
widely used for IoT applications. It deploys ARM AMBA-
AXI4 bus to interconnect Quad-coreARMCortex-A53, Dual-
core ARM Cortex-R5 real-time processors, and other con-
trols/peripherals (86; 26). ARM AMBA-AXI4 bus also es-
tablishes communication between a memory-mapped mas-
ter device and a single or multiple memory-mapped slave
devices (26). Traditional bus communication architectures
support only limited bandwidths and are not scalable for high-
performance designs leading to the development of NoC-
MPSoC (87; 88).
4.2.2. NoC

It is a network based communication subsystem on a chip.
NoC technology applies the method of computer network-
ing and improves the communication mechanism compared
to conventional crossbar communication architectures. NoC
increases the scalability, flexibility, and power-efficiency of
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MPSoC. Figure (8) shows a typical 2D-mesh NoC that con-
sists NR = 3 rows and NC = 3 columns i.e. a total of 9
routers. Each router in a NoC has five ports associated with
buffers, four ports are used to communicate with the neigh-
bour routers and one dedicated for the purpose of commu-
nicating with the processing unit. The communication link
is used to connect two routers and a router with a processor
(11; 89).

In NoC based MPSoC, the various modules such as Pro-
cessing Elements (PEs) i.e. tiles, IP blocks, andmemory ele-
ments exchange the data through a network. NoC comprises
of point-to-point data links and the interconnection is pro-
vided by routers (switches). The NoC basedMPSoCs can ei-
ther be homogeneous or heterogeneous depending upon the
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Table (4)
Different DVFS-enabled NoC based MPSoCs from TileraTM

MPSoC Model Network Topology Max: CPU Clock Rate

Tile64 TM Mesh 600-900 MHz
TilePro64 TM Mesh 600-866 MHz
TilePro36 TM iMesh 500 MHz
Tile-Gx TM iMesh 1.2 GHz
Tile-Gx36 TM iMesh 1.2 GHz
Tile-Gx16 TM iMesh 1.2 GHz
Tile-Gx TM iMesh 1-1.2 GHz
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Figure (9): A generic representation of VFI based NoC-MPSoC

nature of the PEs used (90). Samsung Exynos 7 Octa (7420)
with 2.1GHz Quad-Core Cortex®-A57 and 1.5GHz Quad-
Core Cortex®-A53, HiSilicon Kirin 960 with 4× Cortex-
A73, 4× Cortex-A53 are examples of NoC based MPSoC.
Various other NoC based MPSoCs by the Tilera corporation
are listed in Table (4) (91; 92).
4.2.3. Voltage Frequency Islands based MPSoCs

More recently, Voltage Frequency Island (VFI), Glob-
ally Asynchronous Locally Synchronous (GALS) model is
introduced to NoC interconnect, where the tiles are parti-
tioned into islands while each island is optimised with its
own threshold voltage, operating frequency, and supply volt-
age. MPSoC systems implemented with GALS have a re-
duced number of voltage level converter andmixed-clock/mixed-
voltage FIFO requirements (93; 94; 89). Figure (9) shows a
generalized VFI based NoC-MPSoC. It consists of four VFIs
represented by different colours (yellow, green, violet, and
blue) and six tiles per VFI. Each VFI contains an indepen-
dent voltage supply and a local clock. Inter-VFI commu-
nication is established through mixed-voltage FIFO, mixed
frequency clocks, and voltage converters. Moreover, each
tile in every VFI has a local memory, network interface, and
a processor (95). It is worthy of note that state-of-the-art
commercially available multiprocessor systems e.g. Intel
Itanium i7 and IBM Power 7 series use VFI based MPSoC
architectures (96; 97).

5. Models and Scheduling
This section presents the relevant applicationmodels used

in the literature for energy-aware scheduling algorithms de-
ploying MPSoCs. Specifically, Section 5.1 overviews vari-
ous application models, Section 5.2 presents a power model
and Section 5.3 discusses task scheduling and its different
types.
5.1. Application Model

Workload/application (98; 99) in the literature is repre-
sented either by an independent or dependent task models.
There are no precedence constraints in the independent task
model.
5.1.1. Independent Task Model

Independent task model T = {T1, T2, T3… Tn} is a col-lection of tasks with no inter-task data dependencies i.e tasks
are not related by precedence relations. In the task model, n
shows the total number of tasks. Each task Ti has an execu-
tion time, t. Within the independent task model each task Ticontains all the necessary data required to execute on a pro-
cessor (100; 101; 102). Independent tasks can be executed
on the processors in any order by the scheduler. However, a
technique called job scheduling is often used to allocate the
tasks on available distributed processors such that the over-
all makespan is reduced. Specifically, scheduler priorities
some tasks over others to minimise the finishing time of the
last task Tn (103).Independent task models are used for safety-critical ap-
plications e.g. autonomous vehicles. Moreover, different
applications running concurrently such as video streaming,
target tracking, and image enhancement can be modelled as
independent tasks (104).
5.1.2. Dependent Task Model

The dependent or interacting task model is mostly rep-
resented by a Directed Acyclic Graph (DAG) shown in Fig-
ure (10). This popular representation of an application com-
prises characteristics such as inter-task communication data
size, tasks deadlines, and task dependencies. A DAG can
be mathematically represented as G(V ,E, �) where, V =
{v1, v2, v3… , vn} shows the tasks in an application/workload,
E ⊆ V × V denotes data dependencies between the tasks. �
shows edge weights. The edge weight is basically the data
transferred (represented by the numbers on each edge) in
units of bits between two nodes vi and vj (105; 106; 107).Conditional Task Graph (CTG) is another-type-of dependent
task model. In the CTG, an edge is called a conditional edge
if it is associated with a condition representing that the fol-
lowing task is executed only if the condition holds. An edge
is an unconditional edge if no condition is associated with it
(108).
5.2. Power Model

MPSoCs are CMOSdevices, the overall power consump-
tion in CMOS circuits is due to dynamic and static power
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dissipation. Dynamic power dissipation occurs due to tran-
sistors switching and dominates the total power consumption
in CMOS technology. The dynamic power consumption of
each processor in MPSoC executing a task at a certain dis-
crete voltage and frequency level (Vdd , f ) is given as follows(109; 11):

PD = Ceff × V 2
dd × f (1)

where Vdd represents the supply voltage and f denotes the
operating frequencywhileCeff is the effective switching ca-pacitance. The cycle length tcycle of the clock for executing
a task assigned to a processor using a certain speed/voltage
level can be represented as tcycle = Ld×K6×Vdd

(Vdd−Vtℎ)�
. Where K6

denotes technology dependent constant, Ld shows the av-
erage logic depth of the processor’s critical path, while 1.4
≤ � ≤ 2, and Vtℎ is the threshold voltage which can be cal-
culated as Vtℎ = (Vtℎ1 − K1) × (Vdd − K2) × Vbs, where
Vtℎ1 , K1, K2 are technology dependent constants andVbs rep-resents body bias voltage.

Now, suppose Isubn denotes subthreshold leakage cur-
rent while Ij shows the junction current, and Lg representsthe total number of devices connected in the circuit, then the
static power (Ps) can be expressed as follows:

PS = Lg × (Vdd × Isubn + |Vbs| × Ij) (2)
where Isubn = K3 × eK4Vdd × eK5Vbs and K3, K4 and K5 rep-resent processor technology specific parameters (constants).
The total power consumption of each processor can be com-
puted as follows:

P = PD + PS + Pon + Psleep + Psoℎ (3)
where Pon is the idle power when the processor is not ex-
ecuting any workload i.e. Pidle. The Psoℎ indicates sleep
overhead power to switch a processor into sleep mode and
vice versa. The break-even time Tbe to put a processor into
a low-power mode when possible can be calculated as Tbe =
max

(

�, Ex−�.PxPref−Px

)

. Where � and Ex show the initial and
final energy transition overheads respectively. Pref denotes
the processor’s power consumption in a default state when
no task executes while Px represents low-power state.
5.3. Task Scheduling

Task mapping and scheduling is a process of properly
allocating a set of tasks on the processors such that specific
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Figure (11): Task scheduling algorithms

obligations are fulfilled e.g. power consumption optimisa-
tion and/or execution time reduction. Proper task mapping
and scheduling approach can drastically influence an em-
bedded system’s performance and reliability (110). Task
mapping and scheduling on MPSoCs is NP-hard problem
(105; 111). Therefore, various scheduling algorithms are
proposed by the researchers using Non-Linear Programming
(NLP) (112), Mixed Integer Linear Programming (MILP)
(109), and Integer Linear Programming (ILP) (113). Numer-
ous other search-based approaches are also investigated us-
ing Differential Evolution (DE) (114), randomisation (115),
Simulated Annealing (SA) (10), Particle Swarm Optimisa-
tion (PSO) (116), and Genetic Algorithm (GA) (117; 11).
These algorithms are categorised in Figure (11).
5.3.1. Scheduling and Mapping Types

Dependent task scheduling and mapping can be divided
into two other types dynamic and static given as follows:

1. Static Scheduler assigns task priorities before the em-
bedded system runs. Static scheduling simplifies op-
timisation complexity, although this technique is inef-
ficient regarding resources utilisation (118). It is easy
to be implemented and guarantees to meet the tasks
deadline (119).

2. Dynamic Scheduler executes the tasks on the process-
ing elements in real-time. The dynamic scheduler con-
siders the available resources and can rearrange the
tasks list during runtime (118; 120). The disadvan-
tage of dynamic scheduling is the runtime overhead
and there is no guarantee that all the tasks to be exe-
cuted can meet their deadline (119).

6. System Level Power Management
Techniques
In this section, we present an overview of the system

level power management techniques shown in Figure (12).
6.1. Dynamic Voltage Frequency Scaling

DVFS is a system level technique whereby the proces-
sor supply voltage and clock frequency are dynamically re-
duced as a means to reduce overall power consumption with-
out negatively impacting performance and deadline comple-
tion (121; 122). Modern MPSoCs includes DVFS-enabled
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Table (5)
The 70 nm processor technology parameter values

Parameter Value Parameter Value

K1 0.063 K2 0.153
K3 5.38 × 10−38 K4 1.83
K5 4.19 K6 5.26 × 10−12
Ceff 4.30 × 10−10 � 2.00
Ij 4.80 × 10−10 Lg 4.00 × 106
Vbs - 0.70 Vtℎ 0.244

Table (6)
Transmeta crusoe processor power consumption at different
discrete supply voltage levels

Parameters Value

Vdd(V) 0.85 0.80 0.75 0.70 0.65
f (GHz) 2.10 1.81 1.53 1.26 1.01
PD(mW) 655.5 498.9 370.4 266.7 184.9
PS(mW) 462.7 397.6 340.3 290.1 246.0

processors. As an example, the Samsung Mongoose M2 has
4 DVFS-enabled homogeneous processors with an operat-
ing frequency range of 2.3 to 2.8 GHz. Reducing the supply
voltage can significantly cut the energy consumption in MP-
SoCs because voltage has a quadratic law relationship with
energy consumption (123). Herbert and Marculescu experi-
mentally analysed the impact of DVFS on energy consump-
tion for MPSoCs (124).

In order to understand the working principle of DVFS
and its impact on power-efficiency we consider 70 nanome-
ter (nm) technology parameters listed in Table (5) (109). Ac-
cording to the specification, a Transmeta Crusoe processor
(125; 126) which operates at five discrete voltage levels of
{0.65, 0.7, 0.75, 0.8, 0.85}. The value for body bias voltage
is Vbs = −0.70 V. Given this data we calculate the corre-
sponding frequency, dynamic power PD and static power PSusing equations given in Section 4.2 for the different supply
voltage Vdd levels summarised in Table (6). Both PD and
PS considerably reduce with the decrease in the Vdd .

Table (7)
Two different processors power consumption modes

Transmeta Crusoe PXA-250

Parameter Value Parameter Value

Pidle 276 mW Pidle 555 mW
Psleep 80.0 � W Psleep 180 �W
Psoℎ 385 � W Psoℎ 483 � w

6.2. Dynamic Power Management
DPM is another energy-saving technique that can be emm-

ployed without significant loss of performance. The objec-
tive of DPM is to switch the system to low-powermodewhen
idle, returning to full power mode when required (127). In
other words, the DPM technique switches the processor to
an inactive state (low-power) for as long as possible, while
ensuring that all viable tasks finish within their deadlines.
In CMOS technology the power consumption is due to both
dynamic (electronic switching) and static (electronic leak-
age) components. The objective of DPM is to reduce static
power consumption while DVFS is used to minimise dy-
namic power consumption (27).

Table (7) shows different power consumption modes of
Transmeta Crusoe and PXA-250 processors. Power con-
sumption in sleep (low-power) mode is evidently smaller
than idle mode, therefore, a significant amount of energy can
be saved using DPM technique to switch an idle processor
into a low-power mode whenever possible.
6.3. Coarse-grained Software

Pipelining/Re-timing
Many applications such as streaming execute repeatedly.

Such applications and are known as periodic applications.
Periodic applications are associated with an integer value
called the period that defines the time interval after which
the application executes again.

Consider a periodic application modelled by a DAG as
shown in Figure (13)(a). Figure (13)(b) shows the sched-
ule for the first three periods. Notice that v2 cannot exe-
cute until v1 completes execution because v2 is dependent
on v1. Thus the processor where v2 is scheduled remains
idle (assuming the idle interval is shorter than break even
time) during the time interval v1 executes. In other words,
the available slack (on the processor where v2 is scheduled)is wasted. The wasted slack can be minimised by a technique
called re-timing.

Re-timing is a technique that minimises the wasted slack
by regrouping nodes from different periods (128). Conse-
quently, the intra-period precedence constraints are trans-
formed into inter-period precedence constraints. Figure (13)(c)
shows the schedule where the execution of v1 and v2 is de-layed by one period. Since v1 executes one period ahead of
v2, it can start executing early as shown in Figure (13)(c).
However, re-timing has a side-effect i.e. adds a prologue.
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Table (8)
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7. System Level Energy Optimisation
Approaches/Algorithms
In this section, we review mapping and scheduling ap-

proaches/algorithms on multiprocessor systems for energy
management. These approaches are applicable to both SNs
in IoT and consumer electronics.

7.1. Independent Task Set
Energy optimisation approaches usingMPSoCs platform

for independent task models are listed in Table (8) with their
advantages and drawbacks.

Aydin et al. (129) developed an algorithmwithO(n2logn)
complexity. It is one of the first DVFS based energy-efficient
scheduling algorithms for independent (periodic) real-time
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tasks with different power consumption characteristics on
multiprocessor systems. The authors formulated the schedul-
ing problem as an NLP problem and assigned constant speed
(voltage and/or frequency) to the tasks while maintaining
the optimality. They also showed that Earlier Deadline First
(EDF) based task scheduling can generate a feasible sched-
ule whileO(n2logn)would determine the optimal speed val-
ues for the independent tasks.

Zhu et al. (130) proposed a DVFS based online speed as-
signment algorithm known asGlobal Schedulingwith Shared
Slack Reclamation (GSSR) for the independent frame based
task set under implicit deadlines. The GSSR algorithm is
called each timewhen a task completes or a new frame starts.
It determines the minimum speed required to run the task
on MPSoC architecture without violating the frame dead-
line. The simulation results for automated target recogni-
tion (ATR) and Berkeley MPEG-1 encoding produced en-
ergy savings of up to 44% when compared to system level
approach called static power management (SPM) proposed
in (135) by Gruian.

Zhang et al. (116) developed ameta-heuristic based Shuf-
fled Frog Leaping Algorithm (SFLA) inspired by the evolu-
tion of frog foraging for convergence acceleration and over-
all energy consumption reduction. SFLA integrates the ben-
efits of PSO and Memetic Algorithm (MA) to mix informa-
tion from local searches and to move towards a global solu-
tion. They considered independent periodic tasks and het-
erogeneous MPSoC system and based on SFLA designed
a scheduling algorithm to meet hard task deadlines and re-
duce the overall energy consumption. Their approach out-
performed ACO, GA and achieved 30% and 40% energy-
efficiency.

Kumar and Vidyarth (117) integrated task mapping and
voltage assignment in a single optimisation loop ofGA. Their
approach searches the solution space for near optimal task
mapping. They used the DVFS technique to assign voltages
to the tasks such that the dynamic energy consumption is
minimised with acceptable performance trade-off. The en-
ergy savings further increased when makespan is extended.
The authors reduced the energy consumption by 54.6% to

59.4% compared to other non-DVFS HEFT (136) and Ge-
netic Algorithm-Struggle (GA-ST) (137) approaches.

Dziurzanski and Singh (131) suggested a DVFS based
feedback control scheme for task allocation on MPSoC sys-
tem to achieve higher energy-efficiency. The developed ad-
mission control algorithm performs a schedulability analysis
considering the previous platform states and rejects the tasks
being expected to violate their deadlines.

Energy optimisation approaches deployingVFI basedNoC-
MPSoC for task mapping and scheduling using a set of in-
dependent tasks are proposed by the authors in (133; 132;
134). Pagani et al. (133) developed a scheme called Sin-
gle Frequency Approximation (SFA) for optimal frequency
and voltage assignment to each island in the MPSoC sys-
tem. They developed a dynamic programming mapping al-
gorithm integrated with SFA and reduced the energy con-
sumption and running time. Liu and Guo (132) presented
a Voltage Island Largest Capacity First (VILCF) algorithm
for mapping and scheduling the tasks in order to increase
energy-efficiency. The algorithm aimed to first fully use an
active island before activating more islands in the MPSoC
platform. Singh et al. (134) proposed an energy-efficient
run-time management approach for task mapping on hetero-
geneous VFI based NoC-MPSoC and threads partitioning
of the concurrent applications. The authors integrated GPU
into the computing system and performed proper workload
distribution between GPU and CPU using profiling knowl-
edge.
7.2. Dependent Task Set

Other researchers have investigated various scheduling
and mapping approaches using dependent task model to op-
timise energy consumption. In this section we discuss some
well known MPSoCs energy management approaches in de-
tails as summarised in Table (9). The energy consumed (both
static and dynamic) by the processors and communication
network is referred to as processing and communication en-
ergy respectively. We categorise the approaches designed
for energy-aware scheduling of dependent task set on MP-
SoCs into (1) communication energy (2) processing energy
(3) total energy.
7.2.1. Communications Energy

Carvalho et al. (81) scheduled the dynamic workload on
heterogeneous NoC based MPSoC architecture using Near-
est NeighbourHeuristic (NNH) algorithm. The authorsmainly
focused on improving the NoC energy consumption reduc-
tion by reducing average link occupation and minimised the
links congestion using Path Load (PL) algorithm. Wang et
al. (113) optimised the communication energy for streaming
applications deploying a bus based MPSoC. They reduced
the scheduling length and minimised the inter-core commu-
nication overhead. The authors formulated task scheduling
on the processors as an ILP problem and reduced the over-
all makespan by minimising the communication overhead
and utilized idle slacks in the MPSoC. Similar work is per-
formed byWang et al. (143) for streaming application. Maq-
sood et al. (138) mapped the tasks on NoC based MPSoCs
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Table (9)
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using Communication-aware Packing based Nearest Neigh-
bour (CPNN) algorithm. The reduction in communication
energy was attained by migrating the tasks from the proces-
sors with a light load to other appropriate processors that
can actively accommodate those tasks as a consequence the
inter-processor communication workload is reduced. The
work based on CPNN is further improved by Chatterjee et al.

(139) where the authors performed communication energy-
aware dynamic task scheduling on homogeneous NoC based
MPSoC system for real-time applications. They developed
an algorithmDeadline and EnergyAwareMapping and Schedul-
ing (DEAMS) that allocated the resources intelligently to
improve the deadline satisfaction rate for the applications
with minimum energy consumption. Using the same model
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in another paper, Chatterjee et al. (140) exploited the slack
times in the scheduling mechanism to meet the tasks dead-
line constraints and optimise the energy consumption while
exploiting the idle slack in the processor for fault-tolerant
task mapping.

Although these approaches may optimise energy con-
sumption but are limited in only reducing the communica-
tion energy and, therefore are only suitable for applications
with intensive communication volumes.
7.2.2. Processing Energy

Many energy-aware approaches have been proposed for
scheduling set of tasks with precedence constraints with an
objective to optimise the processing energy consumption.

Shin andKim (144) performed energy-aware task schedul-
ing on DVFS-enabled multiprocessor systems. The authors
designed a condition-unaware task scheduling algorithm in-
tegrating the task ordering algorithm for CTGs to reduce
the computational energy consumption. This algorithm as-
signed start time and the clock speed to each task consid-
ering task execution profiles and condition matching. An
NLP based voltage assignment is deployed to assign discrete
voltages to each task. Chen et al. (109) used DVFS and
DPM techniques for real-time task scheduling on MPSoC
platform and formulated the processing energy optimisation
problem using MILP. The idle intervals of each individual
processor were utilised and optimal non-preemptive, time-
triggered tasks schedule was generated. Tariq et al. (112)
proposed a two-phase offline task scheduler targeting homo-
geneous MPSoCs system with shared memory to minimise
the total worst-case utilisation of the processors. The au-
thors assigned optimal task execution speed using convex
NLP. Moreover, they also developed an online task speed
assignment mechanism using a Dynamic Voltage Scaling
(DVS) heuristic algorithm for processing energy consump-
tion reduction. Zhou et al. (107) developed a two-level task
scheduling approach deployingDVFS-enabled heterogeneous
MPSoC for energy consumption reduction under task prece-
dence constraints. In step one, the MPSoC model is trans-
formed into a virtual multiprocessor model that supports a
single fixed frequency only. Secondly, the tasks are assigned
to the processors of theMPSoC system considering the prece-
dence constraints of the tasks.

The approaches discussed so far either aim to minimise
the processing energy or communication energy only. Next,
we briefly survey approaches that minimise both processing
and communication energy.
7.2.3. Total Energy

Gosh et al. (142) presented a unified approach for task
mapping problem on heterogeneousNoC basedMPSoCwith
near optimal solution time and heuristic solution. Mapping
is performed using MILP and tasks are mapped such that
links congestion does not occur and tasks are executed on
optimal voltage/speed levels. Huang et al. (10) used an ex-
tended ILP formulation for optimising both the communi-
cation and processing energy on heterogeneous NoC based

MPSoC architectures. Moreover, task scheduling is accel-
erated using Simulated Annealing with Timing Adjustment
(SA-TA) heuristic algorithm. The SA-TA algorithm basi-
cally optimises the energy consumption by reaching near
to the global optimum under even tight timing constraints.
Abdel-Basset et al. (145) and Deng et al. (146) have pro-
posed a modified the whale optimisation algorithm with two
objectives minimizing the total energy consumption and the
makespan.

In all these approaches it is assumed that only proces-
sors are voltage scalable. Therefore, the DVFS approaches
allocate all the slack to tasks only and the communication
energy is only reduced through task mapping. Andrea et al.
(147) and (148) have shown that if like processors, commu-
nication links are voltage scalable, more energy can be saved
by sharing the available slack between communication and
task.

Andrea et al. (147) and (148) propose an NLP and a
MILP based DVFS algorithms for a tasks set with prece-
dence constraints on heterogeneousMPSoC. Their proposed
approach shares available slack between task and commu-
nication nods such that total energy consumption is mini-
mized. Shin et al. (149) consider a NoC based MPSoC
model with voltage scalable links and assume that proces-
sors operate at fixed frequency and voltage levels. They pro-
pose energy efficient voltage scaling algorithm that aims to
minimize the communication energy by statically assigning
voltages and frequencies to links. Li et al. (150) propose
task mapping, scheduling and DVFS algorithm for a task set
with precedence constraints on homogeneous NoC based-
MPSoC model with voltage scalable links and processors.
They propose a two-step approach. In the first step, they pro-
pose a quadratic programming basedmapping algorithm that
maps tasks to a processor such that total weighted commu-
nication distance is minimized. In the second step, they use
GA to assign voltages and frequencies to tasks and commu-
nications. Tariq et al. (108) investigated the task scheduling
and mapping on NoC based MPSoCs for total energy con-
sumption reduction. They developed a heuristic algorithm
to construct a single unified schedule for a set of tasks and
assigned integer frequencies to both the tasks and commu-
nication using ILP. ILP collectively optimised the voltage
of the processors and NoC links. Ali et al. (11) developed
a contention-aware integrated task mapping and voltage as-
signment (CITM-VA) static energymanagement scheme and
minimised the processing energy consumption while explic-
itly considering the contention at the NoC links.

Here we explain how GALS is better and then discuss
few approaches of GALS. Recently GALS paradigm is in-
troduced to NoC interconnect to group the tiles into islands.
Each island is optimised with its own operating frequency,
threshold voltage, and supply voltage to reduce power over-
head. VFI based multiprocessor architectures are suitable
for data-extensive applications due to their higher energy-
efficiency and performance, and lower complexity. VFI based
NoC-MPSoC curtails the overall computing architecture com-
plexity by decreasing the number of multiple clock first-in-
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first-out (MCFIFO) and voltage level converters (VLCs) (151).
Ninomiya et al. developed a task scheduler for VFI based
NoC-MPSoC architecture using simulated annealing algo-
rithm. They generated task schedule considering the appli-
cation deadline such that the overall energy consumption is
reduced while network traffic and congestion are also de-
creased (152). Han et al. investigated a static mapping and
scheduling scheme on VFI based NoC-MPSoC architecture
for tasks with precedence constraints in order to minimise
the makespan and inter VFI communication for total energy
consumption (89). Tariq et al. developed a scheduling al-
gorithm referred to ARSH-FATI to perform task mapping,
ordering, and voltage assignment in an integrated manner.
The ARSH-FATI static scheduler also considered proces-
sors energy performance profiles and available discrete volt-
age/frequency levels within processors and inter-VFI com-
munications (151). Tariq et al. in another investigation de-
veloped a meta-heuristic that has the capability to switch dy-
namically between exploitation and exploration searchmodes
at run-time for better energy trade-off. They integrated com-
munication contention-aware Earliest EdgeConsistent Dead-
line First (EECDF) scheduling within the meta-heuristic to
achieve higher total energy consumption reduction (153).
7.3. Task level Coarse-grained Software Pipelining

or Re-timing
In this section, we review energy-aware re-timing based

scheduling techniques integrated with DVFS deployingMP-
SoC architectures as listed in Table (10).

Re-timing is extremely effective in optimising energy con-
sumptionwhen integratedwith other system-level approaches
such as DVFS and DPM. It works by re-scheduling a parent
node a few periods before the child node. Consequently, the
parent task executes a few periods ahead of the child node
and the data needed by the child node from the parent node
is stored in a buffer. When the child node executes in the
period it is scheduled to execute it can access the stored data
without having to wait for the parent node to complete in
that period. In short, re-timing transform the dependent task
set into an independent task set. Integrating re-timing with
DVFS, DPM or both can significantly reduce energy con-
sumption because there are no Intra-period data dependen-
cies and the slack that is otherwise wasted due to these de-
pendencies can be utilized for energy optimisation.

Kim et al. (158) proposed a re-timing based energy opti-
misation technique to minimise the energy consumption for
uniprocessor systems. Their approach is designed specifi-
cally for uniprocessor systems and is not applicable to mul-
tiprocessor systems. Shao et al. (156) integrated DVFS tech-
nique and pipelining with loop scheduling approach using an
MPSoC platform in order to optimise the energy consump-
tion. This Loop optimisation is based on instruction-level
pipelining thereby, it is not applicable to periodic depen-
dent task set. Unlike the techniques implemented by (156)
that integrated DVFS with coarse-grained software pipelin-
ing, Wang et al. (128) and (154) propose approaches to
schedule dependent task set on multi-processor systems and

optimise the energy consumption by combining task-level
coarse-grained software pipelining with DVFS. Wang et al.
(128) utilize software pipelining to optimally remove inter-
processor communication overhead. They propose Mixed
Integer Linear Programming-based (MILP) called Joint Com-
putation and Communication Task Scheduling (JCCTS) al-
gorithms to regroup nodes from different periods. The ob-
jective of JCCTS is to optimally remove communication over-
heads such that the latency overhead due to re-timing is min-
imized. They have shown that JCCTS can significantly im-
prove energy consumption when combined with a DVFS.
Liu et al. (155) propose an algorithm called RDAG and
Wang et al. (154) used the same algorithm to transform the
dependent task set into an independent task set. Wang et al.
(154) have proposed an algorithm called GeneS that solves
the problem of task mapping, ordering and voltage assign-
ment in an integrated manner whereas Liu et al. (155) devel-
oped an algorithm known as Springs that reduced the sched-
ule length by assigning higher voltages provided that the re-
timing constraint is smaller than the schedule length and vice
versa. Although RDAG is an effective re-timing timing tech-
nique but it has been shown by Tariq et al. (153) and (157)
that it unnecessarily increases prologue latency or re-timing
delay. The primary objective of these approaches is to min-
imise the prologue latency and neglect memory overhead
caused by re-timing.

Streaming applications executing on MPSoCs may re-
quire large buffers to store intermediate processing results.
As a result these buffer arrays account for a significant por-
tion of application binary footprint (143). The memory con-
sumption further increases due to re-timing because of the
buffers needed to store the data needed across different pe-
riods. Wang et al. (143) proposed a MILP-based algorithm
called Memory-Aware Optimal Task Scheduling (MAOTS)
and a heuristic algorithm called Heuristic Memory-Aware
Task Scheduling (HMATS). The objective of both algorithms
is to regroup tasks and communications such that the inter-
processor communication overhead is reduced and the mem-
ory overhead is minimised. Although both MAOTS and
HMATS try to reduce the memory footprint of re-timing but
they are designed to optimise the schedule makespan rather
than the energy consumption optimisation.

Tariq et al. (153) proposed energy and memory aware
software pipelining approach. Their approach is different
than the existing approaches in that energy is optimised along
with ensuring to satisfy the memory capacity constraints.
They developed a scheduling algorithm calledmemory-aware
re-timing conditional task graph (EMRCTG) that integrated
re-timing with DVFS for CTGs. EMRCTG works in two
phases. First, it transforms intra-period data dependencies
into inter-period dependencies and generates task schedule
using NLP while considering an infinite memory capacity.
Then the authors analyse the memory consumption for the
generated schedule and initiate schedule repair if violation
in the memory capacity constraints occurs. The schedule
repair determines a set of nodes to reduce their re-timing
values such that the memory capacity constraint satisfies.
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Table (10)
Coarse-grained software pipelining integrated with DVFS and/or DPM for energy con-
sumption reduction
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Tariq et al. (157) developed an algorithm called ALI-EBAD
for CTG to schedule tasks on GALS. ALI-EBAD performed
task scheduling and discrete voltage assignment in an in-
tegrated manner to achieve higher energy-efficiency. They
also reduced latency by using a novel re-timing approach re-
ferred to as R-CTG. The R-CTG efficiently minimised the
latency without an increase in energy-efficiency.

7.4. AI based Scheduling
In this section we discuss energy-aware task schedulers

developed using Artificial Intelligence (AI) for multiproces-
sor architectures.

Bhatti et al. energy-aware scheduling is one of the ear-
liest approach that deployed Machine Learning (ML). The
authors designed an energy-aware scheduling ML based al-
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Table (11)
Summary of different energy optimisation approaches/algorithms
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gorithm referred to as Hybrid Power Management (HyPow-
Man) for periodic real-time tasks considering multiproces-
sor platformswith DPM andDVFS capabilities. HyPowman
adopts existing policies for a given set of conditions, and ap-
plies them at run-time on other workloads such that energy
consumption is reduced. The drawback of this approach is
that HYPowMan evaluates the performance of every input
which can lead to a high computational overhead (159).Juan
et al. designed a semi-supervised reinforcement learning

based task scheduler performing dynamic DVFS to reduce
the overall power consumption of the multiprocessor system
and increase its performance (160). Shen et al. presented
a dynamic power management technique (online) based on
model-free constrained reinforcement learning. This learn-
ing algorithm runs without requiring prior information re-
garding the the systemmodel and/or workload while dynam-
ically adapts to the environment for achieving autonomous
dynamic power management. However, this approach does
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not consider the variation of application performances for
example, page loading rate for browsers and frame rate for
video decoders etc. (161). Khan et al. used cooperative
RL for energy-aware online task scheduling and determined
the next task to be executed using observed application be-
havior. This RL based scheduling algorithm learns the best
possible task scheduling strategy such that a better trade-off
between energy and performance is achieved (162). Pham
et al. developed a three staged (scheduling, placement and
post-placement) supervised learning task scheduler. GA and
linear regression are integrated to build a framework for opti-
mising the leakage power. First, a list-scheduling algorithm
with priority function is deployed then a cost function at the
placement stage is used to manage trade-off between leak-
age waste and performance. Finally, at post placement stage
a heuristic is deployed to further improve the leakage power
by closing gaps between reconfiguration and execution of
tasks (163). Dambreville et al.(164) developed an online
task scheduling algorithm for servers that consist of multi-
processors to increase the energy-efficiency of the comput-
ing cloud architecture. The reduction in overall energy con-
sumption of the computing platform is achieved by predict-
ing the workload and the jobs are scheduled on the available
servers deploying Predict Optimise Dispatch (POD) algo-
rithm. Khan and Xia developed energy-efficient task sched-
uler using online reinforcement learning to achieve higher
performance and energy consumption trade-off. The authors
compared their performance in terms of energy with rein-
forcement learning (RL), distributed independent reinforce-
ment learning (DIRL), exponential weight for exploration
and exploitation (Exp3) and cooperative reinforcement learn-
ing (CRL) (165). Makrani et al. developed a proactive on-
line resource provisioning approach in heterogeneous cloud
platforms for IMC workloads. First, time series neural net-
work is used for predicting the next phase of application then
Our artificial neural networks estimates power consumption
and performance of the predicted phase of application on
different server configurations (166). Esmaili and Pedram
developed Deep-EAS scheduler using deep reinforcement
learning that performs energy-aware scheduling for work-
loads having different characteristics without initially requir-
ing to know anything regarding the scheduling task to be ex-
ecuted (167). Yu et al. developed an algorithm referred to
as PowerMeasurement Utility for a Reinforcement Learning
(PMU-RL) for workload scheduling on heterogeneous com-
puting platforms to reduce the overall energy consumption
(168). Qin et al. designed Energy-aware Multi-objective
Reinforcement Learning (EnMORL) scheduling algorithm
to reduce for cloud environment. RL based on the Cheby-
shev scalarisation function is deployed to solve weight se-
lection problem for ensuring the feasibility of the scheduling
solutions. The EnMORL is compared in terms of energy-
efficiency with two multi-objective meta-heuristics consid-
ering four different workflows (169).

8. Challenges and Future Trends
Table (11) presents a summary of energy-efficient task

scheduling approaches/algorithms used onMPSoC. The power
models of the scheduling approaches mostly do not repli-
cate the overall computing system and results are based on
assumptions. Specifically, transition, sleep, and migration
overheads are not considered during energy-efficiency calcu-
lation. Furthermore, the studies on energy-aware task schedul-
ing also ignore energy consumption due to frequency clock
generation and memory. Concisely, the energy-efficiency of
many approaches depends on a number of assumptions and
hardware characteristics.

Most of the approaches in the literature primarily focus
on reducing either communication or processing energy con-
sumption. Some energy management approaches decrease
both the processing and communication energy but do not
provide a contention-aware and energy-efficient scheduling
solution. One key concern is network contention which is
caused by the limited number of resources within the net-
work. This kind of contention occurs when many commu-
nications (associated with different) edges compete for the
network resources. To successfully handle this kind of con-
tention in scheduling a new, more realistic target systemmodel
for contention-aware task scheduling is required. Such a sys-
tem model has been defined in (170).

1. In future as a investigation on scheduling approach
could be performed to minimise both the static and
dynamic energy consumption while considering com-
munications contention at NoC links for heterogeneous
MPSoC system by considering the energy performance
profiles of the processors.

In MPSoCs static power dominates the total power con-
sumption (171). Chen et al. (109) have argued that DPM
and DVFS should be applied collectively rather in phases.
They have proposed an MILP based approach that optimally
integrates DPM and DVFS. Their approach performs signif-
icantly better than the approaches that apply DVF first and
then DPM or DPM first and then DVFS. However their ap-
proach is not scalable.

1. One interesting future could be performing energy-
aware scalable task mapping while integrating DPM
and DVFSwithin the scheduling i.e. performing map-
ping, task ordering, voltage scaling, and static power
management in an integrated way.

2. Another possible future researchwork could be to sup-
port VFI based MPSoC system while meeting certain
constraints. One such constraint is, within one island
cores must share same frequency and the other one is
that cores should enter into sleep-mode and switch to
active-mode at the same time.

Coarse-grained software pipelining also known as Re-
timing is and effective system level energy optimisation tech-
nique when integrated with DVFS. Unfortunately, re-timing
causes increased latency and memory overhead. Previous
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investigations (156; 143; 128; 154; 155) mainly focused on
minimising the extra prologue delay but neglected thememory-
overhead. Memory-overhead introduced due to re-timing is
a considerable issue because in the worst case it may intro-
duce violations of the memory capacity bounds.

1. Another problem that researcher in the future can cope
with is to integrate DVFS and DPMwith the re-timing
techniquewhile aiming to decrease thememory-overhead
along with energy consumption reduction for depen-
dent tasks with precedence and deadline constraints.
Re-timing can be used to schedule tasks with prece-
dence and deadline constraints on VFI based NoC-
MPSoCs consideringmemory capacity constraints while
reducing the total energy consumption and re-timing
latency.

The evolutionary algorithms belong to stochastic gener-
ate and test algorithms that are based on (1) exploration of
the search space and (2) exploitation of the promising in-
formation already found. Nevertheless, the search-based al-
gorithms discussed in the literature fail to efficiently exploit
the available chunk of information i.e. schemata. Moreover,
exploration and exploitation are the two opposing forces, a
well-found balance between exploration and exploitation de-
termines the success of a search based algorithm.

1. There is an urgency of novel population-based algo-
rithms for offline task scheduling on MPSoCs that can
dynamically switch between explorative and exploita-
tive search modes at run-time for performance trade-
off.

Though, research (94) exploited the variations in work-
load by adjusting the speed dynamically for multiprocessor
systems. However, this study controlled inter-VFI queue oc-
cupancy and not reducing the energy consumption of the full
VFI based computing system. Similarly, the research work
(172) developed a feedback control system for online fine
grain voltage control in VFI based MPSoC systems.

1. These studies modelled the workloads via linear state-
space models but do not include timing constraints in
the problem formulation. It would be an interesting
solution to analyse full VFI based MPSoC system en-
ergy performancewhile considering timing constraints.

Nevertheless, the study in (173) demonstrated that rein-
forcement learning based framework efficiently works with
DVFS and different scheduling policies for a single proces-
sor per VFI MPSoCs. The framework performed voltage
and frequency scaling decisions adaptable to processor con-
figurations and task characteristics. However, in the future
thermal-aware (as the technology parameters are shrinking
from 90 nm to 7 nm) task scheduling on MPSoCs using
DVFS would be the center of attraction for the researchers.
Using this framework a thermal-aware task scheduling can
be performed on MPSoCs.

1. One of the future work could be extending this exist-
ing framework by including a learning-based load bal-
ancing mechanism to manage tasks execution among
the processors based on processor temperature, task
characteristics, and processor architecture.

2. More parameters could be included into the frame-
work to capture task characteristics precisely, while
the task model could be extended to include various
other types of tasks e.g. dependent tasks (DAGs, CTGs)
and sporadic tasks.

3. Similarly an interesting future problem could be inves-
tigated using tensor train networks and tensor decom-
position for improving the training efficiency double
deep Q-learning model presented in (174) for energy-
efficient edge scheduling.

Task scheduling optimisationminimises service response
time, cost and significantly improves QoS but it is a non-
linear NP-hard problem in dynamic cloud environment. Main
aim of dynamic scheduling focuses on adapting inherent un-
certainty and coping with conflicting objectives, for example
reducing task transfer times, task queue lengths, task execu-
tion costs, response times and power consumption.

1. Evolutionary algorithms can be integrated with dy-
namic task schedulers in cloud environment to min-
imise search space complexity and guarantee accept-
able/minimal run-time for the dynamic scheduling al-
gorithms.

2. Existing task scheduling techniques in cloud comput-
ing fail to achieve an acceptable trade-off between en-
ergy consumption and application performance. Thus,
there is a need of a scheduler to attain an optimised
performance and energy-efficiency.

3. One of the future work could be designing an adaptive
energyminimisation algorithm/scheduler formultipro-
cessor systems to efficiently adjust the performance
and workload variations across the applications and
within the application.

9. Conclusion
In this paper, we thoroughly examined Internet-of-Things

(IoT), Wireless Sensor Network (WSN), and a structure of a
Sensor Node (SN). We critically analysed the use of Multi-
processor System-on-Chip (MPSoC) platform in consumer
electronics such as smart-phone plus IoT based computation-
ally extensive applications and discussed MPSoC superior-
ity over single-core processors in terms of energy conserva-
tion, performance, and size. Furthermore, we investigated
MPSoCs considering important characteristics, such as en-
ergy savings capability, scalability, architecture, and com-
munication techniques. In addition, we explored in-depth
software level energy optimisation techniques i.e DVFS,DPM,
and re-timing. We examined energy-aware scheduling ap-
proaches and/or algorithms used in embedded system and
SN level, particularly targeting MPSoC architectures. We
identified challenges to existing energy-aware approaches,
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algorithms and provided insightful suggestions for future re-
search directions in energy-efficient task scheduling andmap-
ping on MPSoCs systems. We identified technological op-
portunities which provided intuitive direction for further re-
search, including, (1) inefficiency to address the problem of
communication contention at the NoC links for heteroge-
neous MPSoC systems, (2) inadequacy to establish an opti-
mal balance betweenDPMandDVFS for scalable task schedul-
ing, (3) insufficient scheduling approaches to focus on re-
ducing memory overhead and prologue in the re-timing in-
tegrated with DVFS and/or DPM technique (4) ineffective
search based algorithms that can dynamically switch between
explorative and exploitative modes at run time, (5) incapable
energy-aware approaches to consider the power model of the
entire computing system including memory, (6) deficiency
to schedule task on processors while considering processor
temperature and task constraints, etc.
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