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Multilingual Handwritten Numeral Recognition
Using a Robust Deep Network Joint with Transfer
Learning
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Abstract Numeral recognition plays a crucial role in creating automated sys-
tems such as posting address sorting and license plate recognition. Nowadays,
numeral recognition systems which have the capability of recognizing multi-
ple languages are highly beneficial due to growing international correspon-
dence and transactions, especially in multilingual countries where several lan-
guages are used simultaneously. Therefore, handwritten numeral recognition
is more challenging than printed numeral recognition due to having different
and complex handwriting styles. Hence, developing a multilingual handwritten
system is considered as an important and debatable issue. We address this is-
sue by proposing a language-independent model based on a robust CNN. Our
proposed model is composed of language recognition and digit recognition,
which aims to handle the recognition of multi-script images. We used transfer-
learning in the proposed system to enhance the image quality and consequently
the recognition performance. Extensive experiments were conducted to verify
the effectiveness of both language and digit recognition procedures. The pro-
posed system was tested with six different languages. The results showed an
average accuracy of up to 99.8% for recognizing various languages and the
associated digits. The robustness and design procedure of the proposed model
created a cost-effective extension for recognition of handwritten numerals in
other languages.
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1 Introduction

Recognition of handwritten numerals (digits) has attracted a lot of interest
within the communities of computer vision and image processing. The main
reason can be attributed to the key role of this program in various applica-
tions including automated sorting of postal mails, automated processing of
bank cheques, automatic car plate recognition, digitisation of old historical
handwritten documents, etc. [1–3]. This research topic lies under a broader
field of handwritten character recognition. Both handwritten digit and char-
acter recognition suffer from the problems of diverse writing styles, strokes,
and etc., compared to printed numeral or character recognition. A handwritten
recognition system seeks to convert handwritten characters into machine read-
able formats. The importance of obtaining accurate digit recognition for using
in sensitive areas such as bio-metric authentication and financial systems, mo-
tivates researchers to design more efficient handwritten numeral recognition
systems. Most of the previous research has been carried out on English scripts
because it is used as an international communication platform. However, it is
also necessary to establish robust and accurate recognition systems for scripts
of other languages, considering the current advances in digital age.

In the current decade, various machine learning techniques are used for
handwritten numeral recognition, including Random Forests (RF), k Nearest
Neighbor (kNN), Decision Tree (DT), Hidden Markov Model (HMM), local
similarity and diversity preserving discriminant projection (LSDDP), fuzzy
algorithms, etc. [1,3–6]. Some researchers have integrated these machine learn-
ing techniques with image processing methods to increase recognition accuracy
and the system performance. The existing studies have used different features
such as Gabor filters, Histogram of oriented Gradient (HOG), Discrete co-
sine transform (DCT), Wavelet, to name a few, with different classifiers. The
emergence of deep learning has led to higher expectations for improving the
performance of handwritten recognition systems. Deep learning has shown
promising breakthrough in numerous machine learning applications. Hence,
several works have focused on developing related techniques for the purpose
of handwritten character recognition [7]. This paradigm shift, which has also
been expanded for handwritten numeral recognition, is indebted to the adap-
tion of cluster computing and GPUs and better performance by deep learning
architectures. Various forms of deep neural networks have been introduced
in the recent years, some of which are Recurrent Neural Networks (RNN),
Convolutional Neural Network, Long Short-Term Memory (LSTM) networks,
etc.

Despite rich literature on handwritten digit recognition of single-script (one
language), few studies have worked on multi-script handwritten numeral recog-
nition [8]. This problem has been addressed by previous related research by
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considering two main strategies. One strategy is to consider each language
separately and then to apply the recognition of a every single language inde-
pendently. In a work by Pal et al. [9], a modified quadratic classifier-based
architecture was proposed for off-line recognition of handwritten digits of six
popular Indian scripts. The other interesting strategy is to assemble and feed
all script into a single model for recognition. This way, the number of classes to
be recognised is multiplied by the number of languages used. Most of studies
in this category attempt to find a solution by fusing classes of similar shape
to decrease the the number of classes and consequently improving the perfor-
mance [10]. In other words, those numerals posing relatively similar shapes
are merged into one class. However, when the number of classes grows over
ten, the techniques which are based on this approach would suffer from some
limitations and low performance issue.

In this study, three major contributions are developed and presented: 1)
we proposed a novel cascade multilingual approach that eliminated the ex-
isting drawback of low performance when number of classes were increased.
As a solution, a language recognition module were first applied to the input
handwritten images, and then the appropriate model is automatically selected
for classification of the associated digits, 2) we proposed a novel robust CNN
model with a special recognition rate, both for the recognition of languages
and digits of input images. The proposed model can recognise handwritten
digits in several languages, 3) we used transfer learning, equipped with an au-
toencoder, to improve the quality of low-resolution images prior to feeding the
recognition stage, 4) the proposed model was assessed through six handwrit-
ten databases with different languages, i.e., English, Kannada, Urdu, Persian,
Arabic, and Chinese, with significant diversity in writing styles, and 5) despite
the multilingual support in the proposed model, it achieved higher accuracy
than single language models, which showed the superior performance of the
proposed method.

The rest of the paper follows this order review of related works is presented
in Section 2. The proposed model is described in Section 3. Performance eval-
uation and experimental results are given in Section 4, followed by concluding
remarks in Section 5.

2 Related Work

In this section, an overview of the related works is provided for handwritten
numeral recognition. This includes methods based on handcrafted features,
traditional classifiers, deep neural networks, sparse representation, transfer
learning, and their combinations.

2.1 Classic approaches

One of the traditional classification methods used for handwritten digit recog-
nition is support vector machine. In [11], vertical and horizontal edges, and
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directions of numerals were extracted from the input images. These were then
combined with the Freeman chain code to form a great feature set to feed to
the SVM for classification. This feature extraction regime avoids the need for
normalisation of digits which ultimately improves the recognition performance.

In [12], handwritten character recognition was proposed for alphabets and
digits of Persian and Arabic languages. The authors used fractal codes while
taking advantage of the similarities between the characters. A multilayer per-
ceptron (MLP) was designed as a classifier for this purpose in which the clas-
sification rate of 91.37% was achieved for digits recognition.

One of the pioneering works in handwritten numeral recognition was con-
ducted in [13] based on a fuzzy model. The authors derived some fuzzy sets
from features consisting of normalised distances obtained by using the Box ap-
proach. The recognition rates of 95% and 98.4% have been reported for Hindi
and English numerals respectively.

In [14], a handwritten numeral recognition was proposed, using a hybrid
feature set, and followed by a comparative analysis. In this research, the fea-
ture set was composed of multiple feature extraction approaches such as Box
Method, Mean, Standard Deviation and Centre of Gravity. The classification
was performed using a shallow neural network with the CHARS74 handwritten
numerals database.

In a research based on shape analysis, Dash et al. [15] exploited the human
perception for handwritten numeral recognition. They proposed a shape de-
composition approach which breaks the digits into several parts depending on
their shapes. Then, the classification is performed on the extracted parts in-
stead. This method has been evaluated on four scripts, namely Odiya, Bangla,
Arabic, and English individually.

2.2 Deep learning approaches

Within the last decade, deep learning has been dominantly used for various
pattern classification applications, particularly in handwritten digit recogni-
tion [16,17]. In one of the primary related works [16], a neural network with
two successive feature extraction stages was implemented and tested with the
MNIST benchmark database. The results were promising and demonstrated
the effectiveness of using deep networks in this context.

In [18], a novel multi-scale CNN was proposed for extracting spatial clas-
sification features for handwritten mathematical expression including digits.
The classification performance was improved in this work by training the CNN
with a combination of global max pooling and global attentive pooling.

Shopon et al. [17] used a deep convolutional neural network for classifica-
tion of handwritten numerals of English and Bangla scripts. They improved
the recognition accuracy by applying a data augmentation stage to produce
blocky effects on the training images. Although two languages were considered
for this research, their method should be applied to these languages, separately.
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In [19], a neural network architecture was proposed for the numeral recogni-
tion of Gujrati scripts. Their method was based on a multi-layers feed-forward
neural network for handwritten digits classification. The authors applied thin-
ning and skew-correction in the pre-processing stage to improve the perfor-
mance. The resulting average recognition rate was 82% which was not very
high.

A customised CNN with minimum number of layers was proposed in [20] for
the classification of Chinese handwritten numbers. Competitive performance
compared to deeper networks with larger sizes and number of parameters (e.g.,
GoogLeNet and MobileNetV2).

2.3 Transfer learning approaches

Transfer learning is known as a machine learning approach that develops an ex-
isting model to work for a new task. It has shown extensive utilisation in many
applications such as action recognition [21], prediction of image memorabil-
ity [22], as well as handwritten digit recognition. The researchers mainly used
transfer learning to mitigate the limitation of access to large-scale databases.
In [23], a transfer learning approach was adopted for handwritten digit recog-
nition based on both the multi-layer perceptron and convolutional neural net-
work models to share the feature extraction process among five handwritten
numerical datasets, namely, Tibetan, Arabic, Bangla, Devanagari, and Tel-
ugu. The authors found that transfer learning could significantly reduce the
training time of the deep learning models, and slightly reduced the recognition
accuracy.

An analysis of historical handwritten documents using transfer learning
was addressed in [24]. Transfer learning was used to recognise features from
heterogeneous datasets with available ground-truth and to share common
properties with a new dataset with no ground-truth. This is done to skip the
time consuming task of manual ground-truth creation. This study indicated
that the transfer learning can be used for the task of transcribing handwritten
titles of plays of the Italian Comedy, when trained on combinations of various
datasets such as RIMES, Georges Washington, and Los Esposalles.

In a very recent study, ResNet50 architecture was used to train an ultra-
deep neural networks for implementing multi-class image classification [25].
The method is based on transfer learning and uses various numbers of hidden
layers to classify handwritten digits. In this method, the recognition accura-
cies at different classes are determined by epochs. In this study, the highest
recognition rate obtained with MNIST database was reported to be 99%.

2.4 Sparse learning approaches

There exists another category of learning-based methods, called dictionary
learning, which initially was introduced for sparse data representation. These
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methods have been rapidly utilised in pattern classification and categorization
too [26]. In this regard, a dictionary learning method was proposed in [27] for
recognition of Chinese handwritten numbers. The authors classified 15 Chinese
numbers by introducing a novel dictionary learning method with improved
discriminability.

To provide a high-level feature representation in a transform domain, an
unspuervised feature learning procedure was proposed in [28]. Also, principle
component analysis (PCA) was used as a post-processing scheme to transform
the overcomplete dictionary obtained from unsupervised feature learning. The
aim of this work was to reduce the number of bases in the unsupervised dic-
tionary learning for real-time applications.

A dictionary learning approach was proposed in [29] for image classifica-
tion, based on the Fisher discrimination criterion. The learned dictionaries are
structured with columns categorized with the subject class labels. The best
recognition error rate, reported in this work with USPS English handwritten
database, was considered as 2.89%.

In [30], a novel sparse non-negative approximation approach was proposed
for classifying face and handwritten images. The authors proposed a convex
sparse coding problem which was then used with overcomplete discrete cosine
transform (DCT) dictionaries to classify handwritten images. A classification
accuracy of 94.52% with MNIST database was reported.

2.5 Combined approaches

With the help of genetic algorithm (GA), Yan et al. [31] presented an optimised
neural network model for handwritten numeral recognition. They utilised GA
to optimise and design the structure, weights, thresholds, the training ratio
and momentum factor of neural network.

Chen et al. [32], proposed an adaptive fractional-order back-propagation
(BP) neural network for handwritten digits recognition. Their proposed system
was the combination of a competitive evolutionary algorithm called population
extremal optimization and a fractional-order gradient descent learning mech-
anism. This algorithm was tested on MNIST English database where superior
performance was achieved.

In a recent paper [33], combination of deep learning and dictionary learning
was performed on English handwritten digits. The authors achieved accuracy
of more than 99% with a multi-layered framework. Their proposed method
works based on K-SVD (K-singular value decomposition) [34] but under a
multi-layer CNN model.

Pramanik et al. [35], proposed a system for handwritten digit recognition
of four Indic scripts including Devanagari, Bangla, Odiya and Telugu. Their
method was based on CNN with pre-trained networks. The experiments in
their research were conducted separately with each language. In order to min-
imise the misclassification which may occur due to similarity in shape, two
languages i.e. Bangla and Odia were mixed and treated as one language with
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more number of classes. Moreover, the fusion of similar shaped numerals was
carried out which led to a classification problem with 19 classes in total.

A multi-script recognition method was proposed in [36] for classification
of postal codes. The authors attempted to combine features of numerals from
four scripts with similar shapes. They considered Latin (English), Devanagari,
Bangla, and Arabic (Urdu), leading to 25 classes in total. An image partition-
ing based on quad-tree was implemented for feature extraction. Then, they
feed the extracted features to a SVM classifier for recognition of 25 handwrit-
ten numerals.

In a recent paper, Gupta and Bag [8] proposed a script independent method
for recognition of handwritten numerals. They tested their method with databases
of several Indic and non-Indic scripts. Their method was a class-based CNN
model which avoided fusion of similar shaped classes to improve the perfor-
mance.

A quantitative analysis of Deep CNNs for multilingual handwritten digit
recognition was recently reported in [37]. In this work, the performance of ten
state-of-the-art deep CNN methods mainly focused on common languages in
the Indian sub-continent were analysed. The authors concluded that Inception-
v4 method was superior considering the accuracy and computation time.

Recently, the largest multi-language handwritten digit database, named
MNIST-MIX, was introduced [38]. MNIST-MIX can be seen as an extended
version of English MNIST digit database comprised of multiple languages like
Arabic, Bangla, Devanagari, English, Persian, Kannada, Swedish, Telugu, Ti-
betan, and Urdu, adopted from different sources Various data processing tech-
niques were been applied during combination of these languages to make all
data samples consistent. In this research, The results of applying a pre-trained
LeNet model showed an average recognition accuracy of around 90%.

3 Proposed Approach

In this section, we describe different stages of the proposed approach to
process the input handwritten images. The core of this model is a deep con-
volution neural network which classifies the input handwriting images. Due to
the multilingual nature of the problem, the model should be able to capture
diverse range of characteristics existing in every single language. In order to be
more precise, we first build a preliminary model to work with three languages
with diverse structures, namely Chinese, Arabic, and English. After tuning
the model and ensuring high performance, we extend the model to operate
with three more languages, i.e. Kannada, Persian, and Urdu. Such a design
procedure, which is supported by our extensive experiments, ensures smooth
development of the model for numeral recognition in any other language. Fig-
ure 1 depicts various stages and the full procedure of the proposed model.
As seen in this figure, the proposed system is composed of two main stages,
i.e. language recognition (LR) and digit recognition (DR). Our purpose is to
design a system which is compatible with input images at various sizes and
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Fig. 1: Block diagram of the proposed model. Recognition of Arabic digit ‘8’
image is demonstrated as an example.

with different languages. Based on our exploration and observations within
numerous existing databases, we found that a moderate size of 58 × 58 was
suitable for input images. Hence, depending on the original size of the image,
our proposed system performs a resizing operation (if needed), as seen in Fig-
ure 1. Simply upsampling the images with sizes smaller than 58×58 may lead
to image quality degradation and thus reducing the recognition accuracy. In
order to avoid this drawback, we enhance the quality of this image category
by using a transfer learning procedure to avoid the image quality reduction.
These steps will be explained in the following section in more details.

As mentioned earlier, the proposed system identifies the language associ-
ated with the input handwritten image, prior to recognising the actual digits.
Afterward, the appropriate model is selected according to the identified lan-
guage. Finally, deep learning is applied to the input image to recognise its
corresponding class. The structure of this module is based on a convolutional
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neural network which has shown to be very effective for various image classi-
fication tasks.

In the remaining part of this section, we introduce the handwritten numeral
databases that are used in this research. Then, different steps of both LR and
DR blocks are explained in more details. Finally, the structure of the proposed
deep neural network model, as well as the transfer learning technique, will be
explained.

3.1 Databases

In this research, databases related to six different languages are considered
to address the multi-linguistic feature of our proposed model. We considered
well-established English (USPS [39]) and Arabic digits databases (MADBase
[40]) to assess our method. The USPS database includes 7291 training samples
and 2007 test samples of digits 0-9 in the form of grayscale images. Likewise,
the MADBase includes 60,000 training samples and 10,000 test samples of dig-

(a) English (b) Arabic (c) Chinese

Fig. 2: Sample images from three different handwritten digits databases with
their equivalent English digits.

(a) Persian (b) Kannada (c) Urdu

Fig. 3: Sample images from three different handwritten digits MNIST-MIX
databases with their equivalent English values.
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its 0-9. Sample images of these two databases are shown in Figures 2a and 2b.
Furthermore, a publicly available database [27] are used that contains 15,000
Chinese handwritten numbers from 100 Chinese nationals. This database was
collected by researchers at Newcastle University, United Kingdom, some sam-
ple images of which are represented in Figure 2c.

Other three databases used in this study are in Kannada, Persian, and
Urdu languages (Figure 3). These databases belong to a recent collection
of databases called MNIST-MIX [38]. The size of the images in these three
databases is 28×28. The Persian database [41] is extracted from about 12,000
registration forms of two types, filled by undergraduate and senior high school
students and consists of 60,000 training samples and 10,000 testing sam-
ples(Figure 3a). Kannada database [42] consists of 60,000 training samples
and 10,000 testing samples, with the same data format with MNIST (Figure
3b). Urdu database [43] is collected from more than 900 individuals (Figure
3c). In addition to the above-mentioned databases, we used another Arabic
database called HAND2020 [44]. This database has 72,000 images and is pub-
licly available. Furthermore, we created a database of synthetic digits in En-
glish, Arabic, and Persian to evaluate the performance of the proposed transfer
learning stage. We used the pillow library in Python to create this database.
The images created in this database have a single grayscale channel all with
size 58 × 58. This database includes 10,000 samples of synthetic digits 0-9 in
form of grayscale images with 250 different font types.

3.2 Language Recognition

The first major step in our work is to build a language recognition model.
Using this model, we will be able to feed each image to an appropriate digit
recognition model according to the identified language. Previous studies showed
that direct feeding of a multi-language script to a digit recognition model did
not provide satisfactory results and decreased the classification accuracy. One
of the main reasons for such malfunctioning can be attributed to the dramatic
increase in the number of classes that are supposed to be recognised. As a so-
lution, we propose using a language recognition model which seems necessary
for categorising the images of different languages before using the main digit
recognition process. Consequently, appropriate digit recognition parameters
will be selected for the input images based on the identified language. Another
great advantage of utilising the language recognition module in a multilin-
gual system is that it adds the scalability and extra robustness to the system.
Without the language recognition stage, whenever a new script (with differ-
ent languages) is used, the entire digits recognition model needs to be trained
from the beginning. However, by using the language recognition model, only
part of the model, related to that specific language, needs to be retrained. In
other words, the proposed handwritten recognition system can be expanded
to function with more languages without the need for restructuring the entire
system.
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As mentioned at the beginning of this section, the size of images feeding
into the language recognition model should be the same across all different
languages. This requires up/down sampling of input images depending on
the original image sizes. We have empirically chosen this universal size to be
58 × 58. In order to avoid quality degradation while upsampling the images,
we propose using the transfer learning technique, where an autoencoder whose
neurons’ weights were pre-calculated, are used. Further details about this tech-
nique, as well as the structure of the autoencoder, are given in subsection 3.5.

Convolutional neural network (CNN) is a kind of neural network that is
built from multiple layers, especially used for image recognition, image classi-
fication, and image analysis. There is the same set of operations in all CNN
architectures, giving the input image to a convolutional layer and followed by
a max-pooling layer to select the maximum element from the region of the fea-
ture. Besides, fully connected layers, activation functions, and softmax layer
are involved in the basic model of CNN. Due to the similar structure of the
input images of both language recognition and digit recognition, we used the
same model for these stages with minor differences in some layers. Further
details on the proposed CNN technique are given in subsection 3.4.

3.3 Digit Recognition

After recognizing the language of the input image, the second major step
is digit recognition. Here, we explain our proposed recognition model which
is based on a convolutional neural network. As seen from Figure 1, once the
language associated with the input image is recognised, our system should
decide on two important settings; pre-processing and selection of digit recog-
nition model. In other words, the output of LR stage determines the required
parameters and models for the next stage. In order to develop a successful
deep learning system, one needs to prepare the input data for the network
by using appropriate pre-processing operations (Figure 1). In DR stage, each
image is taken from the database and is fed to one of the digit recognition
models depending on the associated language. Our digit recognition model
should be able to recognise digits within images of all databases with dif-
ferent sizes. The images from Arabic, Persian, Urdu, Kannada, and Chinese
databases had all the same fixed sizes. The size of all images in Arabic, Persian,
Urdu, and Kannada databases are 28×28, and that size is 64×64 for Chinese
database. However, in the English database, the images had variable sizes, so
we changed the size of all images to 192 × 96, it should be mentioned that 96
and 192 were considered as the maximum widths and lengths in the total im-
ages in this database respectively. Whenever an upsampling is required within
the pre-processing of input images, we follow the same procedure explained
above using transfer learning in order to maintain the image quality.

The structure of the proposed model is similar across all languages for digits
recognition. However, the final model is trained separately with each language
depending on the output of LR module. Moreover, all the network’ layers of
the CNN model for DR are the same across various languages except for the
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input layer which needs to be chosen differently depending on the language
detected in the previous step. The output layer of the model associated to
Chinese language should have 15 output neurons as of the number of classes.
The advantage of having a LR module is that while input images can be in
any of the six languages, the digit recognition model is automatically selected
despite various image sizes, and character shapes of these languages which
are relatively different from each other. If no language recognition system is
in place, the final model would have to be obtained through training with
all databases. This is not an efficient approach and causes problems such as
complication in parameters tuning, increasing the number of classes to 64,
and consequently reducing the performance and recognition accuracy. The
advantage of utilizing a language recognition module in the proposed method
is to first, identify the language of the input image, which is then forwarded
to the corresponding trained digits recognition model of the same language.

Although there exists pre-trained models such as LeNet that could be used
for digit recognition, we opt to design a new model for this purpose. Based
on our observations, pre-trained networks perform inadequately, particularly
when multi-language scripts are the focus of interest. We aim for a model to
run on all languages with high accuracy. In the following, we explain different
steps of the digit recognition module.

3.4 CNN Architecture

The proposed CNN architecture consists of three different types of layers;
convection layers, pooling layers, and fully connected layers (also called dense
layers). We will describe these layers in more detail as follows:

Layer-1 is a convolutional layer with ReLU activation function. The input
of this layer varies depending on the size of input images. For LR stage where
the images have the size of N ×N = 58 × 58, this layer is fixed. However, for
DR stage the size of this layer is selected according to the detected language
in LR stage. This is done in model selection blockset shown in Figure 1. For
instance, in the model associated to Arabic database which has images with
size of N×N = 28×28, this layer uses 64 filters with size of F×F = 3×3. In this
layer, padding is P = 0, and stride is S = 1. The output of this convolutional
layer has dimensions of 26 × 26 × 64, which represents 64 matrices with 26
rows and 26 columns. Afterward, the ReLU activator function applies to each
of these 64 output matrices.

Layer-2 is a max-pooling layer that receives the output of the previous
layer of size of 26×26×64 as input. The pooling size is 2×2, padding is P = 0,
and stride is S = 2. The output size of the max-pooling layer is 13 × 13 × 64.

Layers 3 and 5, similar to the first layer, are convolutional layers that
use the ReLU activation function. These two layers, like the first convolutional
layer, use 64 filters with size 3×3, stride 1, and padding 0. Layers 4 and 6, like
the second layer, are the subsampling layers, which precisely like the second
layer, the pooling size is 2 × 2, stride 2, and padding 0.
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Fig. 4: Proposed CNN architecture for digit recognition.

Flatten layer: After 3 layers of convolutional and 3 layers of subsampling,
the extracted properties are given as input to fully connected layers. Actually,
fully connected layers perform classification based on the features extracted
by the previous layers. However, a “Flatten” layer is required between the
convolutional layer and the fully connected layer to convert matrix features
into vectors that can be fed into a fully connected neural network classifier.

After flattening the features, they are given to two fully connected layers
that have 256 and 128 neurons respectively along with a Sigmoid activation
function. Then, a dropout that deactivates 0.25% of neurons is used to pre-
vent overfitting. Due to the use of dense and convolutional layers of Keras
themselves, many parameters plus weights are automatically tuned.

The last layer of the proposed model is called the classifier layer. It is
responsible for classifying the input image into one of the existing classes. For
all the languages except Chinese, the classifier layer has 10 neurons, while
for the Chinese language, it has 15 neurons. Figure 4 illustrates the overall
architecture of the proposed model for the Arabic database as an example.

3.5 Transfer learning

As mentioned at the beginning of this section, the size of the images in the
Arabic and MNIST-MIX databases was smaller than that of the Chinese and
English databases. The small size of the input images is an important limiting
factor in extending the number of layers in the network and hence developing
a deeper structure with higher discrimination power. As shown in Figure 4,
after using three layers of convolution and three layers of max-pooling, only
one feature remained that led to further elaboration and forced us to increase
the number of convolution layers. On the other hand, we aimed to design a
multilingual system capable of recognising digits of handwritten images at dif-
ferent sizes. If the image size can be enlarged, it may be easier to recognise the
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Fig. 5: Proposed autoencoder architecture.

digit inside the image. However, as the size of the images increases, their qual-
ity decreases. This is a major challenge in designing an efficient multilingual
recognition system. In order to overcome this problem, we propose to use an
autoencoder to increase the quality of images of databases where the quality
of handwritten images is low.

Transfer learning is improving learning in a new task through transfer-
ring knowledge from a related task that has already been learned. It aims to
improve learning in the target task by leveraging knowledge from the source
task. It is a popular approach in deep learning where pre-trained models are
used as the starting point on a new learning and classification task. The main
advantage of transfer learning is that the learning process can be much faster,
is more accurate and requires less training data.

We used deep autoencoder layers within the transfer learning model, the
details of which are explained here. We used the images of the English database
(USPS) for training the autoencoder. Due to the large size of the images in
the English database, we can easily shrink the images using down-sampling.
These images are considered as our original data. Lower resolution images are
created out of this images with the fraction of 0.4 with respect to the original
images. Lower resolution images are fed as input to the autoencoder. The
autoencoder tries to increase the resolution of the images in each iteration of
the training to reach the original resolution. As shown in Figure 5, the encoder
side of the autoencoder includes two layers of convolution with 256 and 128
filters and 3 × 3 filter size, along with a max-pooling layer. At the decoder
side, two convolution layers with 128 and 256 filters have been used. Further,
there is an upsampling layer at the end of the autoencoder layers. Using this
technique can increase the accuracy and the performance of the algorithm.
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4 Experimental Results

In order to validate the effectiveness of the proposed system, we conducted
extensive experiments. All six handwritten databases, introduced in section
3.1, were used in our experiments. For parameters tuning, we used the Chinese
database with 15,000 samples, the Arabic database with 70,000 samples, and
the English database with more than 9,000 samples. We have used Google
Colab to implement and evaluate the proposed method. Google Colab is a
free and powerful collaborative tool to run machine learning models. It has
powerful hardware options such as GPU and TPU. We used Python version
3.7 to implement the proposed method. Next, the details of the parameters
tuning are presented. Finally, the obtained results of each module along with
performance metrics of the entire system are presented.

4.1 Parameters tuning

In order to achieve a model with optimal performance, the parameters like the
numbers of convolution layers, convolution layer filters, dense layer neurons,
and optimiser type need to be identified and tuned.

Number of convolution layers: It is important to find the number
of convolution layers that lead to the highest accuracy across all databases
with various languages. At the starting point, we used the Arabic database
to evaluate the models and to check what parameters can provide highest
recognition performance. This database has the smallest image sizes among
all databases used in this study. Therefore, it is rational to claim that if a
model can properly run on this database, it can be successfully applied to
the other databases, too. Also, the model can be trained more quickly due
to the smaller size of the Arabic database images. Moreover, A max-pooling
layer is necessary after each convolutional layer of databases with large image
sizes such as Chinese and English databases. The main reason is to reduce the
computational complexity. As mentioned in section 3 and seen in Figure 4,
only one feature is left to be added in the the convolutional layer again for the
Arabic database, after using three convolutional layers and three max-pooling
layers. Therefore, the maximum number of convolutional layers is selected as
3, followed by a max-pooling layer after each one.

Number of convolution layer filters and dense layer neurons: In
order to find the appropriate number of filters, we have tested different values
of the number of filters and neurons for each layer. A series of experiments were
conducted with Arabic, Chinese and English databases under various condi-
tions. Table 1 shows the accuracies for different values of the numbers of the
convolutional layer filters and dense layer neurons with the Arabic database.
The number of test data considered in this database is 10,000, and the number
of training data is 60,000. Out of 60,000 training data, we considered 20% of
the samples for validation. We also set the batch size to be 16 and the num-
ber of epochs to be 10. Then, six best models from Table 1 are considered
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Table 1: The accuracy of different models on Arabic database.

#of Conv.
layer filters

#of first dense
layer neurons

#of second dense
layer neurons

Test
accuracy

32

64 64 98.72%
128 64 98.72%
128 128 98.7%
256 128 98.62%
256 256 98.72%

64

64 64 98.87%
128 64 98.69%
128 128 98.8%
256 128 98.97%
256 256 98.61%

128

64 64 98.86%
128 64 98.7%
128 128 98.9%
256 128 98.8%
256 256 98.88%

256

64 64 98.82%
128 64 98.94%
128 128 98.92%
256 128 98.92%
256 256 98.82%

Table 2: The accuracy of models on Chinese database.

#of Conv.
layer filters

#of first dense
layer neurons

#of second dense
layer neurons

Accuracy

64 256 128 99.26%
128 128 128 99.22%
128 256 256 99.33%
256 128 64 99.01%
256 128 128 99.01%
256 256 128 99.09%

for training using the Chinese and English database. These results are given
in Tables 2 and 3. For convolution layers, we evaluated the performance for
different values between 256 to 32 to determine the number of filters. Also,
we examined several values between 256 to 64 to determine the number of
neurons in dense layers.

To obtain the final model, we have conducted another experiment. We
tested all six models on three Arabic, Chinese and English databases. Then,
the results were averaged and analysed. Table 4 shows the average accuracy of
each model on three databases. The results in this table indicate comparable
performances in each model. Moreover, as seen from Table 4, the first model
achieved the highest average accuracy (98.52%), and can be considered as a
candidate for the final model. Also, in Table 4, the variations among accuracies
of different models are very small which confirm the robustness of our model
against changes of the order of the databases in the parameter tuning module.
Finally, the average accuracy of the final model on Arabic, Chinese and English
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Table 3: The accuracy of models on English database.

#of Conv.
layer filters

#of first dense
layer neurons

#of second dense
layer neurons

Accuracy

64 256 128 97.33%
128 128 128 97.42%
128 256 256 96.8%
256 128 64 96.73%
256 128 128 96.93%
256 256 128 97.13%

Table 4: The average accuracy of all six models on three databases.

#of Conv.
layer filters

#of first dense
layer neurons

#of second dense
layer neurons

Avg.
Accuracy

64 256 128 98.52%
128 128 128 98.51%
128 256 256 98.33%
256 128 64 98.22%
256 128 128 98.28%
256 256 128 98.38%

Table 5: The accuracy of the final model on different databases.

Arabic Chinese English
Accuracy 98.97% 99.26% 97.33%

Table 6: The accuracy of the final model by different optimisers on Arabic
language.

Optimiser Accuracy
Adam 98.97%

Adamax 98.84%
RMSprop 98.4%

SGD 98.65%

databases is shown in Table 5. Inspection of the results in these tables (1-5)
revealed that the model with 64 convolutional layer filters, 256 first-dense and
128 second-dense layer neurons can be determined as the final model.

Optimiser is one of the important parameters that we can give to Keras
and its correct choice increases the accuracy of the model is the type of op-
timiser. Keras is a deep learning API written in Python, running on top of
the machine learning platform TensorFlow. It was developed with a focus on
enabling fast experimentation. Table 6 shows the accuracy of the final model
on the Arabic database when using any of these optimisers: Adam, Adamax,
RMSprop, and SGD. As shown in Table 6, the model with Adam optimiser
has the best accuracy. Therefore, we used this optimiser for our model.
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Table 7: The accuracy of proposed Language Recognition model on all
databases.

database Accuracy
Arabic, Chinese and
English databases

99.99%

All six handwritten databases 99.79%

Table 8: The accuracy of proposed model with and without use of language
recognition model on Persian and Arabic databases.

Approach Accuracy
With language

recognition model
99.08%

Without language
recognition model

97.92%

4.2 Recognition Performance

As mentioned in Section 3, one part of our work was to recognise the language
associated to the input images. By correctly recognising the language, we were
consequently able to forward the image to the right digit recognition model. In
order to demonstrate scalability of the proposed method, we used six languages
to run our model; English, Chinese, Arabic, Persian, Urdu, and Kannada.
Hence, we first trained the system with all six different languages, and then
tested our trained model. As shown in Table 7, using language recognition
and digits recognition maintained the system performance at a high level. The
average accuracy of the proposed multi-lingual system was negligibly dropped
compared to the case where separate languages were used. The reason for this
slight decrease in accuracy can be attributed to the similarity between some
digits in different languages.

As shown in Figure 2b, 3a, and 3c, the image of digit “three” is rela-
tively identical in Persian, Arabic, and Urdu languages. Therefore, the lan-
guage recognition may fail in some rare cases. However, we believed that even
if the language is incorrectly recognised, the accuracy of digit recognition and
hence the overall performance is preserved. The reason is that in most cases
(e.g. number 3) the digit has the same interpretation in all these languages.
Therefore, the digits recognition stage performs properly independent of the
misclassification in language recognition stage.

To verify the effects of language recognition model on languages with rel-
atively similar alphabets, we trained our digit recognition model with two
Arabic and Persian databases with (and without) the language recognition
module. According to Table 8, the model accuracy was reduced by more than
1% when language recognition model was removed. This result reiterates the
important role of language recognition. If all six languages are used without
language recognition, the performance is significantly reduced due to increased
number of classes.
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4.3 Effects of using transfer learning

As mentioned in Section 3, an autoencoder was created within transfer learning
using the English database as a benchmark to increase image resolution. Our
proposed system was capable of detecting low-quality images with small size
to be forwarded to the transfer learning module image enhancement. Here,
we represent the results associated to Arabic database as an example which
has low-quality images with size 28 × 28. As shown in Table 9, if we resize
the images of Arabic database to 58 × 58, the accuracy of the proposed CNN
model remains approximately constant on this database. However, by using
the transfer learning technique, the accuracy of the proposed CNN model on
the Arabic database increases to 90%.

The close structure of images of English and Arabic digits is the main
reason for using the English database as a benchmark to train autoencoder.
Also, the large size of English handwritten digit images and the ability to
reduce their size with down-sampling is considered as another reason for using
the English database. As shown in Figure 2, the structure of Chinese numerals
is very different from that of English or Arabic digits. For this reason, the
accuracy of the CNN model may be decreased by training the autoencoder
with a Chinese database to increase the resolution of the Arabic database
images. As shown in Table 9, the accuracy of the proposed CNN model on the
Arabic database was higher when the autoencoder used the English database
for training. Also, the reason for not using the transfer learning technique on
English and Chinese databases was the lack of suitable databases that shared
a similar structure to these two databases.

As stated in section 3.1, we also created a mixed set of synthetic digit
images in English, Persian, and Arabic to further evaluate the effectiveness of
transfer learning for image quality enhancement. This synthetic dataset was
used to train the autoencoder. For comparison, we calculated the accuracy
of Arabic digits recognition when the autoencoder was trained using three
different databases, i.e. Chinese, Synthetic, and English. The results of this
experiment are tabulated in Table 10. According to this table, the accuracy
was slightly increased when synthetic images were used instead of Chinese
handwritings. However, this is still lower than that for the autoencoder trained
by the English handwritten database. We believe that this slight difference is
due to the different structure of handwritten digits and synthetic digits. Also,
the results of this experiment support the gained performance when transfer
learning is used for image quality enhancement.

In addition to using the transfer learning technique for increasing the qual-
ity of Arabic database images, we also used the same approach for Persian,
Urdu, and Kannada databases in which their corresponding images sizes were
as small as 28 × 28. We used the same autoencoder trained by the English
database for other databases. As shown in Table 16, the proposed method,
which uses the transfer learning technique, achieved higher accuracy than the
LeNet model. We examined different database for benchmarking and train-
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Table 9: The accuracy of proposed CNN model on Arabic database using
transfer learning.

database Accuracy
Arabic database 98.97%

The resized Arabic
database using simple upsampling

98.99%

The resized Arabic
database using transfer learning

99.18%

Table 10: The accuracy of proposed CNN model on Arabic database with
different autoencoder.

database Accuracy
The resized Arabic database using
autoencoder with Chinese images

98.17%

The resized Arabic database using
autoencoder with synthetic digits images

99.03%

The resized Arabic database using
autoencoder with English images

99.18%

ing our transfer learning model and observed that the best performance was
provided by the English database.

4.4 Comparative Performance

In this subsection, we compared the performance of our proposed model with
those of related methods. As mentioned in Section 3, we used six available
databases to evaluate the performance of our model. However, most of our
evaluations were focused on the Arabic database (due to low resolution images)
to obtain model parameters based on a worst case scenario. Table 11 shows the
confusion matrix for 10,000 Arabic database test data. The number of correct
and incorrect predictions is given as a percentage with broken down numbers
for each class. The recall and precision measures are calculated as:

Precisioni =
Mii∑
i Mij

(1)

Recalli =
Mii∑
j Mji

(2)

where Mii represents the i-th diagonal element in Table 11 corresponding to
i-th class. Mij and Mji are off-diagonal elements in upper and lower triangles,
respectively. As shown in Figure 2b, the shape of digit 0 is very similar to 1
and 5 in Arabic handwriting. Therefore, the precision of these three digits is
less than that of others. Also, the similarity of digit 2 to 3 causes a digit from
2 to be misrecognised in class digit 3.
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Table 11: Confusion matrix for Arabic database.

Classifier results

T
r
u
th

d
a
ta

0 1 2 3 4 5 6 7 8 9 Recall

0 983 5 1 0 0 9 2 0 0 0 98.3%

1 10 987 0 0 0 0 0 1 1 1 98.7%

2 3 2 991 1 1 1 0 0 1 0 99.1%

3 1 1 5 987 1 0 3 2 0 0 98.7%

4 1 5 5 0 989 0 0 0 0 0 98.9%

5 7 0 4 0 4 977 0 4 0 4 97.7%

6 0 1 0 0 1 0 996 0 1 1 99.6%

7 0 0 0 0 0 1 0 999 0 0 99.9%

8 2 0 1 0 0 1 0 0 996 0 99.6%

9 0 0 1 0 1 2 2 0 2 992 99.2%

Precision 97.61% 98.6% 98.31% 99.9% 99.19% 98.58% 99.3% 99.3% 99.5% 99.4%

Table 12: Classification results on Arabic handwritten digits.

Method Accuracy
SRC [45] 97.13%

LeNet-5 [47] 88%
DPL [46] 95.34%

InDPL [27] 96.7%
VGG16 [48] 98.1%

ResNet101 [49] 97.2%
Proposed model without

transfer learning
98.97%

Proposed model with
transfer learning

99.18%

Next, we compared the performance of the proposed model with other rel-
evant techniques, particularly with that of models which were based on deep
learning. As shown in Table 12, the results of three dictionary learning meth-
ods (SRC [45], DPL (dictionary pair learning) [46], and InDPL (incoherent
dictionary pair learning) [27]), three CNN models (LeNet-5 [47], VGG16 [48],
ResNet101 [49], and the proposed model with and without transfer learning
are obtained in this experiment. Among all these methods, the proposed model
achieved the highest accuracy. Moreover, VGG16 showed the closest accuracy
to the proposed model. The main reason of observed lower performance with
VGG or ResNet is that these models are pre-trained with natural images of
large sizes, mainly for the object detection tasks, and not for the classification
of handwritten digits with small-size images.

A second Arabic handwritten database called HAND2020 was also tested
using the proposed method. According to Table 13, the CNN method, which
was proposed in the original study with HAND2020, has achieved the recog-
nition accuracy of 99.76% [44]. Their model was trained using 850 epochs to
achieve this accuracy. However, as seen in this table, our proposed model has
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Table 13: Classification results on HAND2020 database.

Method Accuracy
CNN model in [44] 99.76%

Proposed model 99.92%

Table 14: Classification results on Chinese handwritten digits.

Method Accuracy
SRC [45] 96.28%
DLSI [50] 97.8%

LC-KSVD1 [51] 95.23%
LC-KSVD2 [51] 95.24%

DPL [46] 93.14%
InDPL [27] 94.23%

Proposed model 99.26%

Table 15: Classification results on English handwritten digits.

Method Accuracy
SRC [45] 81.81%
DLSI [50] 96.13%

LC-KSVD1 [51] 91.25%
LC-KSVD2 [51] 91.1%

DPL [46] 96.68%
InDPL [27] 97.17%

Proposed model 97.33%

Table 16: Classification results of two different methods on MNIST-MIX hand-
written numbers databases.

Database LeNet model Proposed model
Persian [41] 98.13% 98.99%
Urdu [43] 97.3% 98.23%

Kannada [42] 85.7% 88.01%

achieved superior performance only after ten epochs. We believe that precise
parameters adjustment used for different languages and using language recog-
nition module in the proposed model, has a significant impact on obtaining a
higher performance.

We also tested the proposed model on Chinese and English databases to
further evaluate the performance of the model. As shown in Tables 14 and
15, the proposed model had the highest accuracy among all methods, which
showed the high efficiency of our model.

Finally, Table 16 demonstrates the performance results of the proposed
method on three MNIST-MIX databases. As shown, the proposed method
had better accuracy than LeNet model.
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5 Conclusion

In this paper, a multi-lingual approach was proposed for handwritten digit
recognition. The proposed system is composed of two main modules: language
recognition and digit recognition. In this innovative approach, which is based
on a CNN architecture, our system first identified the language of input im-
age and then decided the best model parameters for recognition of digits.
Moreover, we proposed the use of transfer learning to unify the quality of im-
ages coming from different databases. This allows for a robust and consistent
performance among various handwritten languages. We conducted extensive
experiments to tune and optimise the parameters for achieving a superior per-
formance. The results of our experiments with six different languages showed a
high accuracy among other relevant techniques, even compared to those based
on CNN structure. Utilizing transfer learning in the proposed model is one of
the main reasons of achieving superior performance to previous models such as
[44]. Also, in our model, the precise adjustment of the parameters for different
languages had a great impact on achieving a high recognition accuracy.

As future work, we aim to extend this model to recognise multi-lingual
handwritten characters (letters). Furthermore, we attempt to work on a pro-
cedure to set up a system to find the best hyperparameters, number of layers,
with less computational burden.

References

1. Fei Ye and Adrian G Bors. Learning joint latent representations based on information
maximization. Information Sciences, 567:216–236, 2021.

2. Plamen P Angelov and Xiaowei Gu. Deep rule-based classifier with human-level per-
formance and characteristics. Information Sciences, 463:196–213, 2018.

3. Xinjun Peng, De Chen, and Dong Xu. Hyperplane-based nonnegative matrix factoriza-
tion with label information. Information Sciences, 493:1–19, 2019.

4. Xiaowei Gu, Plamen P Angelov, and José C Pŕıncipe. A method for autonomous data
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