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'e healthcare information system (HIS) has become a victim of cyberattacks. Traditional ways to handle cyber incidents in
healthcare organizations follow a predefined incident response (IR) procedure. However, this procedure is usually reactive,
missing the opportunities to foresee danger on the horizon. Cyber threat intelligence (CTI) contains information on emerging
attacks and should be ideally utilized to inform the IR procedure. However, current research shows that the IR has not been
effectively informed by CTI, especially in healthcare organizations.'is paper fills in this gap by proposing a proactive IR response
procedure based on the National Institute of Standards and Technology (NIST) IR methodology. 'is paper then presents the
NHS WannaCry case study to demonstrate the use of the proposed IR methodology. We collate cyber security advisories from
different CTI sources such as US/UK CERT to protect interconnected systems and devices from Ransomware attacks. 'is
research provides novel insights into the IR in healthcare through embedding CTI advisories into IR processes and concludes that
our proposed IR procedure can be used to counteract WannaCry Ransomware using CTI advisories. It has the significance of
transforming the way of IR from reactive to proactive using the CTI in healthcare.

1. Introduction

Cyber security attacks such as Ransomware [1] have caused
major incidents to the Critical National Infrastructure (CNI)
within various industries, especially in healthcare [2].
Existing work shows that a staggering 34% of ransomware
attacks are targeted at healthcare organizations [3]. Recent
research shows that over the past five years time, thousands
of healthcare-related data breaches have been reported,
affecting more than 154 million health records in total [4]. A
typical example is the WannaCry malware, one of the most
historic ransomware attacks, that had targeted the UK
National Health Service (NHS) causing 19,000 appoint-
ments to be canceled, costing the NHS £20 million between
12 May 2020 and 19 May 2020 and £72 million in the
subsequent cleanup and upgrades to its IT systems [5].

Healthcare organizations are a favored target as it has many
critical systems within their medical infrastructure [6-11].
Once a healthcare organization is infected with ransomware,
healthcare services will fail to operate as expected [3] and
human lives will be jeopardized. It is imperative to defend
against the threats such as ransomware, especially in
healthcare.

Traditional ways to handle adverse events in healthcare
organizations follow a predefined incident response (IR)
procedure, which includes preparation, detection and
analysis, containment, eradication, and recovery, and post-
incident activities [12-14]. What is not so readily considered
is that countermeasures themselves can have unintended
consequences, whether in crime prevention, physical se-
curity [15], or cybersecurity [16]. What is even less often
considered is the fact that countermeasures can actually
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cause harm, whether to the infrastructure or to some or all of
its users. 'is harm can be as minor as the disruption and
additional security burden of using a system to the negative
impact on entire groups of users, forcing them to leave the
system/service or placing them in a position where they are
more physically or psychologically impacted [17].

However, most organizations are still adopting a reactive
method [18], which obscures their capability to foresee
potential security attacks in the future. Emerging threats
need to be handled with a proactive approach [19]. CTI is the
provision of evidence-based knowledge about impeding
threats aiming to support organizations’ security defense at
strategic, operational, and tactical levels. A proactive ap-
proach relies on the CTI as a consultative practice, built with
people processes, and technology to achieve continuous
improvement of cyber security.

To address this challenge, this research proposed a
proactive IR procedure through embedding the CTI that
contains information on emerging attacks, root causes, af-
fected assets, the course of actions. 'is allows the orga-
nizations to be well aware of the emerging attacks, get
prepared and respond to those attacks proactively. 'is
paper then presents the NHS WannaCry Ransomware case
study to demonstrate the use of the proactive IR procedure.
'is paper makes the following contributions,

1. Reviews the current IR literature and practices and
identifies the gap of the research in IR informed by
CTI;

2. Proposes a proactive IR methodology that is informed
by CTI, through embedding CTI into the traditional
IR procedure;

3. Presents the NHS WannaCry case study to demon-
strate the use of the proposed proactive IR procedure.

'e remainder of this paper is structured as follows.
Section 2 presents related work of cyber threat intelligence,
security incident response, and Ransomware. Section 3
introduces the proactive incident response (IR) methodol-
ogy. Section 4 applied the proactive IR methodology to
analyse the NHS WannaCry Ransomware case study. Sec-
tion 5 concludes the research and outlines future work.

2. RELATED WORK

'is session introduces related work in cyber threat intel-
ligence (CTI), security incident response (IR), and Ran-
somware. TABLE 1 provides a summary of related work.

2.1. Cyber *reat Intelligence (CTI). CTI contains infor-
mation such as attack vectors, attack actors, victims, courses
of actions, affected organisations and is presented in the
form of CTI feeds using different standardised languages
(e.g. MAEC, STIX, TAXII, CYBOX) [20]. 'e security
communities have established CTI platforms (e.g. UK/US
Cert, Microsoft, MISP, and MITRE) to facilitate threat ex-
change [21]. Proactive defense should be ideally informed by
CTI [22].'e detective and preventive capabilities needed to
resolve attacks have been improved by CTI as it has provided

advisories and security recommendations during security
operations. 'e knowledge base of threat information and
the way in which data is represented concludes the suc-
cessfulness of the CTI within the cyber domain.'is purpose
is served by the use of taxonomies [23], CTI sharing stan-
dards [20], and ontologies [24] in security defence.

CTI is classified into four different types, namely Stra-
tegic, Operational, Tactical, and Technical threat intelligence
[21]. Strategic'reat Intelligence [25] can help the decision-
makers understand current and identify further risks related
to the aims of an organisation. It is consumed by the board
level of decision-makers is often short and concise, focusing
on business impact and risk. Operational 'reat Intelligence
[26] provides information on the details of the incoming
attack, the identity, and capability of the attack actor, and
also the probability of the attack. 'is information is con-
sumed by the security managers and the incident response
team lead. Tactical'reat Intelligence provides details on the
threat actors, their tools, and methodologies, which is also
known as the Tactics, Techniques, and Procedures (TTPs)
[27]. It is consumed by architects, internet administrators,
security analysts, etc. Technical 'reat Intelligence involves
the technical details of an attacker’s capabilities for example
their tools, Command and Control (C2) channels, and in-
frastructure. It is usually consumed by staff at the first line of
defense i.e. SOC analysts.

2.2. Security Incident Response (IR). Security incident re-
sponse procedure includes preparation, detection and
analysis, containment, eradication and recovery, and post-
incident activities [12,13,14,28]. 'e Preparation stage es-
tablishes the incident response capability that will enable the
organization to be ready to respond when an adverse event
occurs. Main activities include the preparation of the
communication routes and facilities, hardware, software,
network diagrams, security plans, and predefined mitigation
strategies. In the detection phase, organizations use pre-
cursors and indicators (e.g. information collected from log
files, intrusion detection systems, and antivirus software) to
detect incidents. Accurately detecting and assessing possible
incidents have proven to be difficult, especially when de-
termining the type, extent, and magnitude of it due to the
high volumes of potential incidents. 'eir intrusion de-
tection systems [29] can receive thousands if not millions of
alerts per day.'emajority of incidents require containment
before performing the eradication and recovery as it may
reduce the resources used and the damage caused to the
business processes. Various containment strategies are
available and predefined. After major incidents have oc-
curred, organizations should hold a “lessons learned”
meeting with all parties involved [14,30]. 'e meeting will
help the organization when improving its security measures
and the incident response handling itself.

2.3. Ransomware. Ransomware [31] is a variation of mali-
cious software that once installed will encrypt files on a
machine. 'e attacker will then demand a ransom to which
the victim will have to pay to get their files decrypted back to
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their original form. It can deny legitimate users access to
systems or data. It blocks access to the systems or data and
threatens to release the victim’s data unless a ransom is paid.
Such attacks typically use a Trojan as their attacking method.
'e Trojan can be disguised as a legitimate file waiting to be
downloaded and opened by the users. 'ere are various
variants of ransomware such as Petya, Locky, and Samas [32].

Two types of ransomwaremaking headlines all across the
world in recent months are called CryptoLocker [33] and
CoinVault. Both types of ransomware operate, in the same
way, as they infect a computer as soon as an unsuspecting
user clicks an unknown link or opens up an attachment sent
via email. 'e high profile Ransomware is the UK NHS
WannaCry [5]. Several hospitals and GP surgeries were
forced to shut down their entire IT systems over the
weekend, after ransom notes from hackers appeared on
computer screens, threatening to delete all of their files
within seven days unless a ransom of $300 in bitcoin cur-
rency was paid. It can be distributed through spam emails
and fake ads, which trick users into downloading the virus
onto their computer. It then sets about creating encrypted
copies of files on the victim’s computer, and deleting the
originals, leaving the victim with only the encrypted copies,
which cannot be accessed without a decryption key.

3. Proactive IR Methodology

In this section, we propose the proactive IR methodology by
mapping the National Institute of Standards and Technology
(NIST) IR methodology [12,13] to the extracted CTI advisories
from different sources including US CERT [35–37]. and in-
dustrial best practices. 'rough embedding CTI into the IR
lifecycle, organisations can benefit from an informed IR with
the CTI advisories from different sources. organisations should
be able to take this information and map it to their own IR
processes to enhance their networks, systems and applications
security against potential attacks. Fig. 1 provides an overview of

our proposed proactive IR procedure with actions in different
stages of IR. 'e IR procedure starts from Planning & Prep-
aration, finishing in the stage of Post-incident Activity. We
have listed the actions required to be taken in each of the IR
stages.'e actions include both the ones fromNISTand newly
added ones derived fromCTI advisories.'e rest of this section
detailed the actions in different stages.

3.1. Planning & Preparation. 'e Preparation stage estab-
lishes the security plan and incident response capability that
enables the organisation to be ready to respond to an in-
cident. It helps to prevent incidents by ensuring sufficient
security for systems, networks, and applications. 'e initial
preparation phase involves the creation of an incident re-
sponse team and acquiring the necessary tools and resources,
as well as implementing a set of controls on their assets,
some of which will be based on the risk assessment results in
an attempt to limit the number of incidents that have already
been identified. 'is stage identifies the facilities needed
throughout the life cycle. An incident reporting mechanism
facility should be implemented, allowing individuals or
teams to declare a potential incident to a wider view of
people or a person of higher authority. 'is can be done via
phone numbers, email addresses, online forms, security
management systems, etc. Issue tracking system facilities can
be implemented, containing information about the case
owner, case status update as well as for the uses of report
generating and learning purposes. 'is stage should prepare
software and hardware to analyse andmitigate incidents. For
example, a clean image of the operating system, fresh ap-
plication installations, digital forensic software, additional
workstations, servers, and networking equipment. Organi-
sations should also consider implementing systems purely
for backups and to analyse incidents in a controlled envi-
ronment. Incident analysis resources should also be incor-
porated in the preparation stage such as risk assessment.

Table 1: Proactive Incident Response (IR) informed by Cyber 'reat Intelligence (CTI) in the context of counteracting ransomware

Author(s) Description

CTI

Barnum [20] Standard description of CTI using structured threat information expression
Tounsi and Rais [21] A survey on technical threat intelligence and its CTI sharing platforms

He et al. [22] Proactive cyber defence strategy through feeding CTI into IR processes
Burger et al. [23] Taxonomy model for cyber threat intelligence information exchange technologies

Qamar et al. [24] Data-driven analytics for CTI through mapping CTI feeds to Web Ontology Language (OWL)
ontologies

Dog et al. [25] Strategic cyber threat intelligence sharing and a case study on IDS logs
Li et al. [26] Operational threat intelligence and a comparative analysis of CTI

Maymı́ et al. [27] Tactical threat intelligence (tactics, techniques, and procedures)

IR

Cichonski et al. [12] NIST IR model: computer security incident handling guide
Souppaya and Scarfone

[13] NIST malware incident prevention and handling

Ahmad et al. [14] A case study on information systems and security incident response processes
Moreno et al. [28] IR processes enhanced by blockchain technologies
Grispos et al. [30] IR processes (follow-up stage) improved by Agile methodology

Ransomware

Field [5] NHS WannaCry ransomware incident investigation and response
Brewer [34] Ransomware IR detection, prevention, and cure
Hassan [32] Ransomware definition and its variants

Kyurkchiev et al. [33] CryptoLocker ransomware analysis and investigation
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Network diagrams and a list of critical assets should also be
identified. 'is will allow for the addition of specific security
controls based on high-end organisational-assets. System
and staff training is also required. 'e incident response
team can play a key role in the risk assessment and training
process.

CTI can strengthen the Preparation capacity by pro-
viding additional information on emerging threats that the
organizations are facing. Such CTI can be obtained from
different sources, such as CTI advisories provided by US/UK

CERT, security incident reports, and CTI sharing platforms.
'e CTI advisories especially those within the same industry
or business domain can help the organizations prepare
tailored IR plans and capacity to counteract emerging threats
and proactively react to the incidents.

3.2. Detection. 'e detection of an incident can be via a
variety of forms, each with a varied level of detail and fidelity.
One form of incident detection uses automated capabilities,

1. Planning & Preparation
Policies created and updated;
IR Team is established;
System Training;
Communication lines 
formalised;
Risk Assessment;
A clear IR plan to be followed; 
CTI awareness, e.g. emerging 
attacks (CTI advisories).

2. Detection
Use of monitoring systems;
Review logs;
Identify attack indicators and 
precursors; 
Identify attack indicators and
precursors from CTI sources and
feed into the monitoring system. 

3. Analysis and Assessment
Verify if a security event has 
occurred;
Assess scope of incident
Classify incident; 
Check the impact scope of 
similar incidents from CTI 
advisories;
Check the criteria to verify a 
similar incident from CTI 
advisories.

4. Containment & Eradication
Formalised process for each 
attack;
Contain and Eradicate threat by
logical and physical means;
Incorporate Containment & 
Eradication solutions from CTI 
sources.

5. Recovery
Bringing all systems back to 
normal operational status;
Installing patches;
Rebuilding systems Heightening
network perimeter security;
Incorporate recovery solutions 
from CTI sources.

6. Post-Incident Activity
Root cause analysis Improved;
controls and policies;
Stakeholder awareness;
Lessons learned fed back;
Lessons learned identified from
CTI advisories.

Actions related to traditional NIST IR Procedure
Actions related to CTI advisories

Figure. 1: Proactive Incident Response (IR) informed by Cyber 'reat Intelligence (CTI)
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for example, network/host-based intrusion detection sys-
tems [38,39], antivirus software, and log analyzers. Another
uses manual needs, such as users reporting problems. Some
incidents have blatant signs that can be easily detected, for
example, a defaced website, yet others are almost impossible
to detect. An organization will typically receive high volumes
of potential incidents. 'eir intrusion detection sensor alerts
can receive thousands if not millions of alerts per day.
Precursors and indicators are two categories that can show
signs of an incident. A precursor is “a sign that an incident
may occur in the future”. Whereas, an indicator is “a sign
that an incident may have occurred or may be occurring
now”. 'ese precursors and indicators can be obtained from
antivirus software, file integrity checking software, and in-
trusion detection prevention systems. Log files can also be
used for detection purposes and they can be obtained from
the operating system, services and application logs, and
network device logs.

CTI sources can provide an exhaustive list of indicators.
'ese indicators are usually publicly available via the CTI
advisories provided by US/UK CERT. 'ese indicators can
also be downloaded from CTI sharing platforms such as
MISP [40]. 'ose can then be used to update the signatures
of the IDPS, allowing the IDPS to detect emerging threats
proactively. Some CTI sharing platforms provide enabling
functionalities to continuously feed updated indicators to
the IDPS and other monitoring systems.

3.3. Analysis & Assessment. Once an incident has emerged,
the incident response team should work quickly to analyze
and validate it, making sure to follow pre-defined processes
and documenting every step taken. When the incident be-
comes apparent to the team, performing rapid initial analysis
should be performed to determine the incident scope. For
example, which networks, systems, or applications are af-
fected; how the incident is occurring (e.g., what tools or
attack vectors are being used, what vulnerability is being
exploited (5)); and who or what originated the incident. 'e
initial information produced from this analysis enables the
team to prioritize subsequent activities (e.g., containment
strategy of the incident and further analysis regarding the
effects of the incident).

When analyzing the incidents, the precursors or indi-
cators may not be accurate. For example, intrusion detection
systems regularly produce false positives – incorrect indi-
cators. 'is shows the difficulties that incident response
teams face, especially when every indicator has to be ex-
amined to determine whether it is legitimate. Additionally,
thousands of indicators are identified every day, making it an
extremely daunting task to identify the real security indi-
cators. Even an indicator has shown to be accurate, it still
does not necessarily conclude that an incident has occurred.
For example, the modification of a critical file may not be a
security incident but a human error. Some incidents do not
have clear symptoms, for example, one-character modifi-
cation within a file name.

'e incident response team may be unable to fully de-
termine the cause and nature of an incident. 'is could have

major effects on the organization, for example not having
enough information to make decisions on whether to
contain or eradicate the incident. In this scenario, organi-
zations should seek assistance from CTI sources such as US-
CERT, and CTI sharing platforms to determine the full
scope and cause of the incident. 'ere are also criteria such
as YARA rules available from CTI sources to identify and
verify an incident.

3.4. Containment & Eradication. Incident containment can
reduce the resources used and the damage caused. 'e
majority of incidents require containment. Organisations
should implement containment techniques to provide ad-
ditional time to develop a tailored remediation strategy. For
example, Sandboxing is a containment technique that allows
the organisation to monitor the activity and gather more
evidence. 'e decision-making process is a crucial part of
containment for example whether to shut down a system,
disconnect it from a network and disable functions. Pre-
determined strategies and procedures make containing the
incident easier. Within these strategies, the organisation
should define acceptable risks. 'e criteria should be
documented clearly to facilitate containment decision-
making. Criteria for determining the appropriate strategy
include potential damage to and theft of resources; the need
for evidence preservation; service availability (e.g. network
connectivity, services provided to external parties); time and
resources needed to implement the strategy; effectiveness of
the strategy (e.g. partial or full containment); and duration of
solution (e.g. incident related components to be removed
urgently, within 5 hours (temporary) or permanent
solution).

Information about the attacking host and the incident-
related components could be from the CTI. Once the at-
tacker’s IP address and the incident have been identified, a
CTI search could lead to more information about the attack
such as attack vectors and threat actors of similar attacks.
'e use of CTI sources, for example, the national vulner-
ability databases (NVD) is key to identifying the attacker
host. CTI communities have collected and consolidated
related incidents from numerous organizations into a da-
tabase. 'is shared information can be presented in several
ways, such as real-time blacklists and trackers.

Eradication deletes the incident-related components and
disables all user accounts that were infected, as well as
mitigates all the identified vulnerabilities that were exploi-
ted. During the eradication process, identifying all the victim
hosts within the organisation is important so they can be
remedied. Eradication can also be performed during the
recovery stage. Organisations can check the CTI sources for
possible eradication solutions.

3.5. Recovery. Within recovery, the administrator will re-
store systems back to their normal state and confirm that the
systems are functioning normally; and if applicable, reme-
diate vulnerabilities to prevent similar incidents. 'e re-
covering process may involve the use of clean versions disks
when restoring, rebuilding the system from scratch,
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replacing comprised files with clean versions, installing
patches, changing passwords, tightening security parame-
ters, high-level logging, and network monitoring. CTI
sources can be consulted regarding the backup and recovery
of data in different categories.

3.6. Post-IncidentActivity. 'e post-incident activity aims to
improve technology and learn lessons. After major incidents
have occurred, organizations should hold a “lessons learned”
meeting with all parties involved. 'e meeting will help the
organization when improving its security measures as well as
the incident response handling itself.'e question that could
be answered in the meeting includes, exactly what happened;
how well did staff and management perform in dealing with
the incident; were the documents procedures followed, were
they adequate? what would the staff and management do
differently next time if a similar incident occurs; what
corrective actions can prevent similar incidents in the future;
what indicators or precursors should be watched for in the
future to detect similar incidents; what additional tools or
resources are needed to detect, analyze, and mitigate future
incidents?

CTI advisories from US/UK CERT provide recom-
mendations (e.g. in the form of a business continuity plan)
on what can be improved in order to prevent a similar
incidents in the future. Such information is also available in
the CTI course of action attributes in the format of CTI feeds
shared by different CTI platforms.

4. Case Study

'is section uses the NHS WannaCry Ransomware case
study to demonstrate the use of the proactive IR procedure
proposed in Section 3. In the study, we collate cyber security
best practices and advisories to protect interconnected
systems and devices from Ransomware. CTI can be used in
numerous ways to help an organisation defend against the
incidents [41]. However, there is limited research in applying
CTI to counteract Ransomware. 'is section maps the
relevant CTI information about Ransomware to our pro-
posed IR procedure by following the NIST IR methodology
[12,13]. 'e information provided in this case study covers
the basics of Ransomware as well as cyber security best
practices and general prevention techniques. We followed
our proposed proactive IR procedure to examine how NHS
has reacted to the WannaCry Ransomware attack and
identify the opportunities where can be improved using the
proactive procedure. 'is is achieved through mapping the
proposed proactive IR procedure to the NHS WannaCry
Ransomware Investigations Report [42] and Ransomware
CTI advisories [35-37].Fig. 2 presents the NHS WannaCry
Ransomware attack IR procedure, including the actions
evidenced by NHS, the missed actions, and the added
proactive actions from CTI advisories. TABLE 2 elaborates
the proactive actions in Figure 2. As we can see, the NHS has
not fully addressed all actions in a traditional IR life cycle.
'e key missing items are, a clear security plan in the
planning & preparation stage, the indicators, and precursors

in the detection stage, the lack of central directions on the
mitigation strategy in the containment & eradication stage.
NHS seems to have done well in the recovery and post-
incident activity stages. NHS could have benefited from
additional CTI sources to enable a proactive IR. 'e reports
warning ransomware risks can improve NHS’s awareness in
the planning & preparation stage, the indicators and pre-
cursors identified from CTI can be fed into their detection
stage. By checking the impact score of ransomware incidents
and the YARA rules from CTI sources can help identify and
verify the incident, the CTI advisories (i.e. MS17-010 SMB)
provide solutions for containment & eradication and re-
covery. CTI advisories on business continuity plans can have
improved the IR capacity as part of the post-incident
activity.

5. Discussion

'e healthcare information system (HIS) has become a
victim of the cyber attacks, such as the UK NHS WannaCry
Ransomware attack. Cyber-attacks have been categorised as
a Tier One Priority Risk in the UKNational Security Strategy
[19].'eUK government has established the National Cyber
Security Centre (NCSC) to proactively mitigate cyber se-
curity risks. 'ese initiatives recognise the importance of
tracking and forecasting upcoming changes in the cyber
landscape in order to proactively respond to potential cyber
threats. 'is requires the organisation to be well aware of the
threat landscape while responding to the emerging threats
[24, 43, 44].

CTI can be used in numerous ways to help an organi-
sation defend against the incidents, however, there is limited
research found applying CTI into IR especially in healthcare.
Our proposed proactive IR procedure contributes to the
national strategy on cyber security through the research of
proactive incident response informed by CTI. Proactive
incident response can enhance the organisations’ capability
in defending against attacks. Being aware of the threat
landscape can reduce the uncertainty in making security
decisions in IR processes [21].

Within the traditional IR, the preparation phase involves
the creation and training of an incident response team,
acquisition of the necessary tools and resources, the
implementation of a set of controls on their assets based on
the risk assessment. 'e detection and analysis stage collects
and correlates the precursors, indicators, and log files to
determine an incident and define the scope. 'e contain-
ment eradication and recovery phase include the incident
response team attempting to mitigate the incident by con-
taining it through defined strategies; eradicating by deleting
the incident-related components from systems, networks,
and applications then ideally recovering from it. 'e final
post-incident activity includes a report issued by the or-
ganisation, detailing the cause of the incident as well as costs
and steps that should be taken to prevent incidents in the
future.

'roughout this phase, there tends to be a cycle of ac-
tivities back to the detection and analyses, see figure 5.1. For
example, to see if additional hosts are infected by malware
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while eradicating the incident (5). Once the incidence is
handled adequately,

'ere have been extensive CTI sources into the IR life
cycle including preparation, detection, analysis, contain-
ment, eradication, and recovery of incidents. It will be
important for an organisation to map their IR to CTI in
order to get better coverage and ultimately provide a more
robust security system. Teams within the organisation have
the job of creating or implementing a vulnerability-free

system to protect their assets. 'ere are numerous CTI
sources that provide incidents information regarding assets,
the exploited vulnerability (e.g. NVD [45]), and emerging
threats (e.g. through US/UK CERT advisories, CTI sharing
platforms) and security recommendations (e.g. security
incident reports). Organisations should take advantage of
this information to strengthen their IR capacity [46].

Our proposed proactive IR methodology addresses this
challenge by embedding CTI into each stage of the

1. Planning & Preparation
NHS Security Policies created and 
updated;
NHS IR Team is established;
Training provided to NHS Board 
and local teams;
NHS Digital Hotline 
Communication, encrypted 
WhatApp Application;
NHS Onsite Risk Assessment
NHS has an IR plan but NOT clear 
enough to be followed;
CTI awareness, e.g. reports
warning Ransomware risk.

2. Detection
NHS CareCERT alerts on applying the 
patch;
Review logs;
Identify attack indicators and 
precursors;
Identify attack indicators and 
precursors from CTI sources and feed 
into the monitoring system. 

3. Analysis and Assessment
NHS verified that a security 
incident has occurred;
NHS has assessed the scope and 
impact of the incident;
NHS has incident classification 
based on severity level;
Check the impact scope of similar 
incidents from CTI advisories;
Use YARA rules to identify and 
verify a similar incident.

4. Containment & Eradication
Lack of central direction and 
formalised process to respond (e.g. 
shutting down/isolating the system 
in time);
A solution called ‘kill-switch’ was 
activated to stop the WannaCry; 
Containment & Eradication 
solutions such as applying the 
MS17-010 SMB.

5. Recovery
NHS worked with IT suppliers and 
brought systems back to normal;
NHS applied necessary patches;
NHS ensured that all anti-virus 
systems are up to date;
Incorporate recovery solutions from
CTI sources such as sensitive data 
regular back up and check.

6. Post-Incident Activity
Ransomware root cause analysis 
performed (e.g. vulnerabilities); 
Improved controls and policies on 
Ransomware prevention (e.g. 
CARECERT alerts, embedding the 10 
Data Security Standards);
Stakeholder awareness briefed;
WannaCry lessons fed back;
Implement business continuity 
plan.

Traditional IRactivities evidenced by NHS
Traditional IRactivities not carried out by NHS but recommended
Proactive IR activities added 

Figure 2: Ransomware (WannaCry) Proactive IR informed by CTI
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traditional IR processes. It fills in the gap of CTI utilization
in order to strengthen the IR capacity. 'e practitioners can
benefit from informed IR decision-making using the CTI.
'is research also uses a case study to demonstrate the
feasibility of the proactive IR methodology. 'e disadvan-
tages are the lack of practical application in real practices and
the lack of detailed explanation for each item in different IR
stages. For example, cost estimation is embedded in the risk
assessment item in the preparation stage but not displayed in
the high-level proactive IR processes.

6. Challenges and Future Directions

'e incident response includes the proper deployment of
strategies, policies, and hardware and software security
solutions in the organization [47]. 'e process of deciding
which countermeasures and security policies will be applied
against cyberattacks using CTI should take into account also
the cost-perspective of the company. Even by applying a
standard password policy that forces complex passwords, the
company would increase the security budget due to extra
costs induced from password creation and storage [48]. As
stated in [49], correct modeling of the behavior of attackers
and general users and proper calculation of the cost asso-
ciated with the behavior of each entity could result in cost-
efficient security policies.

Incident response of an organization could becomemore
efficient by taking into account supply chain management,
emerging technologies, privacy preservation techniques and
even business analytics. 'e authors in [50] investigated the
perspective of exploiting information analysis using BA
inside Incident response plans in order to address the dy-
namic and uncertain cybersecurity threat environment. 'is

initial analysis could lead to the incorporation of BA into IR.
Moreover, supply chain cybersecurity analysis can be used in
order to calculate attack propagation and cascading effects
[51]. 'is analysis can further improve IR and future work
on this area is very promising especially if emerging tech-
nologies like blockchain or 5G are also taken into account
[52-54]. Finally, secure arrangements for IoT healthcare
privacy-preserving data collection must be taken into ac-
count when selecting the proper security solutions [55].

Regarding our proposed proactive IR procedure, our
future work will focus on applying it in real practice in
healthcare organisations. We will also consider integrating
the proactive IR procedure with existing IR products used in
Healthcare such as Security Information and Event Man-
agement (SIEM), Intrusion Detection Systems, Orchestra-
tion Automation and Response (SOAR) [18], and Security
Operations Centre (SOC) in healthcare. 'is involves a
careful mapping of CTI to each different component of the
existing IR products. Future work will also consider
expanding the current proactive IR processes by elaborating
the items listed in each IR stage.

7. Conclusions

CTI contains knowledge of impending attacks, such as threat
vectors, threat actors, victims profiles, courses of action, etc.
and is shared via different CTI platforms such as UK/US
Cert, Microsoft, MISP, and MITRE, with the intention to
create a proactive line of cyber defense and should be ideally
used to inform incident response, however, there is limited
research in applying CTI into IR especially in healthcare.
'is paper addresses this gap by proposing a proactive IR
procedure that is embedded with CTI. We examined

Table 2: Cyber 'reat Intelligence (CTI) advisories for Ransomware (WannaCry) Incident Response (IR)

WannaCry IR stages CTI advisories

Planning and preparation

NHS has taken inadequate actions against the alerts published in July 2016 warning that cyberattacks could
jeopardise access to critical patient record systems. NHS will benefit from ransomware CTI advisories [35–37]
on how to prevent such incidents; example solutions include rehearsing the IR plan before implementing it

straight away.

Detection

'e WannaCry incident report does not indicate whether NHS has used a monitoring system to identify the
indicators. NHS can use the ransomware CTI advisories [35] to identify and feed indicators into the monitoring
system through signature updates. Indicators include but are not limited to mssecsvc.exe, diskpart.exe,

lhdfrgui.exe, ransomware07_no_detection.exe, and WCry_WannaCry_ransomware.exe.

Analysis and assessment

NHS confirmed the WannaCry incident and identified the scope and impact. NHS can still benefit from CTI
advisories [35–37] for the verification. 'e CTI advisories show that the impact can be “temporary or
permanent loss of sensitive or proprietary information, disruption to regular operations, financial losses

incurred to restore systems and files, and potential harm to an organisation’s reputation” [35].

Containment and
eradication

NHS lacked central direction and formalised process to respond to WannaCry incident. 'ey failed to shut
down/isolate the systems in time. Example solutions from CTI advisories are to apply MS17-010 SMB

vulnerability dated March 14, 2017; enable spam filters to prevent phishing emails; and manage the use of
privileged accounts.

Recovery
NHS worked with the ITsuppliers to recover the system. CTI advisories [35–37] also provide a list of solutions
to consider, e.g., backing up sensitive and important data regularly and testing the backups to ensure they work

correctly upon use.

Lessons learned
NHS learned the lessons from this incident; they conducted causal analysis and took actions to improve the
security controls and policies. CTI advisories [35–37] also provide some solutions like implementing a business

continuity plan.
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different stages of the IR procedure and identified the points
where CTI can be fed into the IR processes. 'is paper then
presented the NHS WannaCry Ransomware case study to
demonstrate the use of the proposed proactive IR procedure.
'is research has significance for the IR practices within
healthcare organizations. 'e practitioners can use the
proposed proactive IR procedure to counteract Ransomware
and other security-related adverse events in a systematic
manner. Healthcare organizations can benefit from an in-
formed proactive IR using CTI.

Data Availability

No data were used to support this study.
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