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1
Summary.

Substantial progress has been made into the Tits alternative for cyclically presented groups

of positive word length four relators. A classification theorem of the finiteness of the abeliani-

sation of said groups is established. A few theorems are proven on the structure of cyclically

presented groups of positive word length four for low numbers of generators.
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2
Introduction.

Cyclically presented groups of positive word length four, defined in the preliminaries below,

are the focus of this thesis. We set out to investigate whether the Tits alternative holds for

this class of groups. Some explorations are made into the structure of these groups for small

values of n (the number of generators in the defining presentation).

Jacques Tits first proved the Tits alternative in 1972 for finitely generated linear groups [31].

Since then, the Tits alternative has been proven for Hyperbolic groups [16, Theorem 5.3.E]1,

Mapping class groups [26], Out(Fn) [4] for natural n, and certain groups of birational trans-

formations of algebraic structures [8].

Neither the Grigorchuk group [29] nor Thompson’s group F [7] satisfy the Tits alternative,

in the sense that, for every subgroup H of these groups, H is neither virtually solvable nor

contains a nonabelian free subgroup.

The class is partitioned into eight subclasses according to whether each group’s defining

numbers, n, j, k, and l, where n is the number of generators in the defining presentation and

j, k, l ∈ {0, . . . , n−1} are the subscripts of generators the defining word w is written in, satisfy

three congruence conditions, (A), (B), and (C), defined below and in [5]. The positive word

length three case has similar, in fact more, congruence conditions (see [14]).2

The preliminaries define what the Tits alternative is, alongside cyclically presented groups

1We are grateful to an anonymous Mathematics Stack Exchange user, user1729, for this reference.
2More specifically, instead of their being three congruence conditions, there are four; (A’), (B’), (C’), and (D),

where I have used the ’ symbol to distinguish them from the congruence conditions for the positive length four

case.
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in general. Largeness and SQ-universality are delineated. A note is made about when

(n, j, k, l) > 1 for Gn(x0xjxkxl) = Gn(w); for details on this notation, see Section 3.1. The

congruence conditions (A), (B), (C) of [5] are introduced. Results about deficiency are cited.

The shift extension, alluded to below, is defined. A result by Collins in [11] about small

cancellation conditions is stated.

The first, non-preliminary section, discusses a handy number γ from [5] defined as the

greatest common divisor of n together with linear combinations in j, k, l. A shift extension

En(w) of an arbitrary cyclically presented group G = Gn(w) of positive word length four by

Zn along an automorphism θ of G is considered in relation to γ. It is concluded, through

certain Tietze transformations and the divisibility conditions they define on n and linear

combinations of j, k, l, that we may assume γ = 1 for the investigation of the Tits alternative

in the positive word length four case. For details on how the shift extension is used to show

that we may assume γ = 1, see Section 4.1

The next three sections of this dissertation explore what happens when each of (A), (B),

and (C), respectively, are true. This is because some useful results can be gathered from them

in isolation, regardless as to what the other two congruence conditions are.

The cases when both (B) and (C) are false are considered together in one section, after the

section on when (C) is true. The main tool used is small cancellation theory.

Section 4.6 is on the case when (A), (B), and (C) are true. The Tits alternative in this

scenario is deduced almost immediately from the congruence conditions.

I use the notation XYZ to indicate the case when the condition (A) has truth value X,

(B) has truth value Y, and (C) has truth value Z; I use T for "true“ and F for "false“; so, for

example, TTF means (A) and (B) are true while (C) is false.

Next, we consider TTF. Since Bogley & Parker prove in [5] that, in this case, when γ = 1,

the cyclically presented groups of positive word length four are finite, so the Tits alternative

holds there.

The Tits alternative for TFT is dealt with in Section 4.8. Here Gn(w) is shown to be large

for n ≥ 3 using, primarily, Williams’ [34]. There is no n = 1 case here. The remaining n = 2

cases are isomorphic to the Baumslag-Solitar group BS(1,−1), which, in turn, is isomorphic

to one of Collins’ groups from [11], so cannot have a free, non-abelian subgroup, yet, because

of some abelian subgroup of index 2, is solvable.

The FTT case that is Section 4.9 is handled almost entirely by applying a theorem of Bogley



8

ABC Tits alternative Reference Group (γ = 1)

TTT Y Th4.6.1 n = 1,Z4

n = 4, F3

TTF Y Cor4.7.1 finite

TFT Y Th4.8.2 n 6= 1,

n = 2, infinite, solvable

n > 2, large

TFF Y Th4.5.1 free subgroup of rank two

FFF Y

FTT Y Th4.9.1,Th4.9.2 Z4

FTF ? Open4.11.1 ?

FFT Y Th4.10.1 Z4 or large

Table 2.1: Summary of results.

& Parker’s in [5].

Section 4.10 establishes the Tits alternative and some largeness properties of groups in

the FFT case. First, largeness is obtained for some of these groups, using the shift extension

mentioned above. Some congruence conditions are then proven for the remaining groups

using [34] again; then, assuming these conditions, a series of lemmas using isomorphisms of

the Gn(w) from [5] allow us to show that the rest are either Z4 or, again, large. The computer

software GAP [15] was used extensively in this section to form conjectures that later turned

out to be lemmas and a theorem.

In Section 4.11, results are summarised in an open problem that, if solved, will complete

the proof of the Tits’ alternative for cyclically presented groups of positive word length four.

Main Theorem 2.0.1. For any case except FTF, the Tits alternative holds for Gn(x0xjxkxl). In the

FTF case, the Tits alternative holds for Gn(x0xjxkxl) except possibly when both (n, j, k, l) = 1 and

γ = 1.

Chapter 5 is a miscellaneous theorem classifying the finiteness of the abelianisations for

positive word length four. Similar work can be found in [14, Lemma 2.2] for positive word

length three, as well as [10], and [33, Theorem 4] for the non-positive length three case.

Chapter 6 is much more empirical in that it contains tables of data on the cyclically
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presented groups of positive word length four relators. These focus mainly on the FTF case.

This is similar to the work in [9] and [25].

The Chapters 4, 5, and 6 form a basis for the joint paper [21] I have submitted with my

supervisor, Prof. G. Williams; it is still under review at the time of writing.

There is an Appendix, A, on the GAP code I used throughout.
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3
Preliminaries.

All congruences are taken modulo n unless stated otherwise.

3.1 Cyclically Presented Groups.

Let n ∈ N and let Fn be the free group of rank n with basis (xi)i∈0,n−1. Define θ : Fn → Fn by

θ(xi) = xi+1, taking the subscripts modulo n. Given a word w ∈ Fn, define the cyclic (group)

presentation by

Pn(w) = 〈x0, . . . , xn−1 | w, θ(w), . . . , θn−1(w)〉;

the group Gn(w) the presentation determines is called a cyclically presented group. Some

background on cyclically presented groups is given in [34].

In [14], the Tits alternative was almost fully established for the case when w = x0xkxl,

where k, l ∈ {0, . . . , n−1} are the subscripts for the generators in the defining word, where n is

the number of generators of the defining presentation. They were introduced in [10, Section 4]

and studied further in [25]. Groups of Fibonacci type, Gn(x0xmx
−1
k ), were introduced in [23];

see [36] for a survey; here, as above, m, k ∈ {0, . . . , n− 1} are subscripts of generators in the

defining word and n is the number of generators in the defining presentation.

We shall consider the case when w = x0xjxkxl. Unless stated otherwise, G = Gn(w). We

shall use the notation Gn(j, k, l) for Gn(x0xjxkxl).
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3.2 The Tits Alternative.

A class G of groups satisfies the Tits Alternative if for anyG in G eitherG has a free, non-abelian

subgroup or G has a solvable subgroup of finite index. The name comes from the person

who first proved this property holds, Jacque Tits, for the class of finitely presented linear

groups [31].

3.3 Largeness, SQ-Universality, and Free Subgroups of Rank

Two.

A large group is a group with a finite index subgroup that maps onto the free group F2 of

rank 2. A group that maps onto a large group is large. A group G is SQ-universal if every

countable group can be embedded in a quotient group of G. A group that maps onto an SQ-

universal group is SQ-universal. Every large group is SQ-universal (since F2 is SQ-universal

[18] and SQ-universality is closed under taking finite-index subgroups [27]). The Higman

group is described in [34] as SQ-universal but not large. Every SQ-universal group has a free

subgroup of rank 2 but the group G7(x0x1x3) is described in [13] (and again, explicitly, in [25,

Example 3.8]) as having a free subgroup of rank 2 and yet is not SQ-universal.

A free product H ∗K (with H,K non-trivial) is large if and only if either H and K have

non-trivial finite homomorphic images H̄, K̄ such that {|H̄|, |K̄|} 6= {2} or either H or K is

large [30]. If an amalgamated free product G = H ∗L K is such that [H : L] ≥ 2, [K : L] ≥

2, {[H : L], [K : L]} 6= {2}, then G contains a free subgroup of rank 2 [3]; if, further, L is finite

then G is SQ-universal [24].

3.4 Primary Divisor.

Bogley & Parker define in [5] the primary divisor as (n, j, k, l). We may assume for the Tits

alternative that the primary divisor is 1 since [12] (and [34, Theorem 1]) implies the following.

Theorem 3.4.1. If the primary divisor is d > 1, then

Gn(x0xjxkxl) = ∗di=1Gn/d(x0xj/dxk/dxl/d),
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which is large.

We can conclude this because the positive word length four case maps onto Z4 (by sending

each of the letters in the word to a single generator) and hence each factor of the free product

above has a finite homomorphic image of order greater than two.

3.5 The (A), (B), (C) Conditions.

A group presentation is aspherical if its second homotopy module is trivial. The work of

Bogley and Parker in [5] classified the case when w = x0xjxkxl by finiteness & asphericity (as

defined here), with two unresolved cases, using the congruences

(A) 2k ≡ 0 or 2j ≡ 2l,

(B) k ≡ 2j or k ≡ 2l or j + l ≡ 2k or j + l ≡ 0, and

(C) l ≡ j + k or l ≡ j − k,
all modulo n. That is to say that they proved exactly which of the groups are finite and, with

two exceptions, they proved exactly which of the groups are aspherical. For the details on

what each of (A), (B), and (C) imply in these situations, see [5, Table 2].

It is pleasant to notice that in each of (A), (B), and (C), there is symmetry in swapping j

with l.

Note that if (A) & (C) are true, then both conditions in (A) are true and both conditions of

(C) are true; if, further, (B) is true, then all conditions of (B) are true too.

For details on what each of (A), (B), and (C) imply, see Sections 4.2, 4.3, and 4.4, respec-

tively.

3.6 Deficiency.

The deficiency of a presentation P = 〈X | R〉 is given by def(P ) = |X| − |R|, whereas the

deficiency of a group is given by

def(G) = max{def(P ) | P is a presentation of G}.

It is well known that if G is a group and def(G) ≥ 1, then G is infinite. A result by Baumslag

& Pride in [2] states that if def(G) ≥ 2, then G is large. Let P be a presentation of a group G.

Then if def(P ) = 0 and P is aspherical, def(G) = 0 by [32, p. 478].
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3.7 Shift Extension.

By automorphisms, the cyclic group Zn of order n acts on Gn(w), so there is a shift extension

En(w) = Gn(w) oθ Zn,

which so happens to admit a two-relator, two-generator presentation En(w) ∼= 〈a, x | an,W 〉,

where W is just w after the substitutions xi = aixa−i, so the shift θ ∈ Aut(G), the same θ as in

Section 3.1 that sends xi to xi+1, arises via conjugation by a in En(w). Thus in our case we

have

En(x0xjxkxl) ∼= 〈a, x | an, xajxak−jxal−kxa−l〉. (3.7.1)

Note that [5, Lemma 5.2] states that, for (C) true, the extension (3.7.1) of G has the

presentation

〈a, z | an, z2ak−2pz2a−k−2p〉, (3.7.2)

where p = j if l ≡ j + k, and p = −l if l ≡ j − k.

3.8 Small Cancellation Conditions.

If any group H has a presentation that satisfies the small cancellation conditions C(4) and

T (4), then a result by Collins in [11] states that H contains a free subgroup of rank two if and

only if H is not isomorphic to one of:

(i) 〈a, b | ab = ba〉 ∼= Z× Z,

(ii) 〈a, b | a = bab〉 or 〈a, b | b = aba〉,

(iii) 〈a, b | a2b2〉 or 〈a, b | a2b−2〉,

(iv) 〈a, b | a4, b4, (ab)2〉 or 〈a, b | a4, b4, (ab−1)2〉,

(v) 〈a, b | (ab)2, (ab−1)2〉,

(vi) 〈a |〉 ∼= Z,

(vii) 〈a | as〉 ∼= Zs,

(viii) 〈a, b | a2, b2〉 ∼= Z2 ∗ Z2 ∼= D∞.
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3.9 Bogley & Parker Isomorphisms.

In the beginning of [5, Section 3], four bijective transformations σ, τ, θF , u are considered on

the set Φn of positive words of length four in the generators (xi)i∈0,n−1 of the free group Fn.

They are given by

σ(xixjxkxl) = xixlxkxj,

τ(xixjxkxl) = xlxixjxk,

θF (xixjxkxl) = xi+1xj+1xk+1xl+1, and

u(xixjxkxl) = xuixujxukxul,

(3.9.1)

where u is an element of the group Z∗n of units modulo n.

For w = x0xjxkxl and c ∈ Γn = D4 × (Zn o Z∗n), we have Gn(w) ∼= Gn(c(w)) via an

isomorphism that preserves shift dynamics by [5, Corollary 3.3], where D4 is the dihedral

group of 8 elements generated by σ and τ , computed directly in the proof of [5, Lemma

3.1], and the semidirect product consists of Z∗n, which corresponds to u, acting naturally by

multiplication on Zn, which corresponds to θF .

3.10 Polynomial Associated With a Word.

Let ai be the exponent-sum of xi for a word w in the xi with 0 ≤ i < n. (For example, if

w = x0x1x0x
−1
1 , then a0 = 2 and a1 = 0.) Then the polynomial associated with w is

f(x) =
n−1∑
i=0

aix
i.
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4
Towards a Tits Alternative.

The main result of this chapter is a proof that the Tits alternative (defined in Section 3.2) holds

for cyclically presented groups of positive word length four, except possibly the FTF case

for primary divisor (defined in Section 3.4) equal to one and γ = 1 (where γ is as defined in

Section 4.1).

To do this we begin by showing some results about a useful number and the shift extension

(3.7.1) that will be used throughout this chapter. Next we consider when each of the conditions

(A), (B), and (C) are true in isolation from the truth values of the other conditions. The

theorems we gather from this have applications when considering each of the individual

cases given by the potential truth values we can assign to each of (A), (B), and (C). With these

results established, we inspect the TFF and FFF cases, which, as we shall see, can be handled

together. The rest of the sections of this chapter cover the remaining cases. At the end of these

sections we will establish that the Tits alternative does indeed hold for cyclically presented

groups of positive word length four, with the possible exception of the FTF case, which is left

open.

The ideas from Chapter 3 are used throughout; we will make of note of them as they arise.

4.1 The Secondary Divisor and the Shift Extension.

Bogley & Parker define γ = (n, k − 2j, l − 2k + j, k − 2l, j + l) as the secondary divisor in [5].

(The primary divisor is simply (n, j, k, l).)
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Consider the shift extension (3.7.1). Here we will analyse the introduction of different

generators (by means of Tietze transformations) then quotient out by particular powers of the

generator a (defined below) in order to map En(w) onto large groups (by using the results of

Section 3.3):

En(j, k, l) = 〈a, x | an, xajxak−jxal−kxa−l〉

∼= 〈a, u | an, u2ak−2jual−k−jua−l−j〉 (by u = xaj)

∼= 〈a, u | an, ua2j−ku2al+j−2kua−k+j−l〉 (by u = xak−j)

∼= 〈a, u | an, uaj−l+kua−j−l+2ku2ak−2l〉 (by u = xal−k).

∼= 〈a, u | an, uaj+luak−j+lua−k+2lu〉 (by u = xa−l).

From the first substitution, E maps onto ZM0 ∗ Z4, where M0 = (n, k − 2j,−(j + l) −

(k − 2l),−l − j); from the second, E maps onto ZM1 ∗ Z4, where M1 = (n,−(k − 2j), l −

2k + l,−(k − 2j) − (j + l)); from the third, E maps onto ZM2 ∗ Z4, where M2 = (n,−(l −

2k + j)− (k − 2j),−(l − 2k + j), k − 2l); and from the fourth, E maps onto ZM3 ∗ Z4, where

M3 = (n, j + l,−(l − 2k + j)− (k − 2l),−(k − 2l)). But now γ divides all of M0,M1,M2 and

M3.

Thus we have the following. (See Section 3.3.)

Theorem 4.1.1. If M0 > 1,M1 > 1,M2 > 1, or M3 > 1, then G is large. In particular, if γ > 1,

then G is large.

This is already quite powerful.

Example 4.1.2. If n is even and G = Gn(1, 2, 5) (i.e., G = Gn(x0x1x2x5)), then G is large, since

γ = (n, 0, 2,−4, 6) = 2 > 1.

Theorem 4.1.3. Let n ≥ 2, 0 ≤ j, k, l < n, and 0 ≤ j′, k′, l′ < n. Consider the vectors
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v1 = ((k − 2j) (mod n), (l − k − j) (mod n), (−l − j) (mod n)),

v2 = ((j + l − 2k) (mod n), (j − k − l) (mod n), (2j − k) (mod n)),

v3 = ((k − 2l) (mod n), (j + k − l) (mod n), (2k − j − l) (mod n)),

v4 = ((l + j) (mod n), (l + k − j) (mod n), (2l − k) (mod n)),

v′1 = ((k′ − 2j′) (mod n), (l′ − k′ − j′) (mod n), (−l′ − j′) (mod n)),

v′2 = ((j′ + l′ − 2k′) (mod n), (j′ − k′ − l′) (mod n), (2j′ − k′) (mod n)),

v′3 = ((k′ − 2l′) (mod n), (j′ + k′ − l′) (mod n), (2k′ − j′ − l′) (mod n)),

v′4 = ((l′ + j′) (mod n), (l′ + k′ − j′) (mod n), (2l′ − k′) (mod n)).

If vt = v′s for some 1 ≤ s, t ≤ 4 then En(j, k, l) ∼= En(j′, k′, l′).

Proof. Cyclically permute the relators in the different presentations of En(J,K, L) above so

that u2 is the prefix of the said relators. Then compare them.

The following is now immediate.

Corollary 4.1.4. Let n ≥ 2, 0 ≤ j, k, l < n, 0 ≤ j′, k′, l′ < n and suppose Gn(j, k, l) contains a

non-abelian free subgroup. If vt = v′s for some 1 ≤ s, t ≤ 4, then Gn(j′, k′, l′) contains a non-abelian

free subgroup.

For the following sections, recall (A), (B), and (C) from Section 3.5. We study them in

isolation first simply because it is possible and fruitful to do so and to prevent repetition in

the sections handling the cases (e.g. TTT).

4.2 If (A) is true.

Recall Section 3.5: (A) is the congruence conditions 2k ≡ 0 or 2j ≡ 2l

Suppose (A) is true. Since the defining word for G is x0xjxkxl, we can cyclically permute

the word to xjxkxlx0. Now subtract j from all the subscripts, giving

x0xk−jxl−jxn−j.

Define J = k − j,K = l − j, L = n− j to get

x0xJxKxL.
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But now 2j ≡ 2l if and only if 2(l − j) ≡ 0 if and only if 2K ≡ 0. Thus, without loss of

generality, we may assume 2k ≡ 0.

4.3 If (B) is true.

Recall Section 3.5: (B) is the congruence conditions k ≡ 2j or k ≡ 2l or j + l ≡ 2k or j + l ≡ 0.

By [5, Lemma 5.3], if n, j, k, l satisfy (B), then there exists c ∈ Γn such that c(x0xjxkxl) =

x0xj′xk′xl′ , where:

(a) k′ ≡ 2j′,

(b) gcd(n, j′, k′, l′) = gcd(n, j, k, l),

(c) gcd(n, k′ − 2j′, l′ − 2k′ + j′, k′ − 2l′, j′ + l′) = gcd(n, k − 2j, l − 2k + j, k − 2l, j + 1),

(d) the parameters (n′, j′, k′, l′) satisfy

(A) if and only if (n, j, k, l) satisfy (A), and

(e) the parameters (n′, j′, k′, l′) satisfy

(C) if and only if (n, j, k, l) satisfy (C).

Part (a) is established by setting c equal to: the identity if k ≡ 2j; σ if k ≡ 2l; τ◦θjF if j+l ≡ 0;

and θ−kF ◦ σ ◦ τ 2 if j + l ≡ 2k. Here σ, τ, and θF are from (3.9.1). The parameters (n, j′, k′, l′) are

given, respectively, by (n, j, k, l), (n, l, k, j), (n, j, 2j, j + k), and (n, j − k,−k, l − k); the parts

(b)-(e) are established through direct computation.

Remark 4.3.1. We may thus assume, by [5, Corollary 3.3], that if (B) is true then k ≡ 2j.

If k ≡ 2j, [5, Lemma 5.4] states that: the shift extension E = G oθ Zn takes the form

〈a, u | an, u3αuβ〉, where α = a1−3j and β = a−l−j in 〈a〉 ∼= Zn, by the substitution u = xaj into

the presentation (3.7.1) for En(w); the condition (A) is true if and only if α = β±1 (by direct

computation); if (A) is true, then the element α ∈ 〈a〉 ∼= Zn has order n/γ, and this holds

because we can write γ = (n, j + l) and the order of α = β±1 is n/(n, j + l); and the condition

(C) is true if and only if both α = 1 and β = 1 (by direct computation).

4.4 If (C) is true.

Recall Section 3.5: (C) is congruence conditions l ≡ j + k or l ≡ j − k.

The following observations for the two conditions of when (C) is true allow us to apply

Theorem 4.1.1.
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Remark 4.4.1. For l ≡ j + k,

(n, k − 2j, k + 2j) = (n, k − 2j, 2j − k,−2j − k, 2j + k)

= (n, k − 2j, j + k − 2k + j, k − 2(j + k), j + (j + k))

= (n, k − 2j, l − 2k + j, k − 2l, j + l)

= γ.

For j ≡ l + k, similarly, we have

(n, k − 2l, k + 2l) = (n,−k − 2l, 2l − k, k − 2l, 2l + k)

= (n, k − 2(l + k), l − 2k + (l + k), k − 2l, (l + k) + l)

= (n, k − 2j, l − 2k + j, k − 2l, j + l)

= γ.

The following is immediate from Theorem 4.1.1.

Corollary 4.4.2. Let G = Gn(x0xjxkxl).

1. If l ≡ j + k and d = (n, k − 2j, k + 2j) ≥ 2, then G is large.

2. If j ≡ l + k and d = (n, k − 2l, k + 2l) ≥ 2, then G is large.

It remains to consider the cases when l ≡ j+ k & γ = 1 and when l ≡ j− k & γ = 1. These

are handled in Section 4.6, Section 4.8, Section 4.9, and Section 4.10.

Lemma 4.4.3. Suppose (C) is true. Let p = j if l ≡ j + k, and p = −l if j ≡ l + k. Then

G ∼= Gn(p, k, k + p).

Proof. Let l ≡ j + k. Then clearly G = Gn(p, k, k + p). Let j ≡ l + k. Then Gn(j, k, l) =

Gn(x0xk−pxkx−p) = Gn(xpxkxk+px0) = Gn(x0xpxkxk+p) by cyclically permuting.

4.5 TFF and FFF.

Here we consider when (B) and (C) are both false. The next theorem also covers most of the

cases when both (A) and (C) are both true.

Theorem 4.5.1. Suppose either
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1. both (A) and (C) are true and suppose either k 6≡ 0 or j 6≡ l, or

2. both (B) and (C) are false.

Then G has a free subgroup of rank two.

Proof. According to [5, Lemma 6.2 and Theorem 6.3], the presentation Pn(x0xjxkxl) is as-

pherical and C(4)-T(4) if either both (A) and (C) are true or both (B) and (C) are false. If (A)

and (C) are true, C(4)-T(4) is shown by considering length two subwords of w up to cyclic

shifts and showing that neither of these subwords is a piece, which is both necessary and

sufficient by [5, Lemma 2.1], whose proof relies on the fact that w is length four in that C(4) is

satisfied exactly when each piece has length one, and if each piece is of length one, then T(4) is

satisfied as the relators are all positive (see [17] in the proof of [5, Lemma 2.1]); and C(4)-T(4)

presentations are aspherical. If (B) and (C) are false, C(4)-T(4) is shown by [5, Lemma 2.1],

which is applicable since, modulo n, the numbers j, k − j, l − k,−l are pairwise distinct.

The same section states contrapositively that if Pn(x0xjxkxl) is aspherical and either k 6≡ 0

or j 6≡ l, then G = Gn(x0xjxkxl) is torsion-free.1 The deficiency of G is zero by 3.6. Now G

has a free subgroup of rank two since G cannot be isomorphic to any of the presentations

Collins listed2 as these groups either have positive deficiency or contain a torsion element.

We have k ≡ 0 and j ≡ l only when both (A) and (C) are true.

The cases when (A) and (C) are true are covered in Section 4.6 and Section 4.8.

4.6 TTT.

We consider when all of (A), (B), and (C) are true.

Theorem 4.6.1. Let G = Gn(x0xjxkxl). Suppose (n, j, k, l) = 1 and γ = 1. If (A), (B), and (C) are

true, then all possible cases are as follows:

1. j ≡ k ≡ l ≡ 0, in which case n = 1 and G ∼= G1(x4
0) ∼= Z4;

2. j ≡ εn
4 , k ≡ n

2 , l ≡ (ε+2)n
4 , where ε = ±1, in which case n = 4 and G ∼= G4(x0x1x2x3) ∼= F3

1Bogley & Parker’s proof of this states that if Pn(x0xjxkxl) is aspherical and G is torsion-free, then [20,

Theorem 3] tells us that the relator w or one of its shifts must be a proper power in the free group Fn with basis

(xi)i∈0,n−1, which in turn implies k ≡ 0 and j ≡ l.
2See 3.8.
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In particular, G is large when n 6= 1 and finite when n = 1. Hence the Tits alternative holds for G

when (A), (B), and (C) are all true.

Proof. Note that by Section 3.5 above, all conditions of (A), of (B), and of (C) are true.

Since 2k ≡ 0, either k ≡ 0 or k ≡ n
2 . In the former case, since l ≡ j + k, we have l ≡ j,

which in turn gives 2j ≡ 0 as j + l ≡ 0. Then we have two cases: j ≡ k ≡ l ≡ 0, which

satisfy all conditions and imply G ∼= G1(x4
0) ∼= Z4; or k ≡ 0 and j ≡ l ≡ n

2 , which imply that

n = γ = 1, a contradiction.

In the latter case, since l ≡ j ± k, we have l ≡ j ± n
2 , which in turn gives either j ≡ n

4 or 3n
4

(because 2j ≡ k) and either l ≡ 3n
4 or n

4 , respectively, which satisfy all the conditions, so now

(n, j, k, l) = 1 implies n = 4 and G ∼= G4(x0x1x2x3) ∼= F3 is large.

4.7 TTF.

We consider the case when (A) and (B) are true but (C) is false.

If γ = 1, then G is finite by [5, Theorem 8.1]; and if γ > 1, then G is large by Theorem 4.1.1.

We record this as follows:

Corollary 4.7.1. The Tits Alternative holds for cyclically presented groups of positive word length

four when (A) and (B) are true together with when (C) is false; in particular, if γ = 1, then G is finite,

and if γ > 1, G is large.

4.8 TFT.

This section focuses on when (A) is true, (B) is false, and (C) is true.

We make use of the following theorem.

Theorem 4.8.1. [34, Theorem 18] For the group given by the presentation

H = 〈a, b | ap, bq, (aµbν)r〉,

where 1 ≤ µ ≤ p− 1 and 1 ≤ ν ≤ q − 1,

(a) if (µ, p) = 1, (ν, q) = 1, and 1
p

+ 1
q

+ 1
r
< 1, then H is large; if 1

p
+ 1

q
+ 1

r
= 1, then H is infinite

and solvable; and if 1
p

+ 1
q

+ 1
r
> 1, then H is finite.
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(b) if (µ, p) > 1 or (ν, q) > 1, then H is large unless either

(i) p = 2, r = 2, and (ν, q) = 2; or

(ii) q = 2, r = 2, and (µ, p) = 2;

in which case H is infnite and solvable.

Theorem 4.8.2. Let (A) & (C) be true and (B) be false.

1. If n ≥ 3, then G is large.

2. If n = 2, then G is infinite and solvable.

Proof. Note that [5, Lemma 5.2] implies that the extension E of G in this case is of the form

〈a, z | an, (z2ak−2p)2〉,

for either p = j or p = −l. These presentations map onto 〈a, z | an, zm, (z2ak−2p)2〉, which,

by Theorem 4.8.1, is large for 1 ≤ 2 ≤ m − 1, k − 2p ≡ 0, (k − 2p, n) = 1, (2,m) = 1, and
1
n

+ 1
m

+ 1
2 < 1, so, letting, say, m = 7, we have G is large for n ≥ 3.

By Section 3.5, we may assume through the results of Section 4.4 that since both conditions

of (C) are true, we have (n, k − 2j, k + 2j) = 1 and (n, k − 2l, k + 2l) = 1, and by the above,

either: (K) either (k − 2j, n) > 1 or k ≡ 2j, or (L) either (k + 2l, n) > 1 or k ≡ −2l. But by

Section 3.5 again, (n, k − 2j, k + 2j) = 1 and (n, k − 2l, k + 2l) = 1, as well as (k + 2l, n) = 1,

are each equivalent to (k − 2j, n) = 1, and if (B) is false, then neither k ≡ 2j nor k ≡ −2l, so

neither (K) nor (L) holds.

We may thus assume that n = 2. A systematic search through the parameters j, k, l when

n = 2 gives two presentations in the TFT case, both of which are isomorphic to G2(x2
0x

2
1)

(the Baumslag-Solitar group BS(1,−1)), which is Collins’ group (iii) of [11] of Section 3.8

since the TFT case satisfies the C(4)-T(4) small cancellation conditions by [5, Theorem 6.3], so

therefore G2(x2
0x

2
1) does not have a free subgroup of rank 2. However, it is solvable, since the

abelian subgroup generated by x0x1 and x2
0 has index 2.34

3I would like to thank the Mathematics Stack Exchange user Derek Holt for this observation. It can be

verified via GAP easily.
4In particular, we can say K = G2(x2

0x2
1) is "virtually abelian“, which is to say that K has a abelian subgroup

of finite index. I would like to thank Prof. Laura Ciobanu for this observation.
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4.9 FTT.

We now consider when (A) is false but both (B) and (C) are true.

Theorem 4.9.1. [5, Theorem 7.2(ii),(iv)] If (A) is false and (C) is true, then G = Z4 if and only if

both (n, 2k) = 1 and either l ≡ j + k & (n, j) = 1 or l ≡ j − k & (n, l) = 1.

Theorem 4.9.2. Let (A) be false, (B) be true, and (C) be true. Suppose γ = 1. Suppose (n, j, k, l) = 1.

Then G = Z4.

Proof. We may assume that k ≡ 2j by Section 4.3.

Let d = (n, 2k).

For when l ≡ j+k, let θ1 = (n, j). We have θ1 | j, so θ1 | k, meaning θ1 | (n, k−2j, k+2j) = 1.

Thus θ1 = 1. Furthermore, by Section 4.4, we have (n, k − 2j, k + 2j) = 1, which is true if and

only if (n, 0, 4j) = 1, but the latter implies d = 1, so Theorem 4.9.1 applies.

For when l ≡ j − k, let θ2 = (n, l). We have that θ2 | j − k ≡ −j implies θ2 | k, which

implies θ2 | (n, k − 2l, k + 2l) = 1, i.e., θ2 = 1. We have, by Section 4.4, (n, k − 2l, k + 2l) = 1,

which is true if and only if (n, 3k − 2l, 2j − k) = 1 if and only if (n, 4j, 0) = 1, but then d = 1.

Apply Theorem 4.9.1.

4.10 FFT.

Here we consider when both (A) and (B) are false and (C) is true. I prove the following in

this section.

Theorem 4.10.1. Suppose (A) and (B) are false and (C) is true. Let

p =


j : l ≡ j + k

−l : j ≡ l + k.

Suppose γ = 1 and the primary divisor is one. Then if (n, p) = 1 and (n, 2k) = 1, then G ∼= Z4;

otherwise, G is large.

This is done using three lemmata.
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Lemma 4.10.2. Suppose (A) and (B) are false while (C) is true. Let p be as above. If G is not large,

then one of the following holds:

1. (n, p) = 1 and (n, 2k) = 1, in which case G ∼= Z2;

2. G ∼= Gn(1, J, J + 1), where (n, 4) = 2 and (n, J) = 2;

3. G ∼= Gn(J, 1, J + 1), where (n, 4) = 2 and (n, J) = 2.

Proof. Suppose G = Gn(j, k, l) is not large.

By (C), [5, Lemma 5.2] gives that E = En(j, k, l) has as a presentation E ∼= 〈a, z |

an, z2ak−2pz2a−k−2p〉. Now E maps onto 〈a, z | a2, z4〉 ∼= Z2 ∗Z4 if (n, k) is even; but that group

is large, a contradiction. Thus (n, k) is odd. If (n, 4p) > 2, then (by adjoining the relator z2)

we have that E maps onto 〈a, z | a(n,4p), z2〉, which is large, a contradiction. Thus (n, 4p) ≤ 2.

Moreover, for any q ≥ 1, the group E maps onto G(q) = 〈a, z | a(n,2k), (z2ak−2p)2, zq〉. Suppose

k− 2p ≡ 0 (mod (n, 2k)). Then Q(4) ∼= Z(n,2k) ∗Z4, which is large if (n, 2k) > 1. Now suppose

k − 2p 6≡ 0 (mod (n, 2k)). Then Q(7) is large if (n, 2k) > 2 by [1]. Therefore, we may assume

(n, 2k) ≤ 2.

Let (n, 2k) = 1. Then (n, 2p) = 1, so (n, p) = 1, so then G ∼= Z4 by [5, Theorem 7.2]. Hence

(1). Thus we may assume (n, 2k) = 2, so that (n, 4p) = 2 and (n, k) = 1; this implies (n, 4) = 2.

By Lemma 4.4.3, G = Gn(p, k, k+p). NowG ∼= Gn(J, 1, J+1) since (n, k) = 1, where J ≡ pk−1

(by [5, Section 3]). Then (n, J) = (n, pk−1) = (n, p) is either 1 or 2. The latter case gives item

(3) on the list. If (n, J) = 1, then Gn(x0xJx1xJ+1) ∼= Gn(x0x1xJ−1xJ−1+1, and replacing J−1 by

J then gives item (2) on the list.

Items (2) and (3) of Lemma 4.10.2 in the next couple of lemmata.

Lemma 4.10.3. Let n ≥ 4 be even and J , odd. Then Gn(1, J, J + 1) is large.

Proof. Let G = Gn(1, J, J + 1). Then

G ∼= 〈x0, . . . , xn−1, y0, . . . , yn−1 | yi = xixi+1, yiyi+1(1 ≤ i < n)〉.

Note that y0 = y−1
J = y2J = y−1

3J = · · · = y(n−2)J = y−1
(n−1)J ; i.e., yi = y

(−1)i
0 since J is odd.

Thus
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G ∼= 〈x0, . . . , xn−1, y0, . . . , yn−1 | yi = xixi+1, yi = y
(−1)i
0 (0 ≤ i < n)〉

∼= 〈x0, . . . , xn−1, y | y(−1)i = xixi+1(0 ≤ i < n)〉 (by writing y = y0 and eliminating y1 . . . , yn−1)〉

∼= 〈x0, . . . , xn−1, y | x2ux2u+1 = y, x2u+1x2u+2 = y−1(0 ≤ u < n)〉

∼= 〈x0, . . . , xn−1, y | x2ux2u+1 = y, x2u+1 = y−1x−1
2u+2(0 ≤ u < n)〉

∼= 〈x0, x2, . . . , xn−2, y | x2uy
−1x−1

2u+2 = y(0 ≤ u < n)〉 (by eliminating x1, x3, . . . , xn−1)

∼= 〈x0, x2, . . . , xn−2, y | x2u+2 = y−1x2uy
−1(0 ≤ u < n)〉.

Now we can eliminate x2, x4, . . . , xn−4, xn−2 and write x = x0 to getG ∼= 〈x, y | y−n/2xy−n/2〉.

Kill yn/2. Then G maps onto 〈x, y | yn/2〉 ∼= Z ∗ Zn/2. But n ≥ 4, so G is large.

Lemma 4.10.4. Let n ≥ 4, (n, 4) = 2, (n, J) = 2. Then Gn(J, 1, J + 1) is large.

Proof. Suppose n = 2m for m ≥ 3 is odd, J = 2q, (m, q) = 1. Let G = Gn(J, 1, J + 1). Then

G ∼= 〈x0, . . . , x2m−1 | xixi+2qxi+1xi+2q+1(0 ≤ i < 2m)〉

∼= 〈x0, . . . , x2m−1, y0, . . . , y2m−1 | yiyi+1, yi = xixi+2q(0 ≤ i < 2m)〉

Then yi = y
(−1)i
0 for every 0 ≤ i < 2m, so you can eliminate y1, . . . , y2m−1 and write y = y0.

Now

G ∼= 〈x0, . . . , x2m−1, y | y(−1)i = xixi+2q(0 ≤ i < 2m)〉

∼= 〈x0, . . . , x2m−1, y | y = x2ux2u+2q, y
−1 = x2u+1x2(u+q)+1(0 ≤ u < m)〉

∼= 〈a0, . . . , a2m−1, b0, . . . , b2m−1, y | y = auau+q, y
−1 = bubu+q(0 ≤ u < m)〉,

by letting au = x2u and bu = x2u+1 for 0 ≤ u < m, where the subscripts are now modulo

m. For 0 ≤ u < m, multiply the subscripts by q−1 (mod m) and set v = uq−1 (mod m). Then

G ∼= 〈a0, . . . , a2m−1, b0, . . . , b2m−1, y | y = avav+1, y
−1 = bvbv+1(0 ≤ v < m)〉.

Write a = a0, b = b0 and eliminate a1, . . . , am−2, am−1 and b1, . . . , bm−2, bm−1. Then

G ∼= 〈a, b, y | a = y−(m−1)/2a−1y(m+1)/2, b = y−(m−1)/2b−1y(m+1)/2〉

∼= 〈a, b, y | ay(m−1)/2a = y(m+1)/2, by(m−1)/2b = y(m+1)/2〉

∼= 〈a, b, y | (ay(m−1)/2)2 = ym, (by(m−1)/2)2 = ym〉,
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which maps onto Q = 〈a, y | (ay(m−1)/2)2, ym, a7〉, which is large for all m ≥ 3 by [1].

Theorem 4.10.1 now follows from Lemmata 4.10.2, 4.10.3, 4.10.4.

4.11 FTF.

No progress, so far, has been made regarding the Tits alternative in the FTF case (beyond the

preliminary results above, such as those about the secondary divisor γ, and the calculations

in Chapter 6); we leave the following as an open problem.

Open Problem 4.11.1. Suppose (A) and (C) are false, k ≡ 2j (so (B) is true), (n, j, k, l) = 1, and

γ = 1 for G = Gn(j, k, l). Does G satisfy the Tits alternative?

This is a similar situation to that of the Tits alternative for cyclically presented groups of

positive word length three. See [14].

4.12 Conclusion.

By pulling together the results of this Chapter, from Section 4.1 to Section 4.11, we have

proven the following.

Main Theorem 4.12.1. Suppose Bogley & Parker’s (A), (B), and (C) are not false, true, and false,

respectively; that is, suppose any case except FTF. Then the Tits alternative holds for Gn(x0xjxkxl).

In the FTF case, the Tits alternative holds for Gn(x0xjxkxl) except possibly when both (n, j, k, l) = 1

and γ = 1.
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Infinite Abelianisation.

In Theorem 5.0.2 we classify the groups Gn(j, k, l) that have infinite abelianisation. To do this

we use the following number theoretic characterisation of when a cyclically presented group

has infinite abelianisation.

Theorem 5.0.1. [22] If Gn(w) is a cyclically presented group and f is the polynomial associated with

w, then

|Gn(w)ab| =

∣∣∣∣∣∣
∏
ξn=1

f(ξ)

∣∣∣∣∣∣ ,
where the left hand side is infinity if and only if the right hand side is zero.

Theorem 5.0.2. For w = x0xjxkxl such that (n, j, k, l) = 1, we have |Gn(w)ab| is infinite if and only

if both n is even and {j, k, l} corresponds to the multiset {odd, odd, even}.

Proof. Let (n, j, k, l) = 1.

We have |Gn(w)ab| is infinite if and only if∣∣∣∣∣∣
∏
ξn=1

f(ξ)

∣∣∣∣∣∣ = 0

if and only if f(ξ) = 0 for some ξn = 1, where f(t) = 1 + tj + tk + tl is the polynomial

associated with w.

If n is even and {j, k, l} = {odd, odd, even}, then f(−1) = 0, so |Gn(w)ab| is infinite.

If f(ξ) = 0 for some ξn = 1, then |ξ| = 1 implies that ξ̄ = ξ−1, so that f(ξ) = 0 and

f(ξ−1) = f(ξ̄) = 0 imply

1 + J +K + L = 0
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and

1 + J−1 +K−1 + L−1 = 0,

where J = ξj, K = ξk, L = ξl. We have

1 = JJ−1

= (−K − L− 1)(−K−1 − L−1 − 1)

= 3 +KL−1 +K−1L+K +K−1 + L+ L−1,

which implies

(K + L)(1 + L)(1 +K) = 0;

similarly, we have

(L+ J)(1 + J)(1 + L) = 0 and

(J +K)(1 +K)(1 + J) = 0.

Notice that if none of J,K, L is −1, then J = K = L = 0, a contradiction, and so the

system of nonlinear equations has solutions (J,K, L) of the form (−1, K,−K), (J,−1,−J),

and (J,−J,−1).

If (J,K, L) = (−1, K,−K), then since J = −1, n is even. We have ξk = K = −L = JL =

ξj+l, so that k ≡ j + l (mod ord(ξ)). Notice that since J = −1, we have 2 | ord(ξ) and so

k ≡ j + l (mod 2), which implies that {j, k, l} corresponds to the multiset {odd, odd, even}.

Similar arguments apply for (J,K, L) equal to (J,−1,−J) and to (J,−J,−1).

Corollary 5.0.3. For w = x0xjxkxl such that (n, j, k, l) = 1, we have |Gn(w)ab| is infinite if and

only if both n is even and l ≡ j + k (mod 2).
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A study of the groups with few generators.

In this Chapter we perform a computational analysis of the groups Gn(j, k, l) for small values

of n. We obtain results concerning the structure of the group and its abelianisation and

the existence of a non-abelian free subgroup. This data was gathered using the computer

programme GAP [15]; the code is in Appendix A. The software KBMAG was used [19]. We

also investigate some structural aspects of the groups, based on the tables.

As noted in the introduction, what I do here is similar to the work on different words in

[9] and [25].

6.1 Generic Tables up to n = 8.

Here tables are constructed for low values of n, making a note of the number of groups

up to isomorphism, the ABC values, the value of γ, |G|, asphericity, the deficiency of the

presentation after an application of GAP’s TzGoGo command (a command which simplifies

the group presentation), the existence of free subgroup of rank two, the abelian invariants,

and why groups with shared abelian invariants are distinct.

(Please see Tables 6.1, 6.2, 6.3, 6.4 and 6.5.)

6.2 Tables from n = 9 up to n = 18 for the FTF case.

Here we restrict our focus to the FTF case. We keep track of γ values, the existence of free

subgroups of rank two and the methods of discovering them, the abelian invariants, and why
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n N(n) [n, j, k, l] ABC γ |G| A(G) D(G) FS(G) Abelian Reason

representatives Invariants [15] Distinct

1 1 [1, 0, 0, 0] ∼= Z4 TTT 1 4 Y 0, µ N 4

2 3 [2, 0, 0, 1] ∼= Z8 TTF 1 8 N 0, µ N 8

[2, 0, 1, 1] ∼= BS(1,−1) TFT 1 ∞ Y 1 N 0, 2

[2, 1, 0, 1] ∼= Z2 ∗ Z, [35] TTT 2 ∞ Y 1 Y

3 5 [3, 0, 0, 1] ∼= Z28 TTF 1 28 N 0, µ Y 4, 7

[3, 0, 1, 1] FFT 1 ∞ N 0 Y 2, 2, 4 †

[3, 1, 0, 1] TFT 1 ∞ Y 0, µ Y

[3, 0, 1, 2] ∼= Z4, [35] FTT 1 4 N 0, µ N 4 †

[3, 1, 0, 2] ∼= [12, 1] TTF 1 12 N 0, µ N

4 9 [4, 0, 0, 1] ∼= Z80 TTF 1 80 N 0, µ N 5, 16

[4, 0, 1, 1] FFT 1 ∞ N 1 Y 0, 2, 2, 2 ††

[4, 1, 0, 1] TFT 2 ∞ Y 0, µ Y

[4, 0, 1, 2] ∼= [80, 3] TTF 1 80 N 0, µ N 16 ††

[4, 1, 0, 2] ∼= [80, 1] TTF 1 80 N 0, µ N

[4, 0, 1, 3] FFT 1 ∞ N 1 Y 0, 4 ††

[4, 1, 0, 3] ∼= Z ∗ Z4 TTF 2 ∞ N 1 Y

[4, 1, 2, 3] ∼= Z ∗ Z ∗ Z, [35] TTT 2 ∞ Y 3 Y 0, 0, 0 ††

[4, 1, 3, 2] FFT 1 ∞ N 1 Y

A(G): Aspherical?

FS(G): Free Subgroup of rank two?

D(G): Deficiency of a presentation ofG after TzGoGo.[15]

N(n): The number of isomorphism classes for n.

# Discovered using the KBMAG software.[15]

µ: Theoretical maximum.

†: The derived subgroups have different abelianisation.[15]

††: The index two subgroups are different.[15]

Table 6.1: The structure of groups for n ≤ 4.
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n N(n) [n, j, k, l] ABC γ |G| A(G) D(G) FS(G) Abelian Reason

representatives Invariants [15] Distinct

5 8 [5, 0, 0, 1] ∼= Z244 TTF 1 244 N 0, µ N 4, 61

[5, 0, 1, 1] FFT 1 ∞ N 0 Y 2, 2, 2, 2, 4 †

[5, 1, 0, 1] FTF 1 ∞ Y 0, µ Y

[5, 0, 1, 2] ∼= [220, 9] FTF 1 220 Y 0, µ N 4, 11 †

[5, 1, 0, 2] TFF 1 ∞ N 0 Y

[5, 0, 1, 4] ∼= Z4, [35] FFT 1 4 N 0, µ N 4

[5, 1, 0, 4] ∼= [20, 1] TTF 1 20 N 0, µ N

[5, 1, 3, 2] FFF 1 ∞ Y 0, µ Y

A(G): Aspherical?

FS(G): Free Subgroup of rank two?

D(G): Deficiency of a presentation ofG after TzGoGo.[15]

N(n): The number of isomorphism classes for n.

# Discovered using the KBMAG software.[15]

µ: Theoretical maximum.

†: The derived subgroups have different abelianisation.[15]

††: The index two subgroups are different.[15]

Table 6.2: The structure of groups for n = 5.



6.2 Tables from n = 9 up to n = 18 for the FTF case. 32

n N(n) [n, j, k, l] ABC γ |G| A(G) D(G) FS(G) Abelian Reason

representatives Invariants [15] Distinct

6 21 [6, 0, 0, 1] ∼= Z728 TTF 1 728 N 0, µ N 7, 8, 13

[6, 0, 1, 1] FFT 1 ∞ N 0 Y 0, 2, 2, 2, 2, 2 ††

[6, 1, 0, 1] TFT 2 ∞ Y 0, µ Y

[6, 0, 1, 2] FTF 1 4088448 N 0, µ N 7, 8

[6, 0, 2, 3] TFF 1 ∞ Y 0, µ Y †

[6, 1, 0, 2] TFF 1 ∞ Y 0, µ Y

[6, 2, 0, 3] ∼= [728, 2] TTF 1 728 N 0, µ N

[6, 0, 1, 3] TFF 1 ∞ Y 0, µ Y 0, 2, 7 ††

[6, 1, 0, 3] ∼= Z ∗ Z14 TTF 2 ∞ N 1 Y

[6, 0, 1, 4] FFF 1 ∞ Y 0, µ Y 4, 4, 8 †

[6, 1, 0, 4] TFF 1 ∞ Y 0, µ Y

[6, 0, 1, 5] FTF 1 ∞ Y 1 Y 0, 2, 3 ††

[6, 1, 0, 5] TTF 2 ∞ N 1 Y

[6, 1, 2, 3] ∼= Z ∗ Z2[35] FTT 2 ∞ N 1 Y 0, 2 ††

[6, 1, 3, 2] TFF 1 ∞ Y 0, µ Y

[6, 1, 5, 2] FFT 1 ∞ N 1 Y

[6, 1, 2, 4] ∼= [24, 1] TTF 1 24 N 0, µ N 8 ††

[6, 1, 4, 2] FTF 1 4088448 N 0, µ N

[6, 1, 3, 4] TFT 1 ∞ Y 3 Y 0, 0, 0, 2 ††

[6, 1, 4, 3] FFT 2 ∞ N 1 Y

[6, 2, 5, 3] FFT 1 ∞ N 1 Y

A(G): Aspherical?

FS(G): Free Subgroup of rank two?

D(G): Deficiency of a presentation ofG after TzGoGo.[15]

N(n): The number of isomorphism classes for n.

# Discovered using the KBMAG software.[15]

µ: Theoretical maximum.

†: The derived subgroups have different abelianisation.[15]

††: The index two subgroups are different.[15]

Table 6.3: The structure of groups for n = 6.
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n N(n) [n, j, k, l] ABC γ |G| A(G) D(G) FS(G) Abelian Reason

representatives Invariants [15] Distinct

7 11 [7, 0, 0, 1] ∼= Z2188 TTF 1 2188 N 0, µ N 4, 547

[7, 0, 1, 1] FFT 1 ∞ N 0 Y 2, 2, 2, 2, 2, 2, 4 †

[7, 1, 0, 1] TFT 1 ∞ Y 0, µ Y

[7, 0, 1, 2] FTF 1 ∞ Y 0, µ ? 4, 29 †

[7, 1, 0, 2] TFF 1 ∞ Y 0, µ Y

[7, 0, 1, 3] FFF 1 ∞ Y 0, µ Y 4, 71 ††

[7, 1, 0, 3] TFF 1 ∞ Y 0, µ Y

[7, 0, 1, 6] ∼= Z4[35] FFT 1 4 N 0, µ N 4 †

[7, 1, 0, 6] ∼= [28, 1] TTF 1 28 N 0, µ N

[7, 1, 3, 2] FFF 1 ∞ Y 0, µ Y

[7, 1, 2, 4] FTF 1 ∞ Y 0, µ Y 2, 2, 2, 4

A(G): Aspherical?

FS(G): Free Subgroup of rank two?

D(G): Deficiency of a presentation ofG after TzGoGo.[15]

N(n): The number of isomorphism classes for n.

# Discovered using the KBMAG software.[15]

µ: Theoretical maximum.

†: The derived subgroups have different abelianisation.[15]

††: The index two subgroups are different.[15]

Table 6.4: The structure of groups for n = 7.
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n N(n) [n, j, k, l] ABC γ |G| A(G) D(G) FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

8 25 [8, 0, 0, 1] ∼= Z6560 TTF 1 6560 N 0 N 5, 32, 41

[8, 0, 1, 1] FFT 1 ∞ N 0, µ Y 0, 2, 2, 2, 2, 2, 2, 2 ††

[8, 1, 0, 1] TFT 2 ∞ Y 0, µ Y

[8, 0, 1, 2] FTF 1 ∞ Y 0, µ Y# G.1, G.5 3, 3, 32 †

[8, 1, 0, 2] TFF 1 ∞ Y 0, µ Y

[8, 0, 1, 3] FFF 1 ∞ Y 0, µ Y 0, 3, 3, 8 ††

[8, 1, 0, 3] TFF 2 ∞ Y 0, µ Y

[8, 0, 1, 4] TFF 1 ∞ Y 0, µ Y 5, 32 †

[8, 1, 0, 4] TTF 1 6560 N 0, µ N

[8, 0, 1, 5] FFF 1 ∞ Y 0, µ Y 0, 4, 4, 4 ††

[8, 1, 0, 5] TFF 2 ∞ Y 0, µ Y

[8, 0, 1, 6] FFF 1 ∞ Y 0, µ Y 17, 32 ††

[8, 1, 0, 6] TFF 1 ∞ Y 0, µ Y

[8, 0, 1, 7] FFT 1 ∞ N 1 Y 0, 8 ††

[8, 1, 0, 7] TTF 2 ∞ N 1 Y

[8, 1, 4, 3] TFF 2 ∞ Y 0, µ Y

[8, 1, 5, 2] FFF 1 ∞ Y 0, µ Y

[8, 1, 2, 3] FTT 2 ∞ N 3 Y 0, 0, 0 ††
∼= Z ∗ Z ∗ Z[35]

[8, 1, 3, 2] FFF 1 ∞ N 0 Y

[8, 1, 3, 6] FFT 1 ∞ N 1 Y

[8, 1, 2, 4] FTF 1 ∞ Y 0, µ Y# G.1, G.2 32 †

[8, 1, 3, 5] TTF 1 6560 N 0, µ N

[8, 1, 5, 3] FFF 1 ∞ Y 0, µ Y

[8, 1, 4, 5] TFT 2 ∞ Y 4 Y 0, 0, 0, 0, 0 ††

[8, 4, 1, 5] FFT 1 ∞ N 1 Y

A(G): Aspherical?

FS(G): Free Subgroup of rank two?

D(G): Deficiency of a presentation ofG after TzGoGo.[15]

N(n): The number of isomorphism classes for n.

# Discovered using the KBMAG software.[15]

µ: Theoretical maximum.

†: The derived subgroups have different abelianisation.[15]

††: The index two subgroups are different.[15]

Table 6.5: The structure of groups for n = 8.



6.3 Tables for FTF case with prime n from n = 19. 35

groups with shared abelian invariants are distinct.

(Please see Tables 6.6, 6.7, 6.8, 6.9, and 6.10.)

6.3 Tables for FTF case with prime n from n = 19.

This section is also restricted to the FTF case, but this time, we inspect the case when n is

prime up to 109, making a note of γ, the existence of free subgroups of rank two, the methods

used to find the free subgroups of rank two, the abelian invariants, and why groups with

shared abelian invariants are distinct. One table is displayed for prime n greater than 37, with

lower and upper bounds on the number of groups and exact numbers where possible.

(Please see Tables 6.11, 6.12, 6.13, 6.14, 6.15, and 6.16.)

6.4 Tables for FTF case with n as prime powers.

Here we look at when n is a prime power greater than 18 for the FTF case. The tables make a

note of the value of γ, the existence of a free subgroup of rank two (and why), the abelian

invariants, and the reason groups with shared abelian invariants are distinct.

(Please see Tables 6.17, 6.18, 6.19, 6.20, and 6.21.)

6.5 The structure of particular families of groups.

Theorem 6.5.1. Let n = 2t, t ≥ 1, G = Gn(1, 0, n− 1). Then

G ∼= Gn(1, 2, 1)

∼= 〈0, 1 | (01)n〉

∼= Zn ∗ Z.

Proof. The defining presentation for Gn(1, 0, n− 1) has relators xixi+1xixi+n−1 for i ∈ 0, n− 1.

Adding 1 to each of the subscripts modulo n (so, applying Bogley & Parkers’s θ; see 3.9.1),

these become xi+1xi+2xi+1xi; cylically permuting then gives Ri := xixi+1xi+2xi+1; that is, Ri is

the i’th relator. Hence

Gn(1, 0, n− 1) ∼= Gn(1, 2, 1).
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

9 4 [9, 0, 1, 2] 1 ? [4, 127]

[9, 1, 2, 4] 1 Y# G.1, G.8 [4, 19] †

[9, 1, 2, 5] 1 ?

[9, 1, 3, 6] 1 ? [4, 7]

10 5 [10, 0, 1, 2] 1 Y# G.1, G.5 [8, 11, 11]

[10, 1, 2, 4] 1 ? [8, 11] †

[10, 1, 3, 5] 1 Y# G.1, G.6

[10, 1, 4, 2] 1 ?

[10, 1, 2, 5] 2 Y [0, 2, 11]

11 4 [11, 0, 1, 2] 1 Y# G.1, G.5 [4, 23, 23]

[11, 1, 2, 4] 1 ? [4, 23] †

[11, 1, 2, 6] 1 Y# G.1, G.9

[11, 1, 2, 5] 1 Y# G.1, G.9 [4, 89]

12 8 [12, 0, 1, 2] 1 Y# G.1, G.9 [7, 16, 37]

[12, 1, 2, 4] 1 Y# G.1, G.9 [13, 16] †

[12, 1, 4, 2] 1 Y# G.1, G.9

[12, 1, 2, 5] 2 Y [0, 4, 13]

[12, 1, 2, 6] 1 Y# G.1, G.9 [7, 16]

[12, 1, 3, 5] 1 Y# G.1, G.9 [5, 5, 16]

[12, 1, 4, 8] 1 Y# G.1, G.9 [5, 16] †

[12, 1, 8, 4] 1 Y# G.1, G.9

13 5 [13, 0, 1, 2] 1 Y# G.1, G.9 [4, 2003]

[13, 1, 2, 4] 1 Y# G.1, G.9 [4, 79] †

[13, 1, 2, 7] 1 Y# G.1, G.9

[13, 1, 2, 5] 1 Y# G.1, G.9 [4, 157]

[13, 1, 2, 6] 1 ? [4, 53]
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

# Discovered using the KBMAG software.[19]

†: The derived subgroups have different abelianisation.[15]

††: The index two subgroups are different.[15]

† † †: The index three subgroups are different.[15]

Table 6.6: The structure of FTF groups for n = 9 to n = 13.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

14 8 [14, 0, 1, 2] 1 Y# G.1, G.9 [8, 29, 71]

[14, 1, 2, 4] 1 Y# G.1, G.9 [4, 4, 4, 8] † † †

[14, 1, 4, 2] 1 Y# G.1, G.9

[14, 1, 2, 5] 2 Y [0, 2, 4, 4, 4]

[14, 1, 2, 6] 1 ? [8, 29] †

[14, 1, 8, 4] 1 Y# G.1, G.9

[14, 1, 2, 7] 2 Y [0, 2, 29]

[14, 1, 3, 5] 1 ? [8, 43]
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

# Discovered using the KBMAG software.[19]

†: The derived subgroups have different abelianisation.[15]

††: The index two subgroups are different.[15]

† † †: The index three subgroups are different.[15]

Table 6.7: The structure of FTF groups for n = 14.

Now consider G ∼= Gn(1, 2, 1). The defining presentation is now

〈x0, x1, . . . , xn−1 | x0x1x2x1, x1x2x3x2, . . . , xn−1x0x1x0〉.

Note that R0 gives x2 = x−1
1 x−1

0 x−1
1 , so that, in turn, R1 is x1(x−1

1 x−1
0 x−1

1 )x3(x−1
1 x−1

0 x−1
1 ).

Thus x3 = x1(x0x1)2.

We proceed by induction, showing that for 0 ≤ m ≤ n/2− 2,

R2m :x2m+2 = x−1
1 (x−1

0 x−1
1 )2m+1,

R2m+1 :x2m+3 = x1(x0x1)2m+2.

The base cases m = 0 and m = 1 (i.e., R0 and R1 above) hold.

Assume the cases when 0 ≤ m ≤ r.

Consider when m = r + 1:

R2(r+1) = R2r+2 : x2r+2x2r+3x2r+4x2r+3,

so now
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

15 11 [15, 0, 1, 2] 1 Y# G.1, G.9 [4, 11, 751]

[15, 1, 2, 4] 1 Y# G.1, G.9 [4, 211] ††

[15, 1, 2, 8] 1 Y# G.1, G.9

[15, 1, 2, 5] 1 Y# G.1, G.9 [4, 11, 31]

[15, 1, 2, 6] 1 Y# G.1, G.9 [4, 61] †

[15, 1, 5, 10] 1 Y# G.1, G.9

[15, 1, 10, 5] 1 Y# G, 1, G.9

[15, 1, 2, 7] 1 Y# G.1, G.9 [2, 2, 2, 2, 4, 11]

[15, 1, 3, 9] 1 Y# G.1, G.9 [4, 7, 31]

[15, 1, 6, 3] 1 ? [4, 7, 11]

[15, 1, 10, 4] 1 Y# G.1, G.9 [2, 2, 2, 2, 4, 7]

16 8 [16, 0, 1, 2] 1 Y# G.1, G.9 [3, 3, 64, 113]

[16, 1, 2, 4] 1 Y# G.1, G.9 [17, 64] ?

[16, 1, 2, 6] 1 Y# G.1, G.9

[16, 1, 3, 5] 1 Y# G.1, G.9

[16, 1, 4, 2] 1 Y# G.1, G.9

[16, 1, 2, 5] 2 Y [0, 16, 17]

[16, 1, 2, 7] 2 Y [0, 0, 0, 17]

[16, 1, 2, 8] 1 Y# G.1, G.9 [3, 3, 64]
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

# Discovered using the KBMAG software.[19]

†: The derived subgroups have different abelianisation.[15]

††: The index two subgroups are different.[15]

† † †: The index three subgroups are different.[15]

Table 6.8: The structure of FTF groups for n = 15 to n = 16.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

17 7 [17, 0, 1, 2] 1 Y# G.1, G.9 4, 137, 239

[17, 1, 2, 4] 1 Y# G.1, G.9 4, 443 ††

[17, 1, 2, 9] 1 ? ?

[17, 1, 2, 5] 1 Y# G.1, G.9 4, 953

[17, 1, 2, 6] 1 ? 4, 103

[17, 1, 2, 7] 1 Y# G.1, G.9 4, 307

[17, 1, 2, 8] 1 ? ? 4, 647
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.9: The structure of FTF groups for n = 17.

x2r+4 = x−1
2r+3x

−1
2r+2z

−1
2r+3

= (x1(x0x1)2r+2)−1(x−1
1 (x−1

0 x−1
1 )2r+1)−1(x1(x0x1)2r+2)−1 (by induction)

= (x1(x0x1)2r+2)−1
[
(x1x0)2r+1x1

]
((x−1

1 x−1
0 )2r+2x−1

1 )

= ((x−1
1 x−1

0 )2r+2x−1
1 )

[
((x1x0)2r+1x1)(x−1

1 (x−1
0 x−1

1 )2r+1x−1
0 x−1

1

]
︸ ︷︷ ︸

=x−1
0 x−1

1

= x−1
1 (x−1

0 x−1
1 )2r+3,

and

R2(r+1)+1 = R2r+3 : x2r+3x2r+4x2r+5x2r+4

implies
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

18 14 [18, 0, 1, 2] 1 ? ? 7, 8, 37, 127

[18, 1, 2, 4] 1 ? ? 8, 19, 19 ††

[18, 1, 4, 2] 1 ? ?

[18, 1, 2, 5] 2 Y N/a 0, 2, 19, 19

[18, 1, 2, 6] 1 ? ? 7, 8, 19 ††

[18, 1, 2, 8] 1 ? ?

[18, 1, 2, 7] 2 Y ? 0, 2, 9, 19

[18, 1, 2, 9] 2 Y ? 0, 2, 127

[18, 1, 3, 5] 1 ? ? 8, 19, 37

[18, 1, 4, 7] 2 Y ? 0, 2, 7, 19

[18, 1, 5, 9] 1 ? ? 8, 127

[18, 1, 6, 12] 1 ? ? 7, 8, 13

[18, 1, 11, 3] 1 ? ? 8, 109

[18, 2, 5, 8] 1 ? ? 7, 8, 73
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.10: The structure of FTF groups for n = 18.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

19 8 [19, 0, 1, 2] 1 ? ? 4, 130873

[19, 1, 2, 4] 1 ? ? 4, 1103 ††

[19, 1, 2, 10] 1 ? ?

[19, 1, 2, 5] 1 ? ? 4, 2243

[19, 1, 2, 6] 1 ? ? 4, 571

[19, 1, 2, 7] 1 ? ? 4, 647

[19, 1, 2, 8] 1 ? ? 4, 191

[19, 1, 2, 9] 1 ? ? 4, 1559
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.11: The structure of FTF groups for n = 19.

n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

23 10 [23, 0, 1, 2] 1 ? ? 4, 2095853

[23, 1, 2, 4] 1 ? ? 4, 47, 139 ††

[23, 1, 2, 9] 1 ? ?

[23, 1, 2, 12] 1 ? ?

[23, 1, 2, 5] 1 ? ? 4, 47, 277

[23, 1, 2, 6] 1 ? ? 4, 2393

[23, 1, 2, 7] 1 ? ? 4, 47, 47

[23, 1, 2, 8] 1 ? ? 4, 691

[23, 1, 2, 10] 1 ? ? 4, 3037

[23, 1, 2, 11] 1 ? ? 4, 6763
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.12: The structure of FTF groups for n = 23.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

29 13 [29, 0, 1, 2] 1 ? ? 4, 8353, 16067

[29, 1, 2, 4] 1 ? ? 4, 59, 1567 ††

[29, 1, 2, 15] 1 ? ?

[29, 1, 2, 5] 1 ? ? 4, 185369

[29, 1, 2, 6] 1 ? ? 4, 20533

[29, 1, 2, 7] 1 ? ? 4, 18097

[29, 1, 2, 8] 1 ? ? 4, 54289

[29, 1, 2, 9] 1 ? ? 4, 59, 1103

[29, 1, 2, 10] 1 ? ? 4, 59, 59

[29, 1, 2, 11] 1 ? ? 4, 82129

[29, 1, 2, 12] 1 ? ? 4, 36599

[29, 1, 2, 13] 1 ? ? 4, 3, 59, 233

[29, 1, 2, 14] 1 ? ? 4, 59, 1741
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.13: The structure of FTF groups for n = 29.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

31 14 [31, 0, 1, 2] 1 ? ? 4, 373, 1439393

[31, 1, 2, 4] 1 ? ? 4, 225061 ††

[31, 1, 2, 16] 1 ? ?

[31, 1, 2, 5] 1 ? ? 4, 446401

[31, 1, 2, 6] 1 ? ? 2, 2, 2, 2, 2, 4, 1427

[31, 1, 2, 7] 1 ? ? 4, 34721

[31, 1, 2, 8] 1 ? ? 4, 311, 311

[31, 1, 2, 9] 1 ? ? 4, 115879

[31, 1, 2, 10] 1 ? ? 2, 2, 2, 2, 2, 4, 2357

[31, 1, 2, 11] 1 ? ? 2, 2, 2, 2, 2, 4, 5023

[31, 1, 2, 12] 1 ? ? 4, 6263

[31, 1, 2, 13] 1 ? ? 4, 43711

[31, 1, 2, 14] 1 ? ? 4, 69317

[31, 1, 2, 15] 1 ? ? 4, 5, 5, 5, 2543
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.14: The structure of FTF groups for n = 31.



6.5 The structure of particular families of groups. 44

n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

37 17 [37, 0, 1, 2] 1 ? ? 4, 149, 230603167

[37, 1, 2, 4] 1 ? ? 4, 3183703 ††

[37, 1, 2, 19] 1 ? ?

[37, 1, 2, 5] 1 ? ? 4, 6357859

[37, 1, 2, 6] 1 ? ? 4, 396937

[37, 1, 2, 7] 1 ? ? 4, 262553

[37, 1, 2, 8] 1 ? ? 4, 223, 1259

[37, 1, 2, 9] 1 ? ? 4, 1215673

[37, 1, 2, 10] 1 ? ? 4, 960151

[37, 1, 2, 11] 1 ? ? 4, 223, 3331

[37, 1, 2, 12] 1 ? ? 4, 919081

[37, 1, 2, 13] 1 ? ? 4, 3118139

[37, 1, 2, 14] 1 ? ? 4, 32783

[37, 1, 2, 15] 1 ? ? 4, 149, 6143

[37, 1, 2, 16] 1 ? ? 4, 1211603

[37, 1, 2, 17] 1 ? ? 4, 577349

[37, 1, 2, 18] 1 ? ? 4, 4295479
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.15: The structure of FTF groups for n = 37.
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n M(n) L(n) Exact

41 19 † †, ∗

43 20 † †, ∗

47 22 † †, ∗

53 25 † †, ∗

59 28 † †, ∗

61 29 † †, ∗

67 32 † †, ∗

71 34 † †, ∗

73 35 † †, ∗

79 38 † †, ∗

83 40 † †, ∗

89 43 † †, ∗

97 47 † †, ∗

101 49 † †, ∗

103 50 49 ∗

107 52 51 ∗

109 53 52 ∗
M(n): Maximum number of FTF isomorphism classes.[15]

L(n): Minimum number of FTF isomorphism classes.[15]

Exact: Exact number of FTF isomorphism classes.[15]

∗: The majority of the abelian invariants are distinct.[15]

††: The index two subgroups are different.[15]

Table 6.16: The number of isomorphism classes for FTF groups for prime n with 41 ≤ n ≤ 109.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

25 13 [25, 0, 1, 2] 1 ? ? 4, 11, 151, 5051

[25, 1, 2, 4] 1 ? ? 4, 15901 ††

[25, 1, 2, 13] 1 ? ?

[25, 1, 2, 5] 1 ? ? 4, 11, 2851

[25, 1, 2, 6] 1 ? ? 4, 3251

[25, 1, 2, 7] 1 ? ? 4, 11, 401

[25, 1, 2, 8] 1 ? ? 4, 101, 101

[25, 1, 2, 9] 1 ? ? 4, 19001

[25, 1, 2, 10] 1 ? ? 4, 11, 101

[25, 1, 2, 11] 1 ? ? 4, 4751

[25, 1, 2, 12] 1 ? ? 4, 11, 2251

[25, 1, 5, 15] 1 ? ? 4, 61, 101

[25, 1, 6, 11] 1 ? ? 4, 61, 151
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.17: The structure of FTF groups for n = 25.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

27 16 [27, 0, 1, 2] 1 ? ? 4, 127, 163, 1621

[27, 1, 2, 4] 1 ? ? 4, 19, 1999 ††

[27, 1, 2, 14] 1 ? ?

[27, 1, 2, 5] 1 ? ? 4, 19, 4051

[27, 1, 2, 6] 1 ? ? 4, 19, 379

[27, 1, 2, 7] 1 ? ? 4, 19, 487

[27, 1, 2, 8] 1 ? ? 4, 109, 163

[27, 1, 2, 9] 1 ? ? 4, 127, 163

[27, 1, 2, 10] 1 ? ? 4, 2269

[27, 1, 2, 11] 1 ? ? 4, 109, 127

[27, 1, 2, 12] 1 ? ? 4, 12097

[27, 1, 2, 13] 1 ? ? 4, 19, 2593

[27, 1, 3, 15] 1 ? ? 4, 7, 6211

[27, 1, 4, 7] 1 ? ? 4, 7, 3079

[27, 1, 6, 3] 1 ? ? 4, 7, 271

[27, 1, 9, 18] 1 ? ? 4, 7, 19, 37
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.18: The structure of FTF groups for n = 27.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

32 20 [32, 0, 1, 2] 1 ? ? 3, 3, 113, 128, 32993

[32, 1, 2, 4] 1 ? ? 17, 128, 641 ††

[32, 1, 4, 2] 1 ? ?

[32, 1, 2, 5] 2 Y 0, 17, 32, 641

[32, 1, 2, 6] 1 ? ? 17, 97, 128

[32, 1, 2, 7] 2 Y 0, 0, 0, 17, 193

[32, 1, 2, 8] 1 ? ? 3, 3, 128, 257

[32, 1, 2, 9] 2 Y 0, 32, 1217

[32, 1, 2, 10] 1 ? ? 3, 3, 128, 257

[32, 1, 2, 11] 2 Y 0, 0, 0, 17, 97

[32, 1, 2, 12] 1 ? ? 17, 128, 673

[32, 1, 2, 13] 2 Y 0, 17, 32, 97

[32, 1, 2, 14] 1 ? ? 17, 128, 449

[32, 1, 2, 15] 2 Y 0, 0, 0, 2113

[32, 1, 2, 16] 1 ? ? 3, 3, 113, 128

[32, 1, 3, 5] 1 ? ? 17, 128, 929

[32, 1, 4, 18] 1 ? ? 17, 97, 128

[32, 1, 5, 9] 1 ? ? 5, 128, 577 ?

[32, 1, 8, 20] 1 ? ?

[32, 1, 19, 5] 1 ? ? 17, 128, 193
M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.19: The structure of FTF groups for n = 32.
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n M(n) [n, j, k, l] γ FS(G) Generators Abelian Reason

representatives used for FS(G) Invariants [15] Distinct

49 26 [49, 0, 1, 2] 1 ? ? 4, 29, 1801927, 2693237

[49, 1, 2, 4] 1 ? ? 2, 2, 2, 4, 491, 163171 ††

[49, 1, 2, 25] 1 ? ?

[49, 1, 2, 5] 1 ? ? 2, 2, 2, 4, 160240193

[49, 1, 2, 6] 1 ? ? 4, 44002883

[49, 1, 2, 7] 1 ? ? 4, 29, 197, 2647

[49, 1, 2, 8] 1 ? ? 4, 1471, 35869

[49, 1, 2, 9] 1 ? ? 4, 29, 197, 34301

[49, 1, 2, 10] 1 ? ? 4, 197, 313993

[49, 1, 2, 11] 1 ? ? 2, 2, 2, 4, 10409561

[49, 1, 2, 12] 1 ? ? 2, 2, 2, 4, 8722099

[49, 1, 2, 13] 1 ? ? 4, 1373, 135241

[49, 1, 2, 14] 1 ? ? 4, 29, 3808967

[49, 1, 2, 15] 1 ? ? 4, 3137, 10487

[49, 1, 2, 16] 1 ? ? 4, 29, 3172751

[49, 1, 2, 17] 1 ? ? 4, 197, 2817599

[49, 1, 2, 18] 1 ? ? 2, 2, 2, 4, 120737

[49, 1, 2, 19] 1 ? ? 2, 2, 2, 4, 19203493

[49, 1, 2, 20] 1 ? ? 4, 197, 491, 1667

[49, 1, 2, 21] 1 ? ? 4, 29, 197, 2549

[49, 1, 2, 22] 1 ? ? 4, 1667, 18719

[49, 1, 2, 23] 1 ? ? 4, 29, 1996751

[49, 1, 2, 24] 1 ? ? 4, 30577, 32341

[49, 1, 7, 28] 1 ? ? 4, 547, 63211

[49, 1, 8, 15] 1 ? ? 4, 547, 119267

[49, 1, 15, 29] 1 ? ? 4, 197, 491, 547

M(n): Maximum number of FTF isomorphism classes.

FS(G): Free Subgroup of rank two?

††: The index two subgroups are different.[15]

# Discovered using the KBMAG software.[19]

Table 6.20: The structure of FTF groups for n = 49.
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n M(n) L(n) Exact

64 44 41 ∗

81 52 51 ∗
M(n): Maximum number of FTF isomorphism classes for n.[15]

L(n): Minimum number of FTF isomorphism classes.[15]

Exact: Exact number of FTF isomorphism classes.[15]

∗: The majority of the abelian invariants are distinct.[15]

††: The index two subgroups are different.[15]

Table 6.21: The number of isomorphism classes of the FTF groups for prime powers n with

64 ≤ n ≤ 81.

x2r+5 = x2(r+1)+3

= x−1
2r+4x

−1
2r+3x

−1
2r+4

= x1(x0x1)2r+3
[
x1(x0x1)2r+2

]−1
x1(x0x1)2r+3

= x1(x0x1)2r+3
[
(x−1

1 x−1
0 )2r+2x−1

1

]
x1(x0x1)2r+3︸ ︷︷ ︸

=x0x1

= x1(x0x1)2r+4

= x1(x0x1)2(r+1)+2.

Thus all generators can be written in terms of x0 and x1.

Now consider

Gn(1, 2, 1) = 〈xi (0 ≤ i < n)|xixi+1xi+2xi+1(0 ≤ i < n)〉

=
〈
xi (0 ≤ i < n)

∣∣∣∣∣∣∣
xixi+1xi+2xi+1(0 ≤ i < n),

x2m+2 = x−1
1 (x−1

0 x−1
1 )2m+1, x2m+3 = x1(x0x1)2m+2(0 ≤ m ≤ n/2− 2)

〉

=
〈
xi (0 ≤ i < n)

∣∣∣∣∣∣∣
x2rx2r+1x2r+2x2r+1, x2r+1x2r+2x2r+3x2r+2, (0 ≤ r < n/2),

x2m+2 = x−1
1 (x−1

0 x−1
1 )2m+1, x2m+3 = x1(x0x1)2m+2(0 ≤ m < n/2− 2)

〉

=
〈
xi (0 ≤ i < n)

∣∣∣∣∣∣∣∣∣∣∣
x2rx2r+1x2r+2x2r+1, x2r+1x2r+2x2r+3x2r+2, (0 ≤ r < n/2− 1),

xn−2xn−1x0xn−1, xn−1x0x1x0,

x2s = x−1
1 (x−1

0 x−1
1 )2s−1, x2s+1 = x1(x0x1)2s(1 ≤ s ≤ n/2− 1)

〉
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=
〈
xi (0 ≤ i < n)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

x−1
1 (x−1

0 x−1
1 )2r−1 · x1(x0x1)2r · x−1

1 (x−1
0 x−1

1 )2r+1 · x1(x0x1)2r,

x1(x0x1)2r · x−1
1 (x−1

0 x−1
1 )2k+1 · x1(x0x1)2r+2 · (x−1

0 x−1
1 )2k+1, (0 ≤ r < n/2− 1)

xn−2xn−1x0xn−1, xn−1x0x1x0,

x2s = x−1
1 (x−1

0 x−1
1 )2s−1, x2s+1 = x1(x0x1)2s(1 ≤ s ≤ n/2− 1)

〉

=
〈
xi (0 ≤ i < n)

∣∣∣∣∣∣∣
xn−2xn−1x0xn−1, xn−1x0x1x0,

x2s = x−1
1 (x−1

0 x−1
1 )2s−1, x2s+1 = x1(x0x1)2s(1 ≤ s ≤ n/2− 1)

〉

=
〈
xi (0 ≤ i < n)

∣∣∣∣∣∣∣
x−1

1 (x−1
0 x−1

1 )n−3 · x1(x0x1)n−2 · x0 · x1(x0x1)n−2, x1(x0x1)n−2 · x0x1x0,

x2s = x−1
1 (x−1

0 x−1
1 )2s−1, x2s+1 = x1(x0x1)2s(1 ≤ s ≤ n/2− 1)

〉

=
〈
xi (0 ≤ i < n)

∣∣∣∣∣∣∣
(x0x1)n, (x1x0)n,

x2s = x−1
1 (x−1

0 x−1
1 )2s−1, x2s+1 = x1(x0x1)2s(1 ≤ s ≤ n/2− 1)

〉

= 〈x0, x1 | (x0x1)n, (x1x0)n〉

= 〈x0, x1 | (x0x1)n〉

∼= Zn ∗ Z.

Lemma 6.5.2. For n ≥ 1,

Gn(1, 2, 3) = Gn(x0x1x2x3)

∼= Z4/(n,4) ∗ Z ∗ · · · ∗ Z︸ ︷︷ ︸
(n,4)−1 copies of Z.

In particular,

G ∼=



Z ∗ Z ∗ Z n ≡ 0 (mod 4)

Z4 n ≡ 1, 3 (mod 4)

Z2 ∗ Z n ≡ 2 (mod 4).

Proof. See [35, Theorem C].

Lemma 6.5.3. The group Gn(0, 1, 1) is large for n > 2.

Proof. Observe that, by adding relators x2
i for all i to the presentation for G = Gn(x2

0x
2
1), G

maps onto

Gn(x2
0) ∼= Z2 ∗ · · · ∗ Z2,︸ ︷︷ ︸

n times,

which is large for n > 2.
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Lemma 6.5.4. For even n > 2, Gn(n/2, 1, 1 + n/2) is large.

Proof. We have for Gn(n/2, 1, n/2 + 1) the relators x0xn/2x1xn/2+1, so

En(n/2, 1, n/2 + 1) ∼= 〈x, t | tn, xtn/2xt−n/2txt−1tn/2+1xt−n/2−1〉

∼= 〈x, t | tn, xtn/2xtn/2+1xtn/2xtn/2−1〉

∼= 〈x, t, y | tn, xtn/2xtn/2+1xtn/2xtn/2−1, y = xtn/2〉

∼= 〈x, t, y | tn, xtn/2xtn/2+1xtn/2xtn/2−1, x = ytn/2〉

∼= 〈t, y | tn, ytn/2tn/2ytn/2tn/2+1ytn/2tn/2ytn/2tn/2−1〉

∼= 〈t, y | tn, yytyyt−1〉

∼= 〈t, y | tn, y2ty2t−1〉

∼= En(0, 1, 1)

Thus Gn(0, 1, 1) is large if and only if Gn(n/2, 1, n/2 + 1) is large.

But Gn(0, 1, 1) is large if n > 2.

Theorem 6.5.5. If p > 2 is prime, then

Gp(1, 2, 4)ab ∼= Gp(1, 2, (p+ 1)/2)ab.

Proof. Since p > 2 is prime, (2, p) = 1, so we can use Bogley & Parker’s u (see 3.9.1) to get

Gp(1, 2, (p+ 1)/2)ab ∼= Gp(2, 4, 1)ab,

the relators of which look like, besides the commutators,

xixi+2xi+4xi+1,

which we can commute to give

xixi+1xi+2xi+4,

but then we have Gp(1, 2, 4)ab.

Theorem 6.5.6. Let G = Gn(j, k, l) be finite. Then there is a homomorphism from Gn(j, k, l)ab onto

Z4. Thus G has an abelian invariant divisible by four.
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Proof. By mapping each generator in G to a fixed generator, G maps onto Z4. But then Gab

maps onto Z4 as a quotient of G.

For prime n > 2, see OEIS A067076 (see [28], the list of numbers a such that 2a + 3 is

prime.

Theorem 6.5.7. Let (A) and (C) be false while (B) is true. Assume (n, j, k, l) = 1. Then, for prime

n > 2, there is at most (n− 3)/2 isomorphism classes of G = Gn(j, k, l).

Proof. Let n = p > 2 be prime. Since (B) is true, we may assume that k ≡ 2j by Section 4.3.

Then G = Gp(j, 2j, l), so either (j, p) = 1 or (j, p) = p; but if (j, p) = p, then j = p and (l, p) = 1,

so G = Gp(0, 0, l) = Gp(0, 0, 1), meaning (A) is true, a contradiction.

So assume (j, p) = 1, so that j has a multiplicative inverse modulo p. Thus Gp(j, 2j, l) ∼=

Gp(1, 2, L), where L = lj−1 (mod p) by Bogley & Parker’s u (see 3.9.1).

Consider Gp(1, 2, L) for 0 ≤ L < p. Then, so far, there is at most p isomorphism classes

here. But L 6= 1 because, otherwise, (A) is true. This brings us down to p− 1 values of L. But

L 6= 3 and L 6= p− 1 since, otherwise, (C) is true; now there is at most p− 3 values of L.

Consider the relators for Gp(1, 2, L). They are of the form

xixi+1xi+2xi+L,

which we can invert then substitute yi = x−1
i for each i to get

yi+Lyi+2yi+1yi.

Permuting then gives

yi+2yi+1yiyi+L,

so that negating the subscripts gives

y−i−2y−i−1y−iy−i−L,

in which we can substitute t = −i to get

yt−2yt−1ytyt−L,

so that then adding two to the subscripts via Bogley & Parker’s θ (see 3.9.1) gives

ytyt+1yt+2yt+2−L.
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But this defines Gp(1, 2, p+ 2− L). Therefore Gp(1, 2, L) ∼= Gp(1, 2, p+ 2− L).

Therefore, the number of isomorphism classes is halved, leaving us with (p− 3)/2 isomor-

phism classes.

Lemma 6.5.8. For prime p > 2, we have

Gp(1, 2, 2) ∼= Gp(0, 1, 2).

Proof. The defining word of Gp(1, 2, 2) is x0x1x2x2. We can subtract two from each of the

subscripts by using θ. Then we have x−2x−1x0x0. Permuting cyclically gives x0x−2x−1x0.

Apply σ: x0x0x−1x−2. Since (p, p − 1) = 1, we can multiply the subscripts by p − 1 using u,

which yields x0x0x1x2. But this implies Gp(1, 2, 2) ∼= Gp(0, 1, 2).

Conjecture 6.5.9. The groups Gp(1, 2, 4) and Gp(2, 4, 1) are not isomorphic for prime p.

The evidence gathered so far indicates that the two groups in the conjecture have unique

index two subgroups.

Another conjecture, based on the tables, is the following.

Conjecture 6.5.10. Let (A) and (C) be false while (B) is true. Suppose p is prime and (p2, j, k, l) = 1.

Then there is at most (p2 + p− 4)/2 groups Gp2(j, k, l) up to isomorphism.
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Appendix: GAP Code.

A.1 The Groups.

This GAP code produces the group Gn(j, k, l) by means of its defining presentation.

Gnjkl:=function(n,j,k,l)

local F, rels, i, I, gens;

F:=FreeGroup(n);

gens:=GeneratorsOfGroup(F);

rels:=[];

for i in [1.. n] do

I:=gens[1+(i mod n)]*gens[1+(j+i) mod n]*gens[1+((k+i)

mod n)]*gens[1+((l+i) mod n)];

Add(rels, I);

od;

return F/rels;

end;
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A.2 The Bogley & Parker Isomorphisms.

These functions are Bogley & Parker isomorphisms, implemented by means of converting

the vector G = [n, j, k, l] into the form [n, 0, j, k, l,unit] to keep track of the last unit modulo n

used by u and to inserting the value i = 0 for the isomorphisms to act on, then coverting the

vector back into the form [n, J,K, L] after the isomorphisms are applied.

ConvertToL:=function(G)

local L;

L:=[G[1], 0, G[2], G[3], G[4], 1]; #Here L[6] is "one".

return L;

end;

sigma:=function(L)

local K;

K:=[L[1], L[2], L[5], L[4], L[3], L[6]];

return K;

end;

tau:=function(L)

local K;

K:=[L[1], L[5], L[2], L[3], L[4], L[6]];
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return K;

end;

theta:=function(L)

local K;

K:=[L[1],

(L[2]+1) mod L[1],

(L[3]+1) mod L[1],

(L[4]+1) mod L[1],

(L[5]+1) mod L[1],

L[6]];

return K;

end;

UnitsOfL:=function(L)

local j, i, n, K, unitlist, coprime;

coprime:=[];

unitlist:=[];

n:=L[1];

for i in [0..n] do
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if GcdInt(n, i)=1 then

Add(coprime, i);

fi;

od;

for j in coprime do

K:=[L[1], L[2], L[3], L[4], L[5], j];

Add(unitlist, K);

od;

return unitlist;

end;

unitL6:=function(L)

local K, n, i, unitmodn;

K:=[];

n:=L[1];

unitmodn:=L[6];

K[1]:=n;

K[6]:=1;

for i in [2..5] do

K[i]:=(L[i]*unitmodn) mod n;

od;
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return K;

end;

ConvertLBack:=function(L)

local G;

G:=[L[1], L[3], L[4], L[5]];

return G;

end;

A.3 (A), (B), (C) Conditions.

This GAP code is fairly straightforward: it describes functions that compute the truth values

of (A), (B), and (C), along with a function that outputs the vector of truth values of (A), (B),

and (C), in that order.

A:=function(n,j,k,l)

local answer;

answer:=false;

if (2*k) mod n=0 or (2*(j -l)) mod n =0 then

answer:=true;

fi;

return answer;

end;

B:=function(n,j,k,l)
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local answer;

answer:=false;

if (k -2*j) mod n=0 or (k -2*l) mod n =0 or (j+l -2*k) mod n

=0 or (j+l) mod n =0 then

answer:=true;

fi;

return answer;

end;

C:=function(n,j,k,l)

local answer;

answer:=false;

if (j+k -l) mod n=0 or (j -k -l) mod n =0 then

answer:=true;

fi;

return answer;

end;

ABC:=function(n,j,k,l)

local L;

L:=[];

L[1]:=A(n,j,k,l);

L[2]:=B(n,j,k,l);

L[3]:=C(n,j,k,l);

return L;

end;
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A.4 The Bogley & Parker Isomorphism Classes.

Given a vector G = [n, j, k, l], the function IsoClass applies the Bogley & Parker isomorphism

functions from above until all possible vectors corresponding to the groups in the Bogley &

Parker isomorphism class are computed.

IsoClass:=function(G)

local L, U, UandSClass, u, F, S, v, ThetaClass, s,t,m,h,

FinalIsomorphismClassOfL, x, y, n, FinalIsoClassOfG, i, g,

UandSClass2;

L:=ConvertToL(G);

U:=UnitsOfL(L);

UandSClass:=[];

for u in U do

F:=unitL6(u);

AddSet(UandSClass, F);

od;

UandSClass2:=UandSClass;

for v in UandSClass2 do

S:=sigma(v);

AddSet(UandSClass, S);

od;

ThetaClass:=UandSClass;

for s in UandSClass do
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t:=s;

for m in [1..(G[1])] do

t:=theta(t);

for h in [2..5] do

if t[h]=0 then

AddSet(ThetaClass, t);

fi;

od;

od;

od;

FinalIsomorphismClassOfL:=[];

for x in ThetaClass do

y:=x;

for n in [0..3] do

y:=tau(y);

if y[2]=0 then

AddSet(FinalIsomorphismClassOfL, y);

fi;

od;

od;

FinalIsoClassOfG:=[];

for i in FinalIsomorphismClassOfL do

g:=ConvertLBack(i);

AddSet(FinalIsoClassOfG, g);

od;

return FinalIsoClassOfG;
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end;

A.5 The Secondary Divisor.

This one simply computes the value of γ given G = [n, j, k, l].

gamma:=function(G)

local g;

g:=GcdInt(G[1], GcdInt(G[3]-2*G[2], GcdInt(G[4]-2*G[3]+G[2],

GcdInt(G[3]-2*G[4], G[2]+1))));

return g;

end;

A.6 Vectors For Extensions.

Here the vectors from Theorem 4.1.3 are computed for [n, j, k, l] compared to those for

[n, jd, kd, ld].

VectorsForExtensions:=function(n,j,k,l,jd,kd,ld)

local v, v1, v2, v3, v4, vd, vd1, vd2, vd3, vd4, s, t;

v:=[];

v1:=[(k-2*j) mod n, (l-k-j) mod n, (-l-j) mod n];

v2:=[(j+l-2*k) mod n, (j-k-l) mod n, (2*j-k) mod n];

v3:=[(k-2*l) mod n, (j+k-l) mod n, (2*k-j-l) mod n];

v4:=[(j+l) mod n, (l+k-j) mod n, (2*l-k) mod n];

v:=[v1,v2,v3,v4];
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vd:=[];

vd1:=[(kd-2*jd) mod n, (ld-kd-jd) mod n, (-ld-jd) mod n

];

vd2:=[(jd+ld-2*kd) mod n, (jd-kd-ld) mod n, (2*jd-kd)

mod n];

vd3:=[(kd-2*ld) mod n, (jd+kd-ld) mod n, (2*kd-jd-ld)

mod n];

vd4:=[(jd+ld) mod n, (ld+kd-jd) mod n, (2*ld-kd) mod n

];

vd:=[vd1,vd2,vd3,vd4];

for s in [1..4] do

for t in [1..4] do

if v[s]=vd[t] then

Print("For s=",s," and t=",t, ", we have ",

v[s], "=", vd[t], "\n");

fi;

od;

od;

end;

A.7 The Extensions.

Here GAP outputs the extension of the group corresponding to G = [n, j, k, l] using the

presentation 3.7.1.

Enjkl:=function(n,j,k,l)

local F, rels;

F:=FreeGroup(2);
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rels:=[F.1^n, F.2*F.1^j*F.1*F.2*F.1^(k-j)*F.2*F.1^(l-k)*F.2*F

.1^(-l)];

return F/rels;

end;

A.8 The Search Function.

This uses GAP to produce γ value and the abelian invariants for all vectors with n value t

and (A),(B), and (C) truth values A,B,C, respectively, then counts the number of distinct

vectors as well as the number of distinct abelian invariants.

SearchFunction:=function(A,B,C,t)

local n, nclasses1, nAbInvs1, j, k, l, G, c, I, H, AbInv,

nclasses, nAbInvs, d, f, T, S;

for n in [t] do

nclasses1:=[[]];

nAbInvs1:=[[]];

for j in [0..n -1] do

for k in [0..n -1] do

for l in [0..n -1] do

if GcdInt(GcdInt(n,j),GcdInt(k,l))=1

then

if ABC(n,j,k,l)=[A, B, C] then

G:=[n,j,k,l];

if ForAll(nclasses1, c ->

not G in c) then

I:=IsoClass(G);

H:=Gnjkl(n,j,k,l);



A.8 The Search Function. 67

AbInv:=

AbelianInvariants

(H);

Print( G, " has

AbelianInvariants

", AbInv, ",

with gamma=",

gamma(G), "\n");

Add(nclasses1, I);

AddSet(nAbInvs1,

AbInv);

fi;

fi;

fi;

od;

od;

od;

nclasses:=[];

for d in nclasses1 do

if not d=[] then

Add(nclasses, d);

fi;

od;

S:=Size(nclasses);

nAbInvs:=[];

for f in nAbInvs1 do

if not f=[] then

Add(nAbInvs, f);

fi;

od;

T:=Size(nAbInvs);
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Print("There are ", S, " B&P classes for n=", n, " and

ABC=", A, B, C, " with ", T, " distinct sets of

AbelianInvariants", "\n");

od;

end;



Bibliography

[1] Baumslag, G., Morgan, J. W., Shalen, P. B. (1987) Generalised Triangle Groups. Math.

Proc. Cambridge Philos. Soc. 102(1) (1987) 25-31.

[2] Baumslag, B., Pride, S., J. (1978) Groups with Two More Generators Than Relators. J.

London Math. Soc. 17 (1978): 425-426.

[3] Baumslag, G., Shalen, P., B. (1990) Amalgamated Products and Finitely Generated

Groups. Comment. Math. Helv. 65(2) (1990): 234-254.

[4] Bestvina, M.; Feighn, M.; Handel, M. (2000). The Tits alternative for Out(Fn) I: Dynamics

of exponentially-growing automorphisms. Annals of Mathematics. 151 (2): 517-623.

[5] Bogley, W., A., Parker, F., W. (2018) Cyclically Presented Groups with Length Four

Positive Relators. J. Group Theory 21(5) (2018).

[6] Bogley, W., A., Williams, G. (2016) Coherence, subgroup separability, and metacyclic

structures for a class of cyclically presented groups. J. of Algebra 480: 266-297 (2017).

[7] Brin, M., G., Squier, C. C. (1985) Groups of piecewise linear homeomorphisms of the real

line Inventiones mathematicae 79 (3): 485-498.

[8] Cantat, S. (2011) Sur les groupes de transformations birationnelles des surfaces. Ann.

Math. (in French). 174: 299-340.

[9] Cavicchioli, A., O’Brien, E., A., Spaggiari, R. (2008) On Some Questions About a Family

of Cylically Presented Groups. Journal of Algebra 320 (2008): 4063-4072.

[10] Cavicchioli, A., Repovš, D., Spaggiari, F. (2005) Families of Group Presentations Related

to Topology. Journal of Algebra 286 (2005): 41-56.



BIBLIOGRAPHY 70

[11] Collins, D., J. (1972) Free Subgroups of Small Cancellation Groups. Proc. London Math.

Soc. (3) 26 (1973): 193-206.

[12] Edjvet, M. (2003) On irreducible cyclic presentations. Journal of Group Theory 6(2): 261-270.

[13] Edjvet, M.; Vdovina, A. (2010) On the SQ-universality of groups with special presenta-

tions. Journal of Group Theory 13(6): 923-931.

[14] Edjvet, M., Williams, G. (2010) The Cyclically Presented Groups with Relators xixi+kxi+l.

Groups, Geometry, and Dynamics 4 (2010): 759-775.

[15] The GAP Group, GAP - Groups, Algorithms, and Programming, Version 4.10.2; 2019.

(https://www.gap-system.org)

[16] Gromov, M. (1987) Hyperbolic Groups. In Gersten, S.M. (ed.). Essays in Group Theory.

Mathematical Sciences Research Institute Publications, vol 8. New York, NY: Springer. pp.

75-263.

[17] Hall, P., Pride, S., J., Vella, A., D. (1985) On the T(q)-conditions of small cancellation

theory. Israel J. Maths 52 (1985): 293-304.

[18] Higman, G., Neumann, B., H., Neumann, H. (1949) Embedding Theorems for Groups. J.

London Math. Soc. 24 (1949): 247-254.

[19] Holt, D., F. (2000) KBMAG (Knuth-Bendix in Monoids and Automatic Groups), 2000

http://www.warwick.ac.uk/staff/D.F.Holt/download/kbmag2/.

[20] Huebschmann, J. (1979) Cohomology theory of aspherical groups and of small cancella-

tion groups. J. Pure Appl. Algebra 14 (1979): 137-143.

[21] Isherwood, S., Williams, G. (2021) On the Tits Alternative for Cyclically Presented

Groups with Length Four Positive Relators. Submitted, Under Review.

[22] Johnson, D. L. (1976) London Mathematical Society Lecture Note Series 22: Presentations

of Groups. Cambridge University Press (1976).

[23] Johnson, D. L., Mawdesley, H. (1975) Some Groups of Fibonacci Type J. Aust. Math. Soc,

20 (1975): 199-204



BIBLIOGRAPHY 71

[24] Lossov, K., I. (1986) The SQ-universality of free products with amalgamated finite

subgroups. Sibirsk Math. Zh. 27(6) (1986): 128-139.

[25] Mohamed, E.; Williams, G. (2019) An Investigation Into the Cyclically Presented Groups

with Length Three Positive Relators. Experimental Mathematics.

[26] McCarthy, J. (1985) A “Tits-alternative" for subgroups of surface mapping class groups.

Trans. Amer. Math. Soc. 291: 583-612.

[27] Neumann, P., M. (1973) The SQ-universality of Some Finitely presented groups. J. Austral.

Math. Soc 16 (1973): 1-6.

[28] OEIS Foundation Inc. (2021), The On-Line Encyclopedia of Integer Sequences,

http://oeis.org

[29] Igor Pak (https://mathoverflow.net/users/4040/igor-pak), Which group does not sat-

isfy the Tits alternative?, URL (version: 2010-09-14): https://mathoverflow.net/q/38705

[30] Pride, S., J. (1980) The Concept of “Largeness” in Group Theory, in Word Problems II,

Studies in Logic and the Foundations of Mathematics, Vol. 95 (1980).

[31] Tits, J. (1972) Free Subgroups in Linear Groups. Journal of Algebra 20(2): 250-270.

[32] Trotter, H., F. (1962) Homology of group systems with applications in knot theory. Ann.

of Math (2) 76 (1962): 464-498.

[33] Williams, G. (2008) The Aspherical Cavicchioli-Hegenbarth-Repovš Genralized Fi-

bonacci Groups. Journal of Group Theory 12 (2009): 139-149.

[34] Williams, G. (2010) Largeness and SQ-universality of Cyclically Presented Groups.

International Journal of Algebra and Computation, Vol 22(2), (2012): 1250035.

[35] Williams, G. (2011) Fibonacci Type Semigroups. Algebra Colloquium 21(4) (2014).

[36] Williams. G. (2012) Groups of Fibonacci Type Revisited. International Journal of Algebra

and Computation 22(8) (2012): 1240002 (19 pages).


	Summary.
	Introduction.
	Preliminaries.
	Cyclically Presented Groups.
	The Tits Alternative.
	Largeness, SQ-Universality, and Free Subgroups of Rank Two.
	Primary Divisor.
	The (A), (B), (C) Conditions.
	Deficiency.
	Shift Extension.
	Small Cancellation Conditions.
	Bogley & Parker Isomorphisms.
	Polynomial Associated With a Word.

	Towards a Tits Alternative.
	The Secondary Divisor and the Shift Extension.
	If (A) is true.
	If (B) is true.
	If (C) is true.
	TFF and FFF.
	TTT.
	TTF.
	TFT.
	FTT.
	FFT.
	FTF.
	Conclusion.

	Infinite Abelianisation.
	A study of the groups with few generators.
	Generic Tables up to n=8.
	Tables from n=9 up to n=18 for the FTF case.
	Tables for FTF case with prime n from n=19.
	Tables for FTF case with n as prime powers.
	The structure of particular families of groups.

	Acknowledgements.
	Appendix: GAP Code.
	The Groups.
	The Bogley & Parker Isomorphisms.
	(A), (B), (C) Conditions.
	The Bogley & Parker Isomorphism Classes.
	The Secondary Divisor.
	Vectors For Extensions.
	The Extensions.
	The Search Function.


