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Impact of COVID-19

My original PhD plan involved infant neuroimaging studies, computational modelling, and robotics experiments. The pandemic caused great disruption to my research project due to my inability to conduct face-to-face experiments with infants, as well as to collect data from robotics studies due to restricted access to the lab. As a result, I was not able to conduct my originally planned neuroimaging infant studies nor robotics experiments.

My original infant studies would have been the first, to my knowledge, to investigate multisensory integration for ToM development and ability through an infant false-belief study. Furthermore, they would have been a proof-of-concept of my theoretical proposal in this thesis of including complementary measures to looking behaviour in infant studies to measure ToM, such as neuroimaging and computational modelling. Critically, by combining the multisensory nature of these tasks with the neuroimaging methodology, these studies would have also investigated the plausibility of the simulation mechanism underlying infants’ success in false-belief tasks, contributing to the ongoing developmental debate on early ToM ability.

The objective of my robotics experiments was twofold. Firstly, following the recent advent of developmental robotics (Sandini et al., 2021), I aimed to create a crosstalk between the developmental psychology and robotics fields for advancing our knowledge of ToM. Specifically, on the one hand, I planned to use knowledge derived from my infant studies to inspire robotic architectures and build robots with increasingly human-inspired social skills. On the other hand, I planned to conduct research in robots, as embodied agents, for inspiring new hypotheses on ToM development, its underlying mechanisms and implicated factors to be validated in infant studies. Secondly, I aimed to equip robots with the computational architecture I present in this
thesis to (a) validate my computational modelling results from a simulative environment to an embodied agent, real-world scenario, and (b) test whether my architectural implementation could improve robots’ social skills and HRIs.

The pandemic forced me to implement my experimental infant studies online, where possible. Therefore, I conducted only the first (feasibility) study from my neuroimaging multisensory project, with a few changes made to the experimental paradigm to adapt it to the online setting. To implement this study online, I programmed the paradigm on the Lookit platform, which was quite challenging, as was online research with the infant population itself. Furthermore, given the limited options for online infant research, I decided, together with my supervisors, to extend my experimental studies to the limb difference population. This was done in an attempt to still investigate sensory experiences for ToM development, although from a new perspective. Indeed, adult individuals with limb difference have differing sensorimotor experiences to the general population since birth or acquired during development. Therefore, this possibly affects ToM development to different extents. While this new research project provided a viable research question, the limb difference population is not well represented in scientific research and databases including this population did not exist at the time my project was conceived. For this reason, I had to build a database from scratch by contacting associations supporting individuals with limb difference in the UK and connecting with individuals with limb difference through social media and other advertisement (website design). In-person recruitment was not possible given the COVID-19 restrictions, making this process even more challenging. Nevertheless, I managed to build a database counting more than 250 people and I implemented studies online aimed at the limb difference population. Limitations remain also with online studies for a niche adult population, especially with respect to
recruitment and participants’ engagement for the whole duration of the task. Therefore, a long time was required to complete studies, and some remain unfinished to this date, although ongoing.

To conclude, COVID-19 highly impacted my original research project, preventing me to conduct face-to-face, neuroimaging and robotics studies. However, it also pushed me to reinvent my project to address my original research questions in new ways and from new perspectives. Although I was not able to conduct studies and use methodologies that I was really looking forward to mastering during my PhD, I am overall happy with my hard work during these years which allowed me to continue my research in this challenging time. Nevertheless, I hope to conduct such studies in the future.
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Abstract

A recurrent, yet still incredibly interesting, debate surrounds the development of human Theory of Mind (ToM), as well as the identification of the mechanisms and factors implicated in this cognitive ability. In addition to psychology, this debate has attracted several research fields, including robotics for building social robots. Ultimately, while humans represent the best model of ToM for implementing a machine ToM for social robots, unresolved questions regarding human ToM development and ability need addressing. In this thesis, I used a mixed approach involving different disciplines and methodologies to contribute to human and machine ToM. Specifically, through research in the infant (Part 1 of this thesis), as well as the limb difference and general populations (Part 2), and computational modelling (Part 3), I aimed at investigating (i) ToM emergence, (ii) the mechanisms underlying ToM ability and development, and (iii) factors implicated in this cognition. Merging findings from experimental and computational modelling research, I contribute to these topics in three important ways. First, I provide support for early ToM emergence and indicate its advantage towards improved prediction of others' behaviours. Second, I suggest the coexistence of the association, simulation, and teleological for mentalising mechanisms and their collaboration for achieving ToM in different scenarios. Third, I identify sensorimotor-driven embodiment and perspective taking as factors implicated in ToM ability and development, while suggesting that self-other similarity may not be a requirement for ToM. Whether multisensory integration and mental rotation impact ToM remains undetermined. Overall, my multidisciplinary findings provide insights into human and machine ToM. Specifically, experimental findings increase our general knowledge of human ToM, computational findings inform the implementation of social robotic architectures, whilst knowledge from both disciplines is exploited to advance
one another and lead to a more global understanding of ToM. Future studies are warranted to validate and extend these results.
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Overview
Introduction

Humans’ ability to represent and predict what others think or want from short interactions is crucial to our social lives (Baker et al., 2017). This ability to attribute mental states, such as intentions, desires and beliefs, to others is referred to as Theory of Mind (ToM), or mentalising (Frith & Frith, 2005). The importance of having a ToM for humans to successfully navigate the social world is widely recognised (e.g. for collaboration, communication, imitation, teaching, deceiving, persuading (Devaine et al., 2014, Frith & Frith, 1999; Kovács et al., 2010; Rakoczy, 2017; Tomasello et al., 2005)). Furthermore, its critical role in social cognition has also been evidenced by studies assessing individuals with neurodevelopmental disorders characterised by social deficits (e.g. autism spectrum disorder (ASD)) who tend to display atypical ToM ability (e.g. Baron-Cohen et al., 1985; Murray et al., 2017; Schneider et al., 2013). This capacity is not limited to the ability to manipulate others’ behaviours (Frith & Frith, 1999). Knowing that other individuals have mental states which may differ or contrast our own, that may be inaccurate with respect to the state of the world, and that drive their behaviour, is fundamental for efficient and fluid human social interaction (Frith & Frith, 1999; Rakoczy, 2017)

Given the implications of ToM in social cognition and human-human interactions, it has been previously suggested that equipping robots with a ToM would also improve human-robot interactions (HRI). Indeed, with robots increasingly becoming part of the society, achieving more natural and successful HRI is important and providing robotic architectures with a ToM is considered one of the “Grand Challenges of Science Robotics” (Yang et al., 2018, p. 9). In the last few decades, the fields of artificial intelligence and robotics have greatly advanced, resulting in the development of increasingly sophisticated virtual and physical intelligent agents with
complex abilities and behaviours (e.g. Bhat et al., 2016; Görür et al., 2017; Hoffmann et al., 2017; Milliez et al., 2014). Nonetheless, the integration of AI and robots among humans is still far from optimal. Two main explanations can be provided. On the one hand, AI and robotic agents’ increasingly humanoid features and human-inspired complex behaviours have enhanced humans’ positive attitude towards them. However, the still limited social capabilities continue to hinder humans’ acceptance of AI in their daily lives and of robots as social companions (Abubshait & Wiese, 2017). On the other hand, humans have been often seen as a source of complexity, disturbance, and unpredictability that could affect autonomous agents’ performance (e.g. Hiatt et al., 2011; Koay et al., 2007; Sisbot et al., 2007), thus limiting AI and robotic agents’ application. Equipping robots with a ToM would aid both these issues. Indeed, an artificial ToM would endow robots and intelligent agents with increased social capabilities, by being able to learn, represent, and reason about mental states and appropriately react to them. In addition, it would allow them to understand mental states-driven human behaviour, thus decreasing humans’ unpredictability and disturbance, resulting in more fluid and efficient HRI.

Nonetheless, while humans provide the best example of effective ToM (Tomasello et al., 2005), the literature suggests that we still know relatively little about ToM. Although decades of research in various disciplines, from psychology and neuroscience to artificial intelligence and robotics (Baron-Cohen et al., 1985; Devin & Alami, 2016; Frith & Frith, 2006b; Rabinowitz et al., 2018), have been dedicated to human ToM ability, key features of this cognitive skill are yet to be fully described. There are currently several debates that surround ToM, including (1) when does ToM emerge; (2) which biological and computational mechanisms underlie ToM and its development; (3) which factors (e.g. perspective taking, mental rotation, embodiment,
self-other similarity, multisensory integration) are implicated in ToM ability and its development (Bianco & Ognibene, 2019, 2020; Butterfill & Apperly, 2013; Kampis et al., 2015; Skerry et al., 2013).

This thesis endeavours to address these questions and study ToM ability and development using both experimental and computational modelling methodologies. Specifically, I employed behavioural measures (e.g. eye-tracking, response accuracy, self-reported questionnaires) of ToM to assess this ability in the infant, as well as limb difference and general populations. Furthermore, I developed artificial architectures differing in their ability to process beliefs (i.e. with or without ToM) to investigate the developmental trajectory of learning explicit beliefs representations for predicting others’ intentions and behaviours. Studying ToM while taking advantage of the crosstalk between disciplines allows a more global and complete understanding of this human cognition. It provides new insights into human ToM ability, while exploiting the knowledge derived from the study of human ToM to improve artificial systems and vice versa (see also Cangelosi & Schlesinger, 2018; Hassabis et al., 2017; Lake et al., 2017; Sandini et al., 2021).

For example, the contribution of my experimental studies to the discussion on the mechanisms underlying ToM in human cognition can inform the development of artificial architectures. At the same time, the computational model presented in this thesis provides (a) insights into the representation of beliefs which can be transferred to the psychology debate on ToM, and (b) testable predictions that can be verified in future studies.

Crucially, the focus on ToM ability is grounded on the fact that ToM itself is a requirement for natural human-human and human-robot interaction, and fundamental to virtually every aspect of social life (Rakoczy, 2017).
Research Questions

To summarize, by using a multidisciplinary approach this thesis aims to contribute to the following research questions:

1. When does ToM emerge and what is its developmental trajectory?
2. Which mechanisms underlie ToM ability and development (i.e. association, simulation, teleological, and/or mentalising)?
3. What are the factors implicated in ToM ability and development (i.e. multisensory integration, embodiment, perspective taking, self-other similarity)?

Thesis roadmap and contributions

The primary aims of this thesis were to focus on (1) the absence of a coherent theoretical framework addressing ToM emergence and its underlying mechanisms, and (2) providing empirical evidence of this ability in infants, people with different sensorimotor abilities, and artificial architectures. Therefore, this thesis provided theoretical and methodological contributions, as well as experimental contributions. As shown in Figure 1, the thesis is organised in five main sections: (1) Overview, (2) Part 1, (3) Part 2, (4) Part 3, (5) Conclusions.
Figure 1. Thesis Roadmap (diagram template from Showeet.com)

Part 1 focuses on evidence of ToM in the infant population and is divided in three chapters.

- **Chapter 1** provides the *Background* on theoretical proposals and empirical evidence in the literature of ToM in the infant population.

- **Chapter 2** focuses on the *Theoretical and Methodological contributions* of this thesis with respect to the study of ToM through the infant population. Specifically, it introduces innovative methodologies to “standardise” the interpretation of infant false-belief paradigms results. Neuroimaging and computational modelling are proposed as complementary measures to looking behaviour to assess ToM in infant false-belief tasks. Furthermore, two innovative approaches are described, i.e. predictive coding and multisensory integration, which may rely on such methodologies to study ToM from new perspectives.
Chapter 3 investigates ToM in the infant population. Specifically, it introduces the design and implementation of a new multisensory online false-belief paradigm for the study of ToM in infants. Findings from this chapter contribute to the debate surrounding ToM emergence and factors implicated in ToM (i.e. multisensory integration).

Part 2 focuses on evidence of ToM in the limb difference population and is also divided in three chapters.

- Chapter 1 introduces the limb difference population and provides the Background on empirical evidence in the literature of ToM in this population.

- Chapter 2 focuses on the Theoretical and Methodological contributions of this thesis with respect to the study of ToM through the limb difference population. It proposes to study the mechanisms behind the development of ToM from a new perspective, i.e. that of individuals whose sensorimotor experiences differ the most from the majority of the population. It introduces different approaches to be used with this population in future studies to further shed light on the mechanisms and factors underlying ToM.

- Chapter 3 investigates ToM in the limb difference population. In more detail, it shows for the first time the utility of several ToM tasks (including both implicit and explicit measures of ToM) for differentiating ToM ability in individuals with differing sensorimotor abilities vs the general population. This chapter is subdivided into three studies, which contribute to the debate surrounding ToM emergence, the mechanisms underlying ToM ability and development, as well as the factors implicated in ToM (i.e. embodiment, self-other similarity,
perspective taking and mental rotation). Furthermore, a unified summary of prevalent characteristics of individuals with limb difference is provided.

**Part 3** focuses on evidence of ToM in robotic systems and computational modelling implementations of ToM. This section is also divided in three chapters.

- **Chapter 1** provides the *Background* on implementations of ToM in robotic architectures and computational modelling, with a specific interest in beliefs.

- **Chapter 2** focuses on the *Theoretical and Methodological contributions* of this thesis with respect to equipping robots with a ToM. In more detail, it describes the approach proposed in this thesis for adaptive ToM architectures, including the “like them” assumption and multi-task learning.

- **Chapter 3** introduces the implementation and comparison of two artificial neural networks differing in their ability to learn to explicitly represent others’ beliefs. This chapter is subdivided into four series of studies, which contribute to the debate surrounding ToM emergence, the mechanisms underlying ToM ability and development, as well as the factors implicated in ToM (i.e. self-other similarity). Furthermore, it informs the development of architectures for social robots, by presenting a simple, yet advantageous ToM architecture able to outperform a non-ToM architecture in various scenarios involving the prediction of others’ intentions and behaviours.

The **Conclusions** section provides a unified discussion of the (developmental) psychology and computational modelling experimental contributions that were presented in this thesis. These are organised by sections representing the original
research questions on ToM. Furthermore, it presents future research directions that this thesis may inspire.
This thesis contains work reported in the following peer-reviewed publications or in preparation for submission:


Part 1

On Theory of Mind: infants
1. Background

Several studies have attempted to address ToM emergence by assessing children of different age groups in tasks specifically aimed to investigate their understanding of others’ mental states (Brooks & Meltzoff, 2015; Carr et al., 2018; Peterson & Wellman, 2019; Poulin-Dubois et al., 2020). While it is now widely accepted that children older than 4 years of age show evidence of ToM ability, whether this cognitive ability can be observed at younger ages is yet to be confirmed (Apperly & Butterfill, 2009; Ruffman & Perner, 2005; Sodian & Kristen, 2016; Wellman et al., 2001). Findings in support of early ToM ability in infants come from behavioural, neuroimaging, and computational studies (see Table 1 for further details on these studies and measures).

For example, a study by Southgate and Vernetti (2014) investigated early ToM ability in 6-month-old infants by assessing their brain activity through electroencephalography (EEG) in response to an agent’s varying belief states and related actions. Results from this study suggested that 6-month-old infants are able to both create and update representations of another person’s beliefs, even when these are incongruent to their own beliefs, and that such representations guide their predictions of that person’s future behaviour. In a behavioural study, Luo (2011) investigated early ToM ability in 10-month-old infants using a preferential looking paradigm, where infants’ looking times in response to a person’s actions were considered as a measure of belief understanding. Infants correctly interpreted a person’s choice of toys based on the person’s varying belief states, thus indicating belief understanding and tracking in infants. Overall, together with many other studies in infants under 3 years of age (see Table 1), these findings suggest that young infants can understand and update their beliefs about others’ beliefs, thus supporting early
ToM ability. However, to what extent the claim that infants possess ToM can be made is an open discussion in developmental psychology due to controversies surrounding methodology, result interpretation and failed replications. In the next section, I outline the main points of debate surrounding ToM first emergence, including the biological and computational processes proposed to underlie ToM in infancy, contrasting theories and findings, as well as non-replication studies.
Table 1. Evidence supporting early infants’ Theory of Mind ability through implicit tasks during the first three years of life.

<table>
<thead>
<tr>
<th>Study</th>
<th>Infants’ age (mo)</th>
<th>Task Type</th>
<th>Paradigm Type (implicit vs explicit)</th>
<th>ToM Measure (behavioural vs neural vs computational)</th>
<th>Main Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Behavioural</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kovács et al. (2010)</td>
<td>7</td>
<td>Visual object detection task</td>
<td>Implicit</td>
<td>Looking time</td>
<td>Beliefs of an agent (irrelevant to performing the task) modulated infants’ looking times, even after the agent had left the scene.</td>
</tr>
<tr>
<td>Luo (2011) 05/07/2022 20:29:00</td>
<td>10</td>
<td>False-belief task (presence)</td>
<td>Implicit</td>
<td>VOE</td>
<td>Infants associated a preference to the agent with respect to a toy and looked reliably longer when the agent acted in a way that was inconsistent with her preference.</td>
</tr>
<tr>
<td>Onishi &amp; Baillargeon (2005)</td>
<td>15</td>
<td>False-belief task (location)</td>
<td>Implicit</td>
<td>VOE</td>
<td>Infants expected the actor to search on the basis of her belief about the toy’s location and looked reliably longer when this expectation was violated.</td>
</tr>
<tr>
<td>Scott et al. (2010)</td>
<td>18</td>
<td>False-belief task (non-obvious properties)</td>
<td>Implicit</td>
<td>VOE</td>
<td>Infants attributed to an agent a false belief about an object’s non-obvious property (rattling noise) and looked longer when they acted in a way that was inconsistent with her false belief.</td>
</tr>
<tr>
<td>Scott et al. (2015)</td>
<td>17</td>
<td>False-belief task (identity)</td>
<td>Implicit</td>
<td>VOE</td>
<td>In the deception condition, the infants who saw a deceiving agent replace the rattling test toy with a non-matching silent toy looked reliably longer than those who saw her substitute a matching silent toy.</td>
</tr>
<tr>
<td>Senju et al. (2011)</td>
<td>18</td>
<td>False-belief task (location)</td>
<td>Implicit</td>
<td>AL</td>
<td>Anticipatory eye movements revealed that infants who experienced the opaque blindfold expected the actor’s action in accord with her having a false belief about the object’s location, but infants who</td>
</tr>
<tr>
<td>Study</td>
<td>Age</td>
<td>Task Description</td>
<td>Implicit/Explicit</td>
<td>Methodology</td>
<td>Details</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----</td>
<td>---------------------------------------</td>
<td>-------------------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>Song &amp; Baillargeon (2008)</td>
<td>14</td>
<td>False-belief task (identity)</td>
<td>Implicit</td>
<td>VOE</td>
<td>Infants expected the agent to be misled by the tuft’s resemblance to the doll’s hair and to falsely perceive it as belonging to the doll, as they looked longer when she did not search for the doll in the hair box.</td>
</tr>
<tr>
<td>Southgate et al. (2007)</td>
<td>25</td>
<td>False-belief task (location/presence)</td>
<td>Implicit</td>
<td>AL</td>
<td>Infants correctly anticipated an actor’s actions when these actions could be predicted only by attributing a false belief to the actor.</td>
</tr>
<tr>
<td>Surian et al. (2007)</td>
<td>13</td>
<td>False-belief task (location)</td>
<td>Implicit</td>
<td>VOE</td>
<td>Infants expected searches for an object to be effective when--and only when--the agent knew the location of the desired object.</td>
</tr>
<tr>
<td>Träuble et al. (2010)</td>
<td>15</td>
<td>False-belief task (location)</td>
<td>Implicit</td>
<td>VOE</td>
<td>Infants accepted visual as well as manual information access as a proper basis for belief induction and looked longer when the agent behaved in a way that was inconsistent with her belief.</td>
</tr>
<tr>
<td>Yott &amp; Poulin-Dubois (2012)</td>
<td>18</td>
<td>False-belief task (location)</td>
<td>Implicit</td>
<td>VOE</td>
<td>After habituating infants to the atypical behavioural rule of looking into box B after seeing the object being places in location A, infants looked significantly longer at the display when the experimenter looked for the toy in the full box (box with the toy) compared to infants who observed the experimenter search in the empty box (box without the toy).</td>
</tr>
<tr>
<td>Moriguchi et al. (2018)</td>
<td>18</td>
<td>False-belief task (location)</td>
<td>Implicit</td>
<td>VOE</td>
<td>Infants expected the actor to search in a specific box on the basis of her belief about the toy’s location and looked reliably longer when this expectation was violated.</td>
</tr>
<tr>
<td>Neural</td>
<td></td>
<td></td>
<td></td>
<td>fNIRS</td>
<td>Infants’ TPJ activity distinguished between scenarios when another person’s belief about the location of the object was false compared with scenarios when the belief was true.</td>
</tr>
</tbody>
</table>
Occlusion events from multiple perspectives were observed (a) when an object was occluded from the infants’ perspective, as well as (b) when it was occluded only from the other person, and (c) when subsequently the object disappeared, but the person falsely believed the object to be present.

When an agent had a false belief that a ball was in the box, motor activity in the infant brain (sensorimotor alpha suppression) indicated that infants predicted she would reach for the box. The same was not valid when the agent had a false belief that a ball was not in the box.

Comparison of computational models involving a mentalistic vs simpler vs non-mentalistic inferences suggested that infants are most likely to engage in mentalistic social evaluation. These results are in concordance with infants’ looking times in response to the false-belief task.


Debates around the emergence of ToM

1.1 Experimental paradigms

The false-belief task was first introduced by Wimmer and Perner (1983) and has since been considered the standard paradigm to assess the presence of ToM
ability (Poulin-Dubois et al., 2020). Briefly, false-belief tasks assess a person’s ability to understand that they may have a different belief compared to another individual in the same situation, and that their representation about the world may contrast reality (Bauminger-Zviely, 2013). The traditional false-belief paradigm (which has been described elsewhere: Wimmer and Perner, 1983) has been modified through the years to evaluate different aspects of ToM and to consider varying cognitive maturity (e.g. language competence, executive functioning) in children. (For an exhaustive overview of the different versions of false-belief tasks and which aspects of ToM these aim to assess in infants, I redirect the reader to Scott and Baillargeon (2017)). The *implicit* false-belief paradigm is the most successful and utilised variation of this task in infant studies as it relies on spontaneous responses (e.g. looking behaviour) to the unfolding scene as an indication of infants’ belief understanding (see BOX A below for a description of *explicit vs implicit* false-belief tasks). However, contrasting results, and a variety of theories and explanations have been proposed to elucidate infants’ performance in virtually the same implicit false-belief task. Therefore, conclusive remarks on the age at which ToM first appears in humans, as well as the mechanisms supporting its development, have not yet been agreed upon.
Box A. Explicit vs implicit false-belief tasks.

<table>
<thead>
<tr>
<th>EXPLICIT PARADIGM</th>
<th>IMPLICIT PARADIGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Child is asked to either make an explicit statement about the belief of the agent (e.g. what does the agent think?) or to predict how the agent is going to act (e.g. where will the agent look for an object?) or to perform some action for the agent.</td>
<td>• Child or infant’s understanding of belief is inferred from their spontaneous responses to the unfolding scene.</td>
</tr>
<tr>
<td>• Typically, children do not pass these tests before the age of 4 years.</td>
<td>• Different methods for measuring spontaneous responses (e.g. neural, behavioural measures such as AL, VOE).</td>
</tr>
<tr>
<td>• Responding accurately requires sufficient verbal and executive control abilities, which might mask false belief understanding in younger children.</td>
<td>• Typically seen from 14-18 months of age (behavioural) and from 6 months of age (neural).</td>
</tr>
<tr>
<td>• Debated whether success at these tasks reflect infants’ understanding of others’ beliefs or alternative accounts, e.g. minimalist, behavioural rules or low-level processing.</td>
<td>• Debated whether success at these tasks reflect infants’ understanding of others’ beliefs or alternative accounts, e.g. minimalist, behavioural rules or low-level processing.</td>
</tr>
</tbody>
</table>

Explicit Elicited-Response:
In this paradigm, children first listen to a verbal narrative about an agent who holds a false belief about some aspect of a scene. Next, children are asked a direct question about the mistaken agent’s likely behaviour.

Implicit Violation of Expectation (VOE):
VOE paradigms rely on the natural tendency of infants to look longer at events that violate, as opposed to confirm, their expectations. In a VOE false-belief paradigm depicting an agent holding a false belief about a situation, infants’ looking times increase when an agent behaves in a way that is inconsistent with his false belief.

Implicit Anticipatory Looking (AL):
AL paradigms rely on the fact that infants will predict others’ actions by visually anticipating the expected events. In an AL false-belief task context depicting an agent holding a false belief about the location of an object, infants’ successful performance entails visually anticipating that the agent will look for the object in the wrong location - according to their false belief.
1.2 Biological processes underlying ToM

The proposition of ToM presence from a very young age has been challenged with theories on alternative, non-ToM-related biological processes that may underlie infants’ behaviour in false-belief studies. In particular, three key accounts have been put forward to explain infants’ behaviour in such tasks using a non-ToM interpretation, i.e. the minimalist, the low-level processing and behavioural rules accounts.

First, the minimalist account argues against full-blown mentalistic explanations of the findings from infant false-belief studies, suggesting instead the existence of an earlier and simpler form of mental state representation which only later in development results in ToM. For example, Apperly and Butterfill (2009) propose in their paper that infants under 4 years of age can efficiently represent and track belief-like states, but this early cognitive ability coexists with a later-developing ToM ability, which is sufficiently flexible to represent more cognitively demanding concepts.

Second, low-level processing suggests that good performance in false-belief tasks does not rely on successful representation of mental states (e.g. beliefs) but only on memory, attention and perception instead. Therefore, it states that evidence of ToM ability cannot be ultimately determined based on infants’ success in such tasks (Heyes, 2014a, 2014b; Perner & Ruffman, 2005).

Third, the behavioural account suggests that infants’ ToM competence evidenced from false-belief tasks is not a result of their ability to represent others’ mental states, but it is instead due to simpler expectation of behaviour or statistical regularities. For example, Perner and Ruffman (2005) argue that infants’ looking behaviour may be guided, rather than by mental state inference, by behavioural rules, e.g. people look for an object in the last place they saw it.
Despite some studies have directly addressed the plausibility of such simpler interpretations (He et al., 2011; Onishi & Baillargeon, 2005; Scott et al., 2015; Surian et al., 2007; Surian & Franchin, 2020; Yott & Poulin-Dubois, 2012 - see Table 1), the debate remains unresolved, as does the discussion regarding the possibility of ToM presence in young infants.

### 1.3 Computational processes underlying ToM

A second point of discussion concerns the non-ToM-specific computational processes that may underlie infants' observed behaviour in ToM studies. Specifically, three main psychological intention recognition theories, i.e. action-effect association, simulation and teleological, have been proposed in an attempt to explain how infants' performance in false-belief tasks may result from intention recognition abilities that are considered different to ToM. These theories differ from ToM in that the computational processes they describe do not fully explain humans’ ability to infer abstract mental states (ToM components). Indeed, while they allow the understanding and prediction of others’ intentions (or goals) from their observable behaviour, ToM pinpoints to the unobservable, internal causal structures underlying behaviour, i.e. mental states, which go beyond action observation.

First, the action-effect association theory states that goals are simply inferred by associations between an observed action and the effects that such action has produced (Csibra & Gergely, 2007). An example of the action-effect association theory in infants is provided by Woodward (1998), who utilised a visual habituation paradigm to determine that 6-month-old infants are able to encode others’ actions in a consistent way with the more mature understanding of goal-directed action. Specifically, following the habituation of an actor reaching for and grasping one of two objects, infants looked
longer when changing, in the test trials, the object grasped, rather than the path of motion taken by the actor to reach for the object. Overall, this indicates goal inference directed by an association created between previously observed actions and the effects of that action.

Second, the simulation theory proposes that actions are understood when the observer directly matches, or mirrors, the observed action onto their own motor system (Rizzolatti et al., 2001). An example of the simulation theory in infants is provided by Southgate et al. (2009), who suggested, through neuroimaging studies, that 9-month-old infants are able to engage in simulation for others’ action prediction. Specifically, using EEG during a reaching paradigm, the authors reported attenuation of sensorimotor alpha band activity (i.e. neural indicator of action prediction) in infants both when reaching for an object themselves and when observing an agent reaching for an object. Interestingly, the authors observed this simulated motor activation in the infant brain to initiate before the observation of the agent’s action, i.e. once it could be anticipated, thus implicating simulation for prediction of others’ behaviour.

Third, the teleological theory proposes that outcomes of actions can be recognised as their goals only if they are performed efficiently (Csibra & Gergely, 2007). An example of the teleological theory in infants is provided by Southgate et al. (2008), who utilised a familiarization paradigm to show that 6-8-month-old infants attributed goals to actions as long as they were efficient. Specifically, the authors familiarised infants to a human arm retrieving a ball through an efficient, goal-directed action (i.e. moving an obstructing object out of the way to retrieve a ball). Thereafter, the authors did not observe increased looking behaviour in test trials that showed the arm executing a biomechanically impossible, although still goal-directed action (i.e.
snaking around the obstructing object to retrieve the ball). These results suggest that infants extended their attributions of goal-directedness formed during familiarization even to the biomechanically impossible action in test trials, as this was efficient. Table 2 includes an overview of some developmental psychology experiments addressing infants’ prediction of goal-directed behaviour with respect to the different computational theories.
Table 2. Summary table of developmental psychology experiments describing infants’ cognitive ability to predict actions supported by different computational theories.

<table>
<thead>
<tr>
<th>Study</th>
<th>Task</th>
<th>Findings</th>
<th>Supported Computational Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Woodward (1998)</td>
<td>Prediction of grasping action</td>
<td>After seeing a hand repeatedly grasping one of two objects, infants anticipate that the same object would be grasped again, even when the spatial location of the objects are rearranged</td>
<td>Association</td>
</tr>
<tr>
<td>Monroy et al. (2017)</td>
<td>Prediction of action sequence</td>
<td>Observing actions, but not visual events, influenced toddlers’ action choices when associated with an effect</td>
<td>Association</td>
</tr>
<tr>
<td>Southgate et al. (2009)</td>
<td>Prediction of grasping action</td>
<td>Infants display overlapping neural activity during execution and observation of actions, but this activation, rather than being directly induced by the visual input, is driven by infants’ understanding of a forthcoming action</td>
<td>Simulation</td>
</tr>
<tr>
<td>Skerry et al. (2013)</td>
<td>Prediction of grasping action</td>
<td>Infants apply a general assumption of efficient action as soon as they have sufficient information (possibly derived from their own action experience) to identify an agent’s goal in a given instance</td>
<td>Possibly Simulation for Teleological</td>
</tr>
<tr>
<td>Gergely &amp; Csibra (1997)</td>
<td>Goal attribution to uncompleted action</td>
<td>Infants use the principle of rational action for the interpretation and prediction of goal-directed actions, but also for making productive inferences about unseen aspects of their context</td>
<td>Teleological</td>
</tr>
<tr>
<td>Southgate et al. (2008)</td>
<td>Prediction of goal-directed action</td>
<td>Infants appear to extend goal attribution even to biomechanically impossible actions as long as they are efficient</td>
<td>Teleological</td>
</tr>
</tbody>
</table>

These intention recognition theories have been previously used to rule out early ToM in infants and children undertaking false-belief tasks, in an attempt to explain
infants’ success in such tasks with simpler, non-ToM interpretations. For example, as opposed to a ToM interpretation, the teleological theory was used to interpret false-belief task results in 18-month-old infants by Priewasser et al. (2018), as well as the association (De Bruin & Newen, 2012) and simulation (Asakura & Inui, 2016) theories in 3- to 6-year-old children (see Part 1, chapter 2.3 - “Computational Modelling” for more details). However, it is still unclear whether these theories can be accounted as computational processes underlying ToM or be considered as precursors of ToM. Some authors (e.g. Asakura & Inui, 2016; Keysers & Gazzola, 2007) have previously supported this stance in the literature. Specifically, Asakura and Inui (2016) proposed an integration in the same framework of the simulation and teleological theories for false-belief reasoning. Keysers and Gazzola (2007) brought forward the idea of a continuum between simulation and ToM. Nonetheless, this remains to be empirically proven. Box B presents a discussion on simulation and teleological theories as precursors of ToM; whereas Table 3 presents a summary of studies describing precursor computational models of ToM.
Box B. Discussion on simulation and teleological theories as precursors of ToM.

- **Teleological theory for ToM**
  The *teleological theory* is one of the principal accounts utilized to describe the intention recognition ability based on observable actions in both adults and infants (Gergely & Csibra, 1997; Southgate et al., 2008). However, whether this teleological account is a suitable candidate mechanism underlying ToM remains questioned.

  The concepts represented in the ToM account can be considered more complex compared to those of the teleological account. In fact, although the teleological account is able to process actions to derive the goal of an agent in various situations, it is unlikely that the rationality principle may provide access to the unobservable, abstract mental states (Frith & Frith, 2006a; Koster-Hale et al., 2017). In addition, a recent review noted that there are kinds of mindreading contexts that have nothing to do with rationality or efficiency (Goldman, 2012).

  Furthermore, rationality (the teleological account) is not very effective when trying to infer mental states which are subjective, as efficiency may not be the prerogative of the agent observed.

  In addition, while the teleological account suggests that infants should not be able to distinguish their representation of a scene from that of an agent (thus, reality should be as construed by the infants), the ToM account presupposes the attribution of a perspective to another agent, which may be similar or differ (Luo & Baillargeon, 2010).

  Nonetheless, Gergely and Csibra (1997) proposed a continuum between the teleological constructs (i.e. action, goal-state and situational constraints) and the ToM ones. They suggested that the former supposes the same computations and constructs as the latter, but the latter represents more sophisticated, abstract constructs (i.e. intentions, desires and beliefs). Furthermore, Baker et al. (2017) developed a Bayesian computational model for ToM (BToM) based on the teleological principle that was successfully validated on adult, as well as infant data (Hamlin et al., 2013).

- **Simulation theory for ToM**
  The *simulation theory* is the other principal account utilized to describe the intention recognition ability based on observable actions in both adults and infants (Gallese & Goldman, 1998; Southgate et al., 2009). However, similarly to the teleological account, whether the simulation account is a suitable candidate mechanism underlying ToM remains questioned.

  The simulation theory proposes that others’ mental states can be understood account for the subject-specific nature of the mental states only when the observer and the observed person are similar (Frith & Frith, 2006b). This has also consequences on ToM ability. In fact, while similarity is essential to permit the transfer of mental perspectives, it may also be a disadvantage and lead to the quarantine failure (Goldman, 2012). This is described as the failure to (a) exclude own mental states which are lacking in the observed agent when making predictions and (b) consider the observed agent’s mental states as self-representations.
on the basis of our own mental states (Brass et al., 2007; Frith & Frith, 2006b; Gallese & Goldman, 1998; Goldman, 2012). Therefore, in contrast to the teleological account, the simulation theory permits the representation of the same abstract mental states, given that we experience our own mental states. However, having the same desire as another person does not necessarily permit the inference of their intentions. Hence the simulation theory can be considered only a first step for ToM (Frith & Frith, 2006b).

Furthermore, the simulation account can

Against the simulation theory as a base for ToM is also some evidence of its inability to support action understanding in novel situations (Brass et al., 2007), which does not support the context-specific nature of mental states.

Nonetheless, Keysers and Gazzola (2007) proposed a model integrating the simulation and mentalistic accounts based on neural evidence. More specifically, the authors suggested that the brain areas associated with both accounts reflect simulation, even though at different levels, rather than radically different processes.

- Integration for ToM

Although the teleological and simulation models in some respects rely on different representations and computations, they may be important in different ToM-related situations or when dealing with specific mental states.

For example, while the teleological model might be useful to predict mental states early in development given its more innate nature (given the central rationality principle) compared to the simulation model, the latter may become valuable when humans start learning from experience and relating to other people.

Similarly, while the simulation approach may be more suitable to infer mental states triggered by bottom-up stimuli, the teleological model may be important when an increasing top-down control is necessitated (see also Part 2, Chapter 3 of this thesis). Such top-down control enabled by ToM and teleological models may enable different preparation strategies for interaction (e.g. Ognibene & Demiris, 2013).

In Bianco and Ognibene (2019) an integration of the simulation and teleological models for ToM was suggested. A complementary view of the models, rather than a contrasting one, was proposed.

For example, although mirroring does not necessarily imply inference and prediction of the final intentions and beliefs of an agent, it may help with the action sequences necessary to reach that goal state (i.e. the trajectory to reach the final state). This may favour the teleological reasoning which may provide further information to infer and predict the mental states of the agent observed. The same might be true also in the opposite direction.

While the teleological model might provide information on possible trajectories of observed actions to infer the agent’s mental states, simulation may allow the correct inference of intentions, desires or beliefs by choosing between such options through internal simulation.
Table 3. Summary of psychology experiments describing precursor computational models of human Theory of Mind ability.

<table>
<thead>
<tr>
<th>Study</th>
<th>Precursor of Theory of Mind</th>
<th>Proposal</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keysers &amp; Gazzola (2007)</td>
<td>Simulation as precursor of Theory of Mind</td>
<td>Based on neural evidence: brain areas associated with both accounts represent simulation (even though at different levels)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gergely &amp; Csibra (1997)</td>
<td>Teleological as precursor of Theory of Mind</td>
<td>Continuum between teleological constructs (i.e. action, goal-state and situational constraints) and mentalistic ones (i.e. intentions, desires and beliefs), with the latter supposing same computations and constructs of the former but representing more sophisticated, abstract constructs</td>
<td>12-month-old infants had to infer a goal state to rationalize the incomplete action, whose end state was occluded from them, as an efficient 'chasing' action</td>
</tr>
<tr>
<td>Baker et al. (2017)</td>
<td>Teleological as precursor of Theory of Mind</td>
<td>Bayesian computational model for ToM based on the teleological principle: adults were suggested to follow this model to infer the mental states behind an agent's behaviour using priors</td>
<td>‘Food-trucks’ scenario, using animated two-dimensional displays of an agent navigating through simple grid-worlds. Observers had to infer agents' mental states according to their trajectory</td>
</tr>
<tr>
<td>Hamlin et al. (2013)</td>
<td>Teleological as precursor of Theory of Mind</td>
<td>Bayesian computational model for ToM based on the teleological principle: infants were suggested to follow this model to infer the mental states behind an agent's behaviour</td>
<td>Social evaluation task assessing infants' judgement of intentions (helpful and harmful) of observed agents during interaction</td>
</tr>
</tbody>
</table>

1.4 Failed replications

Finally, further alimenting the psychological debate on ToM emergence is the presence of replication studies that failed to observe previously suggested ToM ability in infant false-belief tasks. For example, a seminal paper by Southgate et al. (2007) used eye-tracking to measure 25-month-old infants' AL behaviour following familiarisation in response to an agent holding true or false beliefs regarding an object
location. Results from this study indicated that 25-month-olds had the ability to understand false beliefs and predict others’ actions based on others’ beliefs; however, these findings could not be replicated in a recent two-lab direct replication attempt including two of the original authors (Kampis et al., 2020). The findings from this paper have been used several times by later studies as evidence of infant false belief understanding in support of potential ToM competence. However, as the authors mention following their failed replication study, their paradigm does not reliably replicate the original results and thus cannot be used as evidence for further ToM ability. Similarly, Kulke et al. (2018), who attempted to replicate four influential implicit ToM tasks, could only reliably replicate 1 of the 4 studies. Previous results indicating 18-month-old infants’ ability to take into consideration false beliefs when predicting someone else’s actions were also not replicated by Powell et al. (2018). (I refer the reader to Kulke and Rakoczy (2018) for a recent overview of replication success in infant false-belief studies for the assessment of ToM ability). Nonetheless, explanations behind these failed replications have been proposed, including (a) slight methodological changes and (b) participants’ individual differences (Crivello & Poulin-Dubois, 2018); as well as (c) differences in study procedure, participant motivation and attention between studies (Baillargeon et al., 2018).

However, of particular interest are some further points raised by Kampis et al. (2020) and Baillargeon et al. (2018) regarding the utility of some paradigms to elicit the behaviours on which they rely. Specifically, Kampis et al. (2020) concluded that their paradigm does not reliably elicit the behaviour of interest (i.e. belief-based action prediction), likely resulting in the failed replication. This seems to be in line with Baillargeon et al. (2018)’s commentary which focuses on the inability of the AL false-belief paradigm to consistently elicit spontaneous action prediction or belief tracking in
different age groups and populations. This is likely because AL does not elicit basic action prediction even during familiarisation trials in several failed replication studies. In agreement with this proposition, some previous studies have questioned the suitability of the current false-belief paradigms to assess ToM in infants, indicating that success in such tasks may not require ToM ability (Bloom & German, 2000). However, this may not be the case, as I discuss with my proposal in the next section.
2. Theoretical and Methodological Contributions

2.1 Proposal

Given the existent contrasting results and theories, as well as failed replications, in this thesis I suggest that it may not be the paradigm itself the reason why ToM-related behaviour is not observed in some infant studies. Rather, I believe that the behavioural measure that is mostly used for infant ToM assessment in false-belief tasks (i.e. looking behaviour) may not necessarily be the most appropriate measure of ToM in infants when used alone. Indeed, most of the mentioned papers employed looking behaviour to determine ToM presence in infants, generally by measuring AL, looking times, eye-gaze and pupil dilation. However, Dörrenberg et al. (2018) investigated the replicability and validity of implicit ToM tasks using 4 different measures in 24-month-olds, including AL, looking times and pupil dilation in a violation-of-expectation (VOE) task. The authors indicated that AL is not a reliable measure of ToM as they could not replicate previous findings. Similarly, looking times and pupil dilation were found to be sensitive to certain control conditions of the task (e.g. presentation order of outcomes) and thus to have limited suitability to describe implicit ToM processes. In accordance with this view, the sole looking behaviour measure used to investigate infant ToM in this thesis (Part 1, 3.1) may not have been sufficient to fully capture ToM ability in 18-month-olds.

To put my proposal further into context, on the one hand, Kampis et al. (2020) described their AL paradigm not to reliably elicit the desired behaviour in infants, i.e. belief-based action prediction, thus failing to show early belief understanding. On the other hand, a study by Southgate and Vernetti (2014) managed to identify activation of brain regions implicated in such behaviour (belief-based action prediction) in 6-month-old infants using neuroimaging. Attempts to replicate the results from this
electrophysiological study are not yet available. However, infants’ success in this task may indicate that rather than the paradigm not being able to elicit the desired behaviour, the caveat may lie in the chosen measure to assess such behaviour, i.e. the looking behavioural measure. Overall, the evidence here reported has important implications for ToM research. First, it suggests that different measures may have a varying ability to access implicit ToM processing. Second, eye-looking behaviour as a behavioural measure for ToM may not fully capture infants’ ToM ability and explain ToM-related behaviour when used alone.

Overall, additional methodologies to “standardise” the interpretation of the results obtained with false-belief paradigms are needed to determine the presence (or absence) of ToM in infants in a way that can be considered effective and reliable. In the next sections, I introduce two methodologies that might be used as complementary to looking behaviour when assessing ToM in infants through implicit false-belief tasks, i.e. computational modelling and neuroimaging. These are discussed in light of the current literature on false-belief tasks in infants. Furthermore, I describe two innovative approaches to the study of ToM, i.e. predictive coding and multisensory integration, which may rely on such methodologies. My aim is to show the potential of using complementary methodologies for the study of ToM from a new perspective and to inspire future studies in this direction.

Innovative methodologies to interpret infant ToM results in false-belief tasks

2.2 Computational Modelling

In the last few decades, computational modelling has been increasingly applied to various research fields including psychology (Blohm et al., 2020), providing great
insights and increasing our knowledge on the mechanisms underlying cognition in health and disease (Ask & Reza, 2016). Although different computational models can be developed with different goals in mind (Blohm et al., 2020), they overall represent a very powerful tool to describe brain mechanisms and computations, as well as test existing competing theories and develop new ones to explain observed behaviours more reliably. This is promising for the present discussion, given the many contrasting theories and findings surrounding infant ToM in false-belief tasks. I here suggest introducing computational modelling in infant false-belief studies to help shed light on the debate on ToM emergence and its development.

One way in which computational modelling could aid the existent debate is by comparing models representing processes supported by contrasting theories. Specifically, implementing computational models of infants’ performance in false-beliefs tasks may provide a means to more reliably determine whether ToM is the process underlying infants’ success in these tasks. To my knowledge, only Priewasser et al. (2018) utilised computational modelling to examine the brain computations that may underlie infant behaviour in false-belief tasks. The authors adapted the study by Buttelmann et al. (2009) and investigated the helping behaviour of 18-to-32-month-olds during a false-belief task that required infants to help an agent retrieve a hidden toy. Specifically, the authors reasoned that infants’ helping behaviour evidenced in this false-belief task could be interpreted as either (1) infants understanding others’ beliefs and acting based on these beliefs (mentalising), or (2) infants utilising reasoning based on others’ previous actions to recognise their goals, which does not require tracking others’ beliefs (teleological reasoning). According to the first interpretation, infants’ helping behaviour would be limited to helping the agent when she had a false belief about an object’s location. However, according to the second interpretation, infants’
helping behaviour would be driven by their knowledge of the agent (i.e. looking for the toy in the wrong box), thus without attributing a false belief to the agent. To determine which reasoning best described the infants’ helping behaviour observed in their false-belief task, the authors used Bayesian model comparison, which involves the testing of competing theoretical explanations given a behaviour, to identify which model best described the observed data (a posteriori). Their model comparison indicated that the teleological account was more likely to support the observed data, and to describe the computational processing underlying infants’ behaviour in their task than a mentalistic account. This work therefore shows that by testing contrasting theories on the same set of data, computational modelling can help to shed light into the processes underlying infants’ early competence in the false belief task. I believe that this approach should inspire future infant false-belief studies and may contribute towards the solution of the current debates. Indeed, none of the above studies contesting the findings of ToM presence in infant false-belief tasks (Apperly & Butterfill, 2009; Heyes, 2014a, 2014b; Perner & Ruffman, 2005) have provided concrete evidence of its absence. While they suggested alternative minimalist, behavioural rule or low-processing accounts, such proposals have not been directly tested, thus preventing any conclusion that is warranted by the data. A few other studies compared ToM models with other simpler models to provide evidence of ToM as the mechanism underlying the behaviours observed in their task, although this was done in the context of a social evaluation, rather than false-belief task (Hamlin et al., 2013) and in older children and adults only (Baker et al., 2017). In their study, Hamlin et al. (2013) evaluated infants’ understanding of others’ beliefs by testing which of the following strategies would drive 10-month-old infants’ judgements in a social evaluation task: (1) the analysis of the mental states at play (i.e. the protagonist’s preference for an
object and the helper’s knowledge of such preference), (2) the assignment of the same knowledge about the protagonist’s mental states to both the protagonist and the helper, or (3) the reliance on low-level cues in the scene. To do so, the authors compared a Bayesian computational ToM model with both simpler mentalistic models and non-mentalistic models, which were used in combination with the more classical behavioural measure of ToM (looking behaviour). The authors concluded that the Bayesian computational ToM model best described infant looking behaviour in their task, providing evidence of ToM processing rather than non-ToM computations. Therefore, these findings support the interpretation of an early ToM ability in infants as seen in this false-belief task. This provides an example of how computational modelling can be used to aid the psychological debate on ToM emergence. While these results contrast the previously described findings from Priewasser et al. (2018), it is worth mentioning that in the latter study an older infant population was recruited (18-32- vs 10-month-olds) and a different task was used (helping vs social evaluation task). Therefore, it is possible that these differences could have led to such contrasting results. Conversely, it is also possible that age differences between studies could reveal varying presence of ToM-related behaviours throughout development. The coexistence of different computational mechanisms supporting ToM in different scenarios (e.g. different experimental settings and populations) and at different developmental stages is further reinforced in the experimental sections of this thesis (Parts 2 and 3). Indeed, this thesis supports the presence of a shared computational framework which supports all previously indicated computational mechanisms underlying ToM when considering different scenarios, e.g. association for simple environments with limited factors influencing others’ behaviours; simulation, teleological or mentalising for more complex environments and more challenging
scenarios (see Part 2, 2.3 and Part 3, 3.3 for further details). While it is evident that there exists a range of studies contributing to the modelling of ToM, it is also clear that computational modelling could provide useful result interpretation. Overall, this suggests that computational modelling represents a technique of choice in infant false-belief tasks in support of more classical behavioural measures, e.g. looking behaviour.

In addition to testing contrasting theories, there are other ways in which computational modelling could aid the debate on ToM emergence. First, computational models are useful for drawing new hypotheses and advancing theories able to explain an observed behaviour in a given task. In more detail, computational models can infer hidden variables and lead to new hypotheses that would otherwise not have been considered. Therefore, they can prove extremely useful for the interpretation of data, hypothesis generation, as well as the discovery of key factors underlying higher-order cognitive abilities, including ToM. Computational modelling has not yet been used for such purposes in infant ToM false-belief tasks, or ToM in general. However, I would like to mention Rabinowitz et al. (2018) as an example of the discovery of new factors which may influence the behaviour under investigation, and which may not have been captured otherwise. Briefly, Rabinowitz et al. (2018) trained a neural network to investigate prediction of others’ behaviours based on their past behaviours. Interestingly, their neural network independently discovered patterns in others’ behaviours, which were used to categorise agents into groups. These patterns had not been captured by Rabinowitz and colleagues; thus, modelling enriched the authors’ interpretations of their results.

Computational models may also provide a means to determine constraints and factors affecting ToM development, which may improve the debate on ToM
emergence and, in turn, improve infant false-belief studies. This can also help designing more efficient experimental frameworks and providing more precise predictions. An example of this approach could be building a computational model combining an innate (e.g. automatic processing of beliefs or top-down component) and an experience-based component (e.g. stimuli-driven beliefs processing or bottom-up component) for belief-based reasoning. By applying the model to the behaviour observed in false-belief tasks, it would be possible to determine which of the two components mostly affects belief reasoning and the conditions under which the behaviour is influenced, e.g. infant age, implicit or explicit false-beliefs, social component of task, environmental volatility (see Diaconescu et al. (2014) for a similar approach applied to study social advice-driven decision-making in adults). These types of investigations are difficult to conduct using standard lab-based research. Therefore, computational modelling could inform future false-belief studies and help determine if ToM-related behaviour can be observed at a certain age, given certain conditions, and when it may be impaired.

2.3 Neuroimaging

The advancements in brain imaging technology in the last decades have contributed immensely to the understanding of human brain structure and function. Neuroimaging has become a primary tool in neuroscience research, involving various techniques including positron emission tomography, functional magnetic resonance imaging, fNIRS, EEG / event-related potentials (ERPs), and magnetoencephalography (MEG) (Dick et al., 2014). Neuroimaging has also become an invaluable tool for increasing our knowledge of infant cognitive development and abilities. Specifically, neuroimaging has made possible the study of the relationship
between the structural growth of the brain and the emergence of new behavioural abilities during development (Johnson, 2001). In addition, the role that genetic and environmental factors have on learning and development has been investigated (Munakata et al., 2004). Neuroimaging allowed the assessment of the large-scale dynamic changes in the interactions between brain regions and their functional specialisation throughout development, as well as the characterisation of typical and atypical development (Johnson et al., 2002). Furthermore, it can aid the study of classic developmental and cognitive issues (Munakata et al., 2004) in a way that was not possible until a few decades ago. For an extensive review on the neuroimaging methods used in infant psychology studies, I refer the reader to Azhari et al. (2020).

Compared to behavioural measures alone, neuroimaging methods have some advantages that are critical in the context of developmental psychology (see Spelke (2002) for a more detailed analysis of this comparison). To name a few, neuroimaging methods allow the direct study of brain activity related to a cognitive ability, which can only be done indirectly through behavioural studies. Therefore, they can narrow down the space of plausible interpretations compared to behavioural data. Furthermore, neuroimaging often permits the utilisation of the same procedures and measures with children of different ages to reliably study developmental neural changes. Overall, in a similar fashion to computational modelling, neuroimaging provides information about tentative mechanisms underlying development that is not obtainable from solely behavioural studies. However, neuroimaging relies on brain activity to provide insights into the computations and biological processes behind an observed behaviour. Following Spelke’s observation that “developmental neuroimaging is likely to offer new insights into questions that have been central to developmental psychology for
centuries” (Spelke, 2002, p. 392), in this section I apply this view to aid the interpretation of false-belief task results in infants.

As mentioned in the introduction, some uncertainties remain regarding whether looking behaviour is an accurate and reliable measure of infant ToM in false-belief tasks. Not relying on overt behaviour, neuroimaging methods potentially represent a great additional tool to determine which cognitive process(es) infants engage in during false-belief tasks, offering researchers access to infants' brain processing throughout the task. To my knowledge, three studies have employed neuroimaging methods (EEG/ERPs and fNIRS) to investigate infants’ understanding of others’ minds using false-belief tasks. Kampis et al. (2015) investigated the ability of 8-month-old infants to encode another person’s perspective, using gamma-band electroencephalographic activity over the temporal lobes (i.e. neural signature for sustained object representation after occlusion). The authors observed gamma-band activity when an object was occluded from the infant’s perspective and from the other person’s perspective only, as well as when the person falsely believed the object to be present. The authors concluded that infants have a metarepresentational understanding of others’ minds (i.e. the ability to represent others’ mental states) even before the onset of language and that it is possible that some basic ToM mechanisms have an innate basis. Southgate and Vernetti (2014) measured sensorimotor alpha suppression (i.e. a neural indicator of action prediction) to determine whether 6-month-olds would generate action predictions that are appropriate given an agent’s current belief in a false-belief task. The authors observed infants’ motor cortex activation only when the agent had a false belief on the presence of a ball placed in a box, as opposed to a false belief that the ball was not in the box, indicating that they would not predict the agent to act in the latter condition. Importantly, infants based their predictions on what
the agent, rather than themselves, believed on the state of the environment, suggesting that infants can exploit their sensitivity to others’ minds for action prediction from a young age. Forgács et al. (2019) tested 14-month-old infants in a false-belief task and measured ERPs associated with semantic violations (N400 component). Infants were shown to exhibit an N400-like response when observing an agent having a false-belief about a labelled object, therefore suggesting semantic violation processing, even though labels were congruent from the infant perspective. The findings from this study indicate that infants were tracking the observed agent’s comprehension during the interaction.

Altogether these studies suggest that infants in their first year of life are able to represent others’ beliefs and use such beliefs for predicting others’ behaviour, thus supporting early ToM interpretations. With the help of neuroimaging, it was possible for the authors of these papers to identify the mechanisms underlying infants’ overt behaviour in such tasks by providing neural evidence of infants’ processing of others’ representations of the world (in particular when contrasting their own). Furthermore, as opposed to behavioural studies which observed this ability in +18-month-olds only, by using neuroimaging measures and not relying on overt behaviour, these authors reported ToM at 6 months of age. As highlighted through these studies, neuroimaging represents a great candidate tool to determine infants’ covert competence vs overt performance in false-belief tasks and whether ToM is implicated.

Similarly to computational modelling, neuroimaging can also be a means to test contrasting theories, as different brain mechanisms have been hypothesised to underlie infant early ToM ability. For example, as mentioned earlier, the simulation theory requires the matching of an observed action onto one own’s motor system for
it to be understood (Southgate et al., 2008) and a few studies have shown this ability in infants (e.g. Southgate et al., 2009, 2010). Therefore, neuroimaging could be utilised to determine which brain areas, as suggested by any of the alternative accounts (e.g. simulation), are active during false-belief tasks in infants. This will aid the debate on whether ToM or simpler intention recognition better describes infants’ behaviour seen in such tasks. Furthermore, neuroimaging applied to false-belief studies could also guide the identification of the mechanisms underlying ToM. For example, Saxe et al. (2004) concluded in their review that reasoning about others’ minds (ToM) represents a separate domain of cognition to reasoning about others’ goals and actions (e.g. association, simulation and teleological theories) by taking into consideration the activation of different brain areas during the two processes.

One last great advantage of employing neuroimaging methods in false-belief infant studies is the potential to investigate the activity of brain areas associated with adult ToM in the infant brain during these tasks. To my knowledge, the study by Hyde et al. (2018) is the only one to have used this approach to provide some insights into whether infants may be engaging in ToM during false-belief tasks. Hyde and colleagues (2018) used fNIRS to assess the activity of 7-month-old infants’ temporoparietal junction (TPJ), a brain area suggested to be recruited in adults during ToM. The authors found infants’ TPJ activity to reflect the tracking of others’ beliefs during their false-belief task, with higher activity seen when the person’s belief about the location of an object was false as opposed to true. This developmental correlation strengthens the authors’ result interpretation of the presence of an adult-like functional organization relevant to ToM by 7 months of age. Ultimately, the use of neuroimaging methodologies alongside behavioural paradigms can shed some light on the mechanisms underlying ToM in young infants during false-belief tasks.
Innovative approaches to interpret infant ToM results in false-belief tasks relying on complementary methodologies

2.4 Predictive Coding

"Whether infants engage in belief-based predictive coding during implicit false-belief tasks could be key to more reliably support interpretations of early ToM ability”

The human brain has been suggested to act as a “statistical organ” (Friston, 2018) or a “prediction machine” (Clark, 2013). In particular, for successful interactions to unfold, it has been suggested that the brain makes predictions about the world, using hierarchical generative models, which are then updated based on the evidence obtained through incoming sensory input. This mechanism is referred to as predictive coding (Clark, 2013, 2015; Friston, 2005). Predictive coding is believed to be useful for the accurate interpretation of the world we live in. Indeed, given the volatile and uncertain nature of the environment, predictions need to be continuously updated based on incoming information. When there is a discrepancy between incoming information and original predictions, a prediction error is formed, which is used to interpret the incoming sensory input and inform future predictions (den Ouden et al., 2012). The importance of predictive coding in the discussion on ToM emergence is reflected from its implication in ToM ability advanced by Van de Cruys et al. (2014). In their paper, the authors suggest predictive coding as a mechanism to understand ToM deficits in people with ASD. Specifically, the authors propose ToM impairment in ASD to be driven by an inability to flexibly process VOE in social contexts. From a predictive coding perspective, this would mean that people with ASD may find it difficult to give the correct weight to prediction errors and to choose whether to use such prediction
errors to update their model of the world. While this proposal remains to be confirmed through empirical data, it provides an interesting view on the potential involvement of predictive coding for typical and atypical ToM.

Other studies have suggested a role for predictive coding in ToM ability in the typical population as well (Gordon, 2021; Koster-Hale & Saxe, 2013; Richardson & Saxe, 2020). Koster-Hale and Saxe (2013) reviewed findings from several papers on attribution of goal-directed actions, beliefs and desires, as well as preferences and personalities. Based on these studies, they advanced an interpretation of the original results in terms of predictive coding proposing to extend such framework to ToM. In particular, the authors identified a decreased neural activity in the TPJ in response to others’ beliefs that are predictable, which they define as a key signature of predictive coding. In other words, considering that the TPJ has been previously indicated to show a robust response while thinking about an individual’s beliefs and desires (Saxe & Kanwisher, 2003), the pattern of activation identified in Koster-Hale and Saxe (2013) (i.e. decreased response to expected beliefs-driven behaviours of others) highlights a predictive code framework for ToM. This can thus be used in future ToM studies (including false-belief tasks) to interpret infant results and to indicate more reliably whether ToM is implicated in their behaviour. Specifically, if such a decreased response in the TPJ is seen during false-belief tasks, researchers could more strongly conclude that infants do indeed understand and predict others’ beliefs-driven behaviours. Predictive coding was also proposed by Gordon (2021) to be at the core of ToM ability, specifically indicating that simulation implemented through predictive coding may be the process behind ToM ability (see Part 1, section 1.3 - “Computational processes underlying ToM” for an explanation of the simulation theory). In particular, the author suggested that individuals represent and update beliefs (as well as other
mental states) in an agent-neutral manner, meaning that mental representations are undifferentiated between the self and other. Others’ representations are then corrected using predictive coding, i.e. in response to prediction errors deriving from the testing of hypothetical modifications of such representations, until a good enough projection is achieved. While Gordon (2021)’s proposal has not been validated with human studies, it provides a compelling role of predictive coding for ToM. Overall, the relevance of predictive coding for understanding brain mechanisms is clear, as is its potential involvement in ToM ability, thus becoming a great candidate measure for ToM assessment and false-belief tasks’ result interpretation.

My interest in suggesting the use of predictive coding for corroborating interpretations of infant false-belief task results further stems from its central role in the context of implicit false-belief paradigms. Indeed, such paradigms are highly reliant on predictive coding by requiring infants to predict others’ behaviours based on their changing beliefs. More specifically, most of the studies here reviewed assessed false-belief understanding using either the VOE or AL implicit paradigms, whereby infants make predictions of agents’ belief-based behaviours, which need to be updated in light of incoming sensory input (see Part 1, section 1.1 - “Experimental paradigms” for more details on these paradigms). Briefly, VOE paradigms rely on the natural tendency of infants to look longer at events that violate, as opposed to confirm, their expectations, which are built through predictive coding. Consequently, in a VOE false-belief paradigm depicting an agent holding a false belief about a situation, infants’ looking times increase when the agent behaves in a way that is inconsistent with his false belief (Scott & Baillargeon, 2017). In contrast, AL paradigms rely on the fact that infants will predict others’ actions by visually anticipating the expected events, which again is possible through predictive coding. Therefore, in an AL false-belief task, where for
example an agent holds a false belief about the location of an object, infants’ successful performance entails visually anticipating that the agent will look for the object in the wrong location – according to their false belief (Scott & Baillargeon, 2017). It is therefore clear how both these paradigms are dependent on infants’ ability to engage in belief-based predictive coding during false-belief tasks. Therefore, to support an interpretation of ToM presence in infancy, a study should provide clear evidence of belief-based predictive coding being the reason behind infants’ success in such tasks.

While young infants have been shown to update their internal models of the world using predictive coding to represent a volatile environment (e.g. de Klerk et al., 2016; Kayhan et al., 2019; Poli et al., 2020), whether they engage in belief-based predictive coding during implicit false-belief tasks has not yet been fully evidenced. In fact, most studies assessing belief-based predictive coding in young infants have solely relied on their looking behaviour during the task, using AL and VOE as a proxy of predictive behaviour. However, while infants can show a looking behaviour that is consistent with predictive coding with respect to others’ beliefs, these studies cannot rule out whether the predictive behaviour displayed could be driven by other processes (i.e. not belief-based). As contested by the behavioural rule account (Perner & Ruffman, 2005), infants’ longer looking in false-belief tasks may represent a VOE of e.g. object location, which does not require belief understanding. While follow-up studies have directly addressed this assumption in specific paradigms using experimental variations which could exclude behavioural rules to guide infants’ performance (e.g. Scott et al., 2015; Yott & Poulin-Dubois, 2012), belief-based predictive coding remains to be conclusively shown in these tasks. Both the computational modelling and neuroimaging complementary measures introduced
earlier can help investigate the types of predictive coding that infants may be engaging with during implicit false-belief tasks and rule out whether other factors (e.g. different types of VOE) may be influencing study results, as opposed to belief-based predictive coding.

In the literature there exist only three studies (e.g. Hamlin et al., 2013; Kampis et al., 2015; Southgate & Vernetti, 2014) which have provided compelling evidence of infant belief-based predictive coding during false-belief tasks and which should inspire future research designs. Southgate and Vernetti (2014) and Kampis et al. (2015) used neuroimaging to assess infants’ ability to predict others’ actions according to their beliefs (belief-based action prediction) and sustained object representation after occlusion (belief-based sustained object representation), respectively. Hamlin et al. (2013) combined the looking behaviour measure with computational modelling to assess infants’ ability to infer mental states for social evaluation (belief-based social evaluation). Overall, although using different methodologies, these studies all evidence belief-based predicting coding in infancy. In more detail, Southgate and Vernetti (2014)’s study evidenced belief-based action prediction through motor cortex differing activation based on the agent’s beliefs. Kampis et al. (2015) reported belief-based sustained object representation after occlusion through differing gamma-band activity over the temporal lobes based on the observed agent’s beliefs. Ultimately, these findings provide neural evidence of infants’ prediction of the agent’s behaviour based on the agent’s beliefs, as well as behavioural evidence of belief-based AL and VOE, respectively. Finally, a study by Hamlin et al. (2013) employed Bayesian computational modelling, in addition to the classical looking behaviour measure, to determine whether infants were engaging in mentalistic inference for social evaluation in their task. Bayesian models are mostly used to formulate predictive coding; thus,
they provide strong evidence of its presence (or absence). In their study, Hamlin et al. (2013) indicate that infants had priors on agent’s behaviour, which were updated taking into consideration the agent’s beliefs-guided behaviours to make social evaluation; thus following a predictive coding framework. A strength of this work is that the authors corroborated their looking behaviour findings with the additional computational modelling measure. This is a great example showing how (1) the looking behavioural measure has been and continues to be greatly useful to provide initial insights into infant predictive coding in false-belief tasks, and ToM presence as a consequence, and (2) more sensitive measures to belief-based predictive coding should be combined in experimental designs to more reliably interpret ToM-related findings in implicit false-belief studies.

2.5 Multimodal integration

“[…] a full picture of cognitive development will only emerge once we consider the fact that all of these processes depend crucially on multisensory interactions”

(Bremner et al., 2012)

It is now widely accepted that the brain receives several different types of information provided by multiple sensory modalities at any given time (Parker & Robinson, 2018). To interpret such information, the brain uses both bottom-up and top-down processes to automatically integrate signals from different sensory channels. This results in a “cross-modal” stimulus, a phenomenon referred to as multisensory integration (Dionne-Dostie et al., 2015; Parker & Robinson, 2018). A cross-modal stimulus produces a different neural response product to that obtained by the individual component stimuli (Stein & Rowland, 2011). For example, during food tasting, individuals can taste and smell their food, which are inputs from different
sensory channels that are perceived as an integrated cross-modal stimulus, thus contributing to the same experience. If such inputs were perceived separately by individuals, a big change in overall perception and experience would occur. A fitting example of the impact of olfactory loss on food tasting has been recently provided by (Elkholi et al., 2021), who assessed the effect of Coronavirus Disease 2019 (COVID-19) on individuals’ quality of life. Specifically, the authors indicated that 84.6% of patients who lost their sense of smell due to COVID-19 reported a decreased ability to taste and enjoy food, while 66.5% mentioned reduced appetite. Ultimately, real-world events are very rarely unimodal; multisensory integration allows a complete and coherent representation of what is being perceived (Dionne-Dostie et al., 2015). Given the impact of multisensory integration in our daily life, determining the underlying mechanisms, as well as the contributions of each sensory modality to multisensory integration is warranted (Parker & Robinson, 2018).

Developmental studies suggest that the ability of processing multisensory signals develops early in life. For example, Meltzoff and Borton (1979) showed that 29-day-old infants were able to recognise an observed shape with which they had previously had tactile experience. However, the age at which multisensory integration ability develops remains debated (Dionne-Dostie et al., 2015). Furthermore, several studies in the literature have evidenced the role of multimodal integration on cognition, including its effect on emotion (Lin et al., 2020), sense of body ownership (Botvinick & Cohen, 1998; Tsakiris, 2008) and embodiment (Baumard & Osiurak, 2019). The effect on the latter two cognitive abilities has been made possible by experimental illusions that manipulate individuals’ sensory experiences, thus allowing the investigation of the brain’s tendency to undergo multisensory integration of inputs from different modalities (Parker & Robinson, 2018). For example, in their widely known and replicated rubber
hand illusion study, Botvinick and Cohen (1998) showed that synchronous tactile stimulation of an individual’s hand while watching the same touch in a rubber hand produces a sense of body ownership over the artificial hand (i.e. resulting from visuo-tactile multisensory integration). Illusions of body-ownership, such as the rubber hand illusion, have been shown to increase the perceived physical similarity between self- and other-, which in turn changes mental representations of self and others, such as attitudes and beliefs (see Tsakiris, 2017). As a result, multisensory experiences have been suggested to drive the experience of self-other distinction and embodiment (e.g. Tsakiris, 2017). Given the relevance of self-other distinction for ToM ability, multisensory-driven embodiment has been hypothesised to be important for ToM (e.g. Steinbeis, 2016; Chasiotis et al., 2006).

Therefore, multisensory integration may be a key factor in the discussion on ToM emergence. Yet, multisensory integration for ToM development has been under-researched, especially in infant populations. However, introducing this approach to ToM research may help shed light into the mechanisms behind ToM and contribute to the interpretation of infants' behaviour in false-belief tasks. Both the computational modelling and neuroimaging complementary measures can help investigate multisensory integration during implicit false-belief tasks. I will now highlight the reasons why I think that this approach could shed some light into infants’ flexibility towards representing others’ beliefs, which may ultimately be influencing study results.

First, ToM tasks, including implicit infant false-belief tasks, generally rely on a single modality, i.e. (mainly) vision and (at times) audition (Beaumont & Sofronoff, 2008). While such unisensory studies assessing false belief understanding in infants have provided compelling findings into ToM development, the investigation of this
cognitive ability is arguably incomplete unless multiple modalities are included in the picture. There are at least two main reasons as to why this might be the case.

On the one hand, real-life scenarios usually comprise multisensory stimuli which need to be integrated to allow for correct behavioural responses. Therefore, while infants may be able to pass a false-belief task using single-modality stimuli, their performance might not translate to real-world scenarios where the integration across sensory channels is required. Furthermore, infants’ performance at multisensory false-belief tasks may be more consistent and indicative of their ToM ability, compared to unisensory false-belief tasks which have resulted in contrasting findings in the literature. Therefore, a multisensory approach to ToM may be able to uncover infants’ ToM ability in naturalistic scenarios, as well as inform on infants’ success at false-belief tasks.

On the other hand, the ability to represent beliefs may vary based on the sensory systems through which stimuli are delivered. In this sense, uncovering which - if any - sensory systems contribute the most towards ToM development and false-belief success is an open question. For example, a potential involvement of visual and auditory systems for ToM development has been suggested by studies showing atypical ToM in older children with severe visual impairments or total blindness (Peterson et al., 2000) or with hearing impairments (Meristo et al., 2007, 2016) compared to controls. However, the extent to which such sensory impairments contribute to delayed ToM has not been directly compared, nor their potential interaction for ToM ability assessed. The introduction of multisensory infant false-belief tasks would provide a starting point to address these questions related to the representation of beliefs from information obtained through multiple sensory
modalities. Multisensory integration in false-belief tasks could be implemented by manipulating the nature of the sensory information (unisensory vs multisensory) presented to the observed agent to induce false beliefs during the task. Specifically, the introduction of multisensory information for false belief induction would make it possible to investigate whether infants are able to understand and predict others’ behaviours driven by beliefs induced through multisensory integration.

Second, whether similarity between self- and other- is required for engaging in ToM is debated. Indeed, embodied theories of cognition suggest that sensorimotor experiences drive embodiment and that sensorimotor-driven embodiment in turn affects higher-order cognition (e.g. Pezzulo et al., 2011, 2013). However, it may be challenging to take someone else’s perspective when the representations of self- and other-bodies differ. This is in line with the simulation mechanism, which has been previously indicated as a candidate mechanism underlying ToM (e.g. Keysers & Gazzola, 2007), but whose flexibility to understand “different others” has been questioned (Frith & Frith, 2006b). By introducing multisensory false-belief tasks involving the tactile sensory system, and by coupling it with, for example, neuroimaging or computational modelling, the mechanisms of sensorimotor-driven embodiment and simulation may be further investigated. This would in turn contribute to determining whether babies, who have bodies that necessarily differ to the adult agents usually involved in false-belief tasks, can indeed represent their beliefs, and thus engage in ToM. Ultimately, results using this approach may help the interpretation of false-belief studies, providing stronger support of (or evidence against) infants’ engagement in ToM ability during false-belief tasks.
To my knowledge, only a few infant studies exist in the literature utilising false-belief tasks involving multiple modalities, although the authors did not interpret their findings in view of multisensory integration for ToM ability in infants ( Forgács et al., 2019; Scott, 2017, Scott et al., 2010, 2015; Träuble et al., 2010). All these studies relied on infants' representation of beliefs formed through an integration of either visual and auditory or tactile sensory information, and evidenced infants' ability to pass false-belief tasks involving such multisensory stimulation.

For example, Scott et al. (2010; but see also Scott, 2017) familiarised infants with an agent shaking an object that produced a rattling sound. When the agent left the room, infants were introduced to a new object, identical to that in the familiarisation trial, which however did not rattle when shaken. Next, infants were tested on their ability to attribute a false belief to the agent returning to play with the object and showing surprise when the object did not rattle. The authors found that infants were able to infer the agent's false belief, as assessed through their looking behaviour. However, these results may also evidence infants' ability to engage in multisensory integration for ToM ability and succeeding in false-belief tasks.

Forgács et al. (2019) tested 14-month-old infants in a false-belief task measuring ERPs associated with semantic violations (N400 component). The authors suggested that infants exhibited an N400-like response when observing an agent having a false-belief about a labelled object, therefore suggesting semantic violation processing, even though labels were congruent from the infant perspective. Findings from this study indicate that infants were tracking the observed agent's comprehension during the interaction. In addition, I suggest that these results also demonstrate successful multisensory integration of visual and auditory information for representing
and tracking others’ beliefs. The advantage of using neuroimaging in this paradigm lies in the fact that the authors were able to show differing neural activity in response to beliefs induced through multisensory inputs, thus reducing the possibility of multiple interpretations.

Finally, in an attempt to challenge the view that infants’ success at false-belief tasks may be a result of the “search where you last saw” behaviour rule, Träuble et al. (2010), included a “manual-control” condition to the classical false-belief task. This extra condition was reportedly similar to the false-belief condition, as its aim was to cause the agent in the scene to have a false-belief about the location of an object. In contrast to classical false-belief paradigms however, the “manual-control” condition was created by the agent herself, who used her hands to change the location of the ball. Crucially, the agent did not have visual access to the scene (i.e. she turned her back away from the scene). Given that the agent knew the location of the ball, one would expect that she held a true belief about where the ball was. Indeed, infants’ looking time indicated an attribution of true belief to the agent, even though she had no visual access during the change of location. Based on these results, the authors conclude that infants could flexibly use different types of information, i.e. visual and tactile, to determine someone’s beliefs. The results of this paper are compelling as they evidence infants’ ability to maintain others’ belief representations across sensory modalities.

Overall, although the authors of these studies did not interpret their findings in light of multisensory integration for ToM, I believe they provide compelling evidence of infants’ ability to represent and track others’ beliefs based on information obtained from multiple sensory systems, even when contrasting their own representations.
Furthermore, the study by Forgács et al. (2019) showed the advantage of relying on complementary methodologies such as neuroimaging, to measure infants’ ToM ability during false-belief tasks.

Future studies directly addressing the mechanisms behind infants’ behaviour in multisensory false-belief tasks are warranted, as well as the application of the neuroimaging and computational modelling methodologies to such tasks. Nonetheless, I believe that I have here delineated a viable approach to study ToM emergence and infants’ performance in false-belief tasks from a new perspective.
3. Experimental Contributions

3.1 New multisensory false-belief paradigm for infant ToM assessment

Introduction

In the present study I introduce an innovative multisensory false-belief task, which was specifically developed for this research. This study was part of a bigger project aimed at investigating multisensory integration for ToM in infants using a laboratory setting, neuroimaging and different infant stimulation (see COVID-19 statement); however, given the event of the pandemic, this study was implemented online and slightly revisited. This newly developed false-belief task varied from most typical false-belief tasks according to several factors. I will now briefly describe the novelty of this task and outline my motivation to conduct this study, as well as my research questions.

Online study

The present false-belief task was the first of this sort to be conducted online using Lookit, i.e. an online platform for child research participation created by MIT Early Childhood Cognition Lab (https://lookit.mit.edu/). Given the online nature of this study, additional experimental procedures were implemented to replicate as faithfully as possible the procedures normally used in a laboratory setting. Briefly, this study used an infant-controlled procedure in an attempt to guide trial presentation based on infants’ attention at each trial, following previous research (e.g. Phillips et al., 2002). However, this was the first study to implement this procedure online and with the help of parents who live-coded their infant’s looking behaviours (see methods section for more details). Ultimately, while previous research (e.g. Scott & Schulz, 2017;
Semmelmann et al., 2017; Tran et al., 2017) supported the feasibility of online developmental studies, it was essential to determine the feasibility of this procedure.

Second, most VOE false-belief studies conducted in a laboratory setting involve live stimuli presentation to infants, e.g. a physical agent in the same room as the infant engaging in different scenarios (e.g. Onishi & Baillargeon, 2005; Song et al., 2008; Song & Baillargeon, 2008; Träuble et al., 2010). However, given the online nature of this study, the stimuli were recorded and presented to infants through a computer screen. While this approach has been previously used for AL false-belief studies, this was only implemented in two studies in the literature relying on VOE which did not evidence, or only partially evidenced, infants’ early false-belief understanding (see Barone and Gomila (2021) for a summary of live vs videotaped false-belief studies). Considering that this factor may have an impact on infants’ attention and engagement throughout the task, a feasibility test was needed.

Third, this study used webcam recording of infants’ looking behaviour for offline coding, which has only recently become a more widespread and successful tool to measure infants’ looking behaviour from the comfort of their homes (e.g. Scott & Schulz, 2017; Semmelmann et al., 2017; Tran et al., 2017). Considering the novelty of webcam recording as a tool for developmental studies, some limitations remain for accurate coding of infants’ behaviour. For example, it remains challenging to determine when the infant is looking away from the screen, considering that e.g. there are no indications of the size of participants’ screens. I sought to determine whether this online procedure would be appropriate for an accurate analysis of infants’ looking behaviour in this specific task by adding an initial calibration, as one would do in a laboratory setting. Briefly, the calibration consisted in presenting infants with stimuli displayed at the left, centre, and right sides of the computer screen, while recording
their looking behaviour. The recorded video of infants’ looking behaviour during calibration was then used to more accurately determine whether infants were looking away from the screen during offline coding.

In the next sections, I will present more specifically the main differences between this study and the classical false-belief studies present in the literature. These will in turn highlight the features of this study that needed assessing for feasibility.

*Multisensory integration*

The newly introduced false-belief task involves a new scenario in which the agent depicted in the scene acquires a true- or false-belief about the unfolding scene by means of multisensory integration of information (i.e. both visual and tactile events). In other words, VOE in the agent depicted in this task is driven by the integration of multisensory information. Critically, this requires infants to integrate multisensory information from the agent’s perspective, in order to successfully complete the task.

This multisensory scenario is in contrast with classical false-belief tasks, and most of such studies in the literature, which generally only rely on a single modality (i.e. vision) for belief induction in the agent observed in a scenario (Beaumont & Sofronoff, 2008). My choice to introduce a multisensory component to this false-belief task is inspired by the discussions in Part 1, chapter 2.5 of this thesis. To briefly summarise these, unisensory false-belief tasks do not fully relate to real-world scenarios, where information is very rarely unimodal and where multisensory integration is required for a coherent and complete representation of what is being perceived (Parker & Robinson, 2018). Therefore, introducing multisensory false-belief tasks may contribute to shed light on early ToM development which can be generalised to the real-world. Furthermore, it has been previously indicated by Dionne-
Dostie et al. (2015) that multisensory integration drives human behaviour in several situations and is beneficial towards understanding and predicting others’ behaviours. Given this evidence, it seems clear that the introduction of multisensory integration in false-belief tasks would warrant a better understanding of infants’ ability to understand others’ beliefs-driven behaviours and the development of this ability in more naturalistic scenarios.

Only a few infant false-belief studies involving multisensory information for the manipulation of the beliefs of the agents depicted in the false-belief scenarios have been previously developed (e.g. Forgács et al., 2019; Scott et al., 2010, 2015; Träuble et al., 2010). While these studies did not directly interpret their results in view of multisensory integration for ToM, I have outlined in Part 1, chapter 2.5 of this thesis the contribution of their results towards this topic. Briefly, these studies involved the integration of either visual and auditory or visual and tactile sensory information for the representation of others’ beliefs, and evidenced infants’ ability to pass false-belief tasks involving such multisensory integration of sensory information. To contribute to this literature, I aimed to determine the feasibility of my study in achieving “belief induction” for the assessment of infants’ multisensory integration ability for others’ beliefs representation.

Stimuli

New stimuli were specifically created for this false-belief study. Therefore, their feasibility in generating a true- and false-belief condition, as well as their ability to provide access to infants’ false-belief understanding, required addressing. As mentioned above, this study involved both visual and tactile stimulation provided to the agent depicted in the false-belief scenarios, which is in contrast with classical false-
belief studies. However, the main novelty of this false-belief task, which distinguished this study also from that by Träuble et al. (2010) (which involved visual and tactile events as well), concerned the critical event for measuring infants’ looking behaviour in response to the agent’s false-belief. Specifically, the present false-belief study measured infants’ ability to track and predict others’ beliefs formed through multisensory integration of visual and tactile events, rather than infants’ response to the agent’s belief-driven behaviour (as in classical false-belief studies, including Träuble et al., 2010).

More in detail, classical false-belief studies relying on VOE as a measure of infants’ belief understanding assess infants’ looking in response to the agent behaving in a way that is inconsistent with her beliefs (e.g. performing an explicit inconsistent action, or reacting through a facial or verbal expression of shock) (e.g. Luo, 2011; Onishi & Baillargeon, 2005; Scott et al., 2010; Song & Baillargeon, 2008; Träuble et al., 2010). In contrast, this study did not measure infants’ VOE in response to the agent’s behavioural response event. Instead, it assessed infants’ ability to take the agent’s perspective by showing VOE in response to a tactile event, while the agent’s visual access to the unfolding scene was occluded. In other words, the agent in this false-belief study acquired expectations based on visual information, which were then at times met through tactile information and at times violated when tactile stimulation was not provided. Therefore, this study measured infants’ looking in response to such tactile event.

Finally, the present false-belief study differed from most studies of this sort with respect to the manipulation of the visual access of the agent in the scene, which caused a false-belief in the agent. Specifically, in most false-belief studies, agent’s visual access is temporarily occluded with the agent (a) turning around and away from
the scene (e.g. Senju, 2012; Träuble et al., 2010), (b) leaving the room (e.g. Scott, 2017; Scott et al., 2010), (c) or introducing a curtain (or another object) between the agent and the unfolding scene (e.g. He et al., 2011; Senju et al., 2011). In this false-belief study, I instead resorted to the agent looking up to the ceiling (moving up her head) for manipulating her visual access to the unfolding scene. Therefore, I deemed it necessary to determine whether this manipulation would indeed be associated by infants with a change in the agent’s visual access to the scene, meaning whether infants would realise that the agent could not see the unfolding scene when looking up.

Paradigm

Classical VOE false-belief studies present a habituation phase, during which infants are repeatedly exposed to the same sequence of events to induce context-dependent expectations (Semmelmann et al., 2017). While this habituation technique has been used in previous false-belief studies (e.g. Onishi & Baillargeon, 2005), this was the first study of this sort to implement this paradigm online. Indeed, considering that habituation is generally driven by infants’ decline in looking time in response to repeated habituation trials (and related stimuli), infants’ looking needs to be coded real-life and habituation is terminated once the desired decline in looking time is reached. Given the online nature of this study, this real-life coding and control of trials was not possible. However, to mould the repetition of trials on a participant-basis and avoid disengaging participants’ interest following the repetition of too many habituation trials (Phillips et al., 2002), I implemented the infant-controlled habituation procedure by asking parents to help live-code their infants’ looking behaviour by pressing keys
on their keyboard when their infant was not looking, which would guide the repetition of trials.

Furthermore, this false-belief study paradigm had an additional distinguishing feature that is not often used in VOE false-belief tasks involving habituation. Specifically, classical VOE false-belief studies present a habituation phase followed by a single test event which is either consistent or inconsistent with the habituation condition (e.g. Onishi & Baillargeon, 2005). In contrast, this newly introduced false-belief task relied on habituating infants to a certain condition and then comparing infants’ looking to novel vs familiarised stimuli. Thus, following habituation, two novel conditions were presented, one consistent (familiar) and the other inconsistent (novel) with the habituation condition. This approach has been previously used in other studies supporting infants’ ability to understand intentional actions (e.g. Phillips et al., 2002; Sodian & Thoermer, 2004; Thoermer et al., 2012; Wellman et al., 2004).

**Research questions**

In the present study, I aimed to investigate 18-month-old infants’ false-belief reasoning using a new false-belief paradigm for online testing to further our knowledge of the development of human ToM. Specifically, the research questions included: (1) Do infants show habituation to an observed touch event in this new false-belief paradigm? (2) Do infants show differing looking times between test conditions (consistent true vs inconsistent false belief), thus supporting early belief understanding and multisensory integration for ToM? (3) Do infants show dishabituation when presented with the test trials and does the degree of dishabituation vary between consistent and inconsistent test conditions?
Methods

Participants

Eighteen infants between 17.5 and 18.5 months of age (10 F, M_{age} = 543.3 days, SD_{age} = 9.7 days) were recruited from the Essex Babylab database, the Lookit database, as well as social media. An a-posteriori power analysis on G*Power 3.1 identified a power of 0.85 with a large effect size. Additional 26 infants were tested but excluded due to one or more of the following reasons: (a) Participating infants were premature (< 37 months of gestational age; see (Emberson et al., 2017) (N = 1); (b) Data from the session could not be successfully retrieved in full from the Lookit platform (N = 2); (c) Participating infants were too fussy or distracted (N = 1); (d) Participating infants did not complete the habituation (4 trials) and at least 3 test trials for each belief condition (3 consistent- and 3 inconsistent-belief trials) (N = 23). Reasons for considering a trial not complete included poor video quality, unreliable looking behaviour, infants looking away from the screen for longer than 2 consecutive seconds and/or missing the critical touch event, and parents terminating the trial prematurely using infant-controlled live coding (more details below). Ethical approval was granted by the University of Essex Ethics Sub-Committee (ETH2021-0078).

Stimuli and design

This task was adapted from the classical false-belief task created by Wimmer and Perner (1983) to enable the study of implicit ToM through looking behavioural measures. In this version of the task, infants were shown videos of an agent with either a true or a false belief with regards to a touch event. Specifically, the experiment consisted of 4 habituation trials and 10 test trials, which were presented in a quasirandomised counterbalanced order. The test trials presented two novel
conditions (i.e. change in agent’s visual access with respect to habituation) which differed regarding the independent variable, i.e. belief type. In half of the test trials, the agent had a true belief about the situation. Specifically, although the agent was not able to see the unfolding scene, the touch event was consistent with that observed during the habituation. In the remaining half of test trials, the agent had a false belief about the situation. Here, the touch event was inconsistent with that observed during the habituation and the agent was not able to see this change (see Figure 2 below). Infants’ looking behaviour (i.e. fixation duration) was measured for each given condition. This dependent variable was collected through webcam recording (using the participant’s computer webcam) on the Lookit platform. This design is in line with a previous study utilising the same revised visual habituation, preference-for-novelty technique to investigate 14-month-olds’ looking times in response to consistent vs inconsistent test conditions (Phillips et al., 2002). The study design was implemented on the Lookit platform through the Lookit experiment runner, which uses a JSON object specifying all stimuli and presentation parameters (Scott & Schulz, 2017). A text file of the JSON for this experiment can be obtained upon request, while the experiment can be previewed by a logged-in user at Lookit at https://lookit.mit.edu/studies/be28f7e1-8b4e-4186-904c-905b3d963d76/.

Habituation event

As shown in Figure 2, infants were presented with a four-phase video which depicted a female agent sitting at a table with her hands placed on the table and palms facing upwards. In the first phase of the video, two identical paintbrushes held from two hands appeared from both sides of the screen and moved towards the agent’s hands, who watched the scene unfold. This first phase always took 3.5 s. In the second
phase of the video, the hands holding the paintbrushes paused when they were midway to reaching the hands on the table, and the agent looked straight to the infant while saying “Look” to capture their attention. Successively, the paintbrushes continued their trajectory towards the agent’s hands. This second phase always lasted 2.5 s. In the habituation trials (Figure 2A), the third phase of the video sees the paintbrushes touching the agent’s hands for 2 s (critical touch event), who continued to watch the scene unfold. Finally, in the fourth phase of the habituation trials, the video froze at the critical touch event for up to 20 s. Looking times were recorded to compute infants’ attention from the third phase onwards.

Test events

Following habituation, infants were shown a total of 10 test trials, which consisted in two types of events: consistent and inconsistent events (5 each, respectively). The test events were presented in a quasirandomised order, meaning that half the participants viewed order A and the other half viewed the same events but in reversed order (B). The test event presented first was counterbalanced across infants, and the presence of an effect of order presentation on infants’ looking times at the test trials was investigated. While each test trial followed the same four-phase structure of the habituation trials, the content of the second phase varied (as shown in Figures 1B and 1C), although its original duration was maintained across conditions. Specifically, both the consistent and inconsistent trials differed from the habituation trials in that the agent in the second phase looked away from the unfolding scene and stared at the ceiling after saying “Look”. Furthermore, while in the consistent trial the paintbrushes moved again to touch the agent’s hands, in the inconsistent trial they moved again to touch the surface nearby the agent’s hands instead. As a result, the
consistent events showed a touch that was consistent with that observed during the habituation trials, which lead to the agent having a true belief about the unfolding scene, even though she had no visual access to the scene. In contrast, the inconsistent events showed a touch that was inconsistent to that observed during the habituation trials, thus resulting in the agent having a false belief about the unfolding scene as she was not able to observe the change of direction of the paintbrushes. Therefore, inconsistent events represented a VOE in the agent, whose expectation of being touched by the paintbrushes was violated. This should have in turn resulted in longer infants’ looking if they took the agent’s perspective (as opposed to their own). As in the habituation, infants’ attention was measured through their looking time recorded in the third phase of the video onwards.

Procedure

For this online study, parents and infants participated from their homes and there was no experimenter present. To start the study, participants accessed the Lookit platform, where the study was hosted. Given the online nature of this study, parents were asked to help live coding their baby’s looking behaviour by pressing the ‘Space’ key on their keyboard while their baby looked away from the screen. Parents were specifically asked not to influence their babies’ behaviour. This live coding procedure was included in this study to guide the repetition of trials during habituation and testing based on infants’ attention at each trial (as one would do in a laboratory setting). Furthermore, additional checks were made in an attempt to control the experimental setting. Prior to the start of the study, parents completed 3 practice coding trials to ensure that they understood the coding procedure. Although parents were instructed not to have their infants present during their practice trials in order not
to affect this habituation paradigm, 7 out of 18 infants were present during the practice trials. Therefore, the potential effect of infants’ presence during practice trials on their looking times in the test trials was investigated through statistical analysis. Once parents completed their practice trials, they were asked to position their baby on their laps in front of the computer screen and to allow their baby to see the stimuli on the screen. Parents conducted a video quality check, to ensure that (a) their baby would be at the centre of the screen and visible for future offline coding, (b) there would be good lighting during video recording for seeing the baby’s eyes clearly, (c) the webcam was working correctly, and (d) distractions in the environment (e.g. dogs, other monitors, siblings) would be minimised. Once parents and babies were ready to start, the calibration was performed, which was followed by the presentation of the habituation and testing stimuli on the computer screen.

Parents were able to pause the study if their baby became too fussy or if they needed to attend to something else momentarily, during which an infant-friendly video was played. When parents pressed the ‘Space’ key on their keyboard to code their baby’s looking, an infant friendly sound was also played to catch back the baby’s attention. A trial (either habituation or test) started with the start of the trial’s video. A given trial would be considered invalid if infants missed or if parents terminated the trial before the critical touch event. Each trial terminated if (a) the infant looked away from the screen for more than 2 consecutive seconds, (b) the parent pressed the ‘Space’ key on their keyboard for more than 2 consecutive seconds, or (c) the video itself terminated after a period of 28 seconds (maximum length of trials). This infant-controlled procedure was implemented following previous studies (e.g. Phillips et al., 2002). Infants’ looking behaviour was also coded offline by two independent coders (one of which was blind to the experiment hypotheses) to ensure that trials were only
included in the analyses if they met the inclusion criteria outlined above. Audio consent was obtained from all included participants prior to the start of the study through the Lookit platform.

Reliability

Reliability for observation of infants’ looking behaviour was calculated using the inter-rated reliability script for the Datavyu software (Datavyu Team, 2014), which yielded a percentage agreement of 81%.

Statistical analysis

To determine the existence of an effect of (a) infants’ presence during practice and (b) order of presentation of the test event on infants’ looking times during test trials, as well as a (c) difference in looking times across the two event conditions, a 2 x 2 x 2 mixed model analysis of variance (ANOVA) was conducted. Specifically, Practice (baby present or absent) and Order of presentation (hand or surface trial first) were included as the between-subject factor and Event (consistent or inconsistent) as the within-subject factor. Furthermore, paired-samples t tests were conducted to determine whether (a) significant habituation was achieved and (b) infants’ looking behaviour differed significantly with respect to the independent variable, i.e. belief type, when comparing only the first trial of any given condition. This analysis was conducted given the adaptation of the “visual habituation, preference for consistent vs inconsistent condition” paradigm to false-belief tasks. Specifically, although collapsing looking times across trials is usually performed in this paradigm to stabilise variances (e.g. Phillips et al., 2002), false-belief studies are generally interested in the primary reaction to stimuli, rather than a stabilised reaction to repeated stimuli. Finally, an
exploratory analysis on infants’ differences in recovery from habituation between the consistent vs inconsistent test conditions was conducted using an independent-samples $t$ tests. Furthermore, specific dishabituation in both conditions was calculated through paired-samples $t$ tests.

**Figure 2.** Screenshots of video trials from false-belief task showing the trial phases and the differing conditions (A, B, C), as seen from the infant’s perspective. (A) Habituation: hand touch, visual access; (B) True-Belief: consistent hand touch, no visual access; and (C) False-Belief: inconsistent surface touch, no visual access.
Results

Habituation

Overall, infants included in this study successfully habituated to the condition presented in the habituation trials. Specifically, infants looked significantly longer at the first two habituation trials (M = 10464 ms, SD = 2471) compared to the last 2 habituation trials (M = 6334 ms, SD = 3023), t(17) = 5.186, p < .001.

Test (consistent vs inconsistent)

My main analysis focused on the comparison of infants’ looking between consistent and inconsistent test events. Infants’ looking behaviour in this study did not significantly differ between Events, F(1, 14) = .018, p = .896, ηp² = .001, with similar looking times observed between the consistent hand (M = 6602 ms, SD = 785) and inconsistent surface (M = 6705 ms, SD = 506) conditions. See Figure 3 below for a visualisation of this data. Furthermore, there was no interaction between Event (consistent vs inconsistent) and infants’ presence during Practice, F(1, 14) = 2.111, p = .168, ηp² = .131, or Order of presentation of test trials, F(1, 14) = 2.019, p = .177, ηp² = .126. A three-way interaction was also not found, F(1, 14) = .049, p = .828, ηp² = .004. Overall, these results indicate that both being present at the practice trials or which test trial (whether consistent or inconsistent) was presented first to the infant did not affect the study results. For this reason, I maintained for the analysis both participants present and absent at the practice trials and collapsed data from the two orders of presentation of test trials.
Figure 3. Mean looking times at habituation vs consistent vs inconsistent test trials in 18-month-old infants. Error bars indicate standard deviation.

Inspection of a trial-by-trial basis showed that infants looked longer (although this did not reach significance) at the hand consistent condition vs surface inconsistent condition in the first trial, while this relationship was inverted in the following two test trials. Overall, looking times for the consistent condition tended to decline from the first to the third test trial, presumably as infants gained familiarity with the test events themselves. In contrast, the same decline was not that evident in the inconsistent condition, possibly indicating that this condition was considered more novel and required more trials for familiarisation (see Figure 4 for a visualisation of the looking time decline among infants with respect to the consistent vs inconsistent condition). A paired samples t tests assessing infants’ looking times at the first consistent (M = 8764 ms, SD = 4003) vs first inconsistent (M = 6885 ms, SD = 4271) test trial found no significant difference between the two conditions, t(17) = 1.249; p = .229.
Figure 4. Mean looking time decline across three test trials in consistent vs inconsistent conditions in 18-month-old infants.

**Exploratory analysis: Dishabituation**

Dishabituation looking times were calculated as the mean looking time in the test phase minus the mean looking time in the last two habituation trials (Sodian & Thoermer, 2004). An independent-samples $t$ tests performed over the dishabituation times showed that the consistent ($M = 567 \text{ ms}, SD = 3031$) and inconsistent ($M = 1147 \text{ ms}, SD = 3129$) test groups’ looking times were similar, $t(16) = .391, p = .701$. Furthermore, a paired-sample $t$ tests showed an absence of significant dishabituation for the consistent hand condition group. Specifically, looking times were similar between the last two habituation trials of participants who were exposed to the hand test condition first ($M = 6090 \text{ ms}, SD = 2948$) and the first trial of the consistent hand condition ($M = 6657 \text{ ms}, SD = 2794$), $t(10) = .621, p = .549$. Similarly, a paired-sample $t$ tests showed an absence of significant dishabituation for the inconsistent surface condition group, although a trend to significance was observed. Specifically, looking
times were similar between the last two habituation trials of participants who were exposed to the surface test condition first ($M = 6719$ ms, $SD = 3334$) and the first trial of the inconsistent surface condition ($M = 10029$ ms, $SD = 4846$), $t(6) = 2.055$, $p = .086$. See Figure 5 below for a visualisation of this data.

![Figure 5](image)

**Figure 5.** Failed dishabituation in the consistent vs inconsistent test conditions in 18-month-old infants. Mean looking time decline from habituation to first consistent vs inconsistent test trial. Error bars indicate standard deviation.

**Discussion**

In this online study, 18-month-old infants were assessed in a new multisensory false-belief task to examine ToM emergence and the role of multisensory integration for its development. The feasibility of the newly developed false-belief task was also assessed for follow-up research. Overall, results from this study show that infants did not display a differential looking time to consistent vs inconsistent test events. Thus, our study does not evidence an early ToM ability in 18-month-old infants. However, the online implementation and/or the newly introduced paradigm may have influenced
the results. In the following paragraphs, I will discuss the results in light of the feasibility of the newly introduced false-belief task.

My results suggest that infants successfully habituated to the stimuli in the task. This was evidenced by a significant decline in looking time between the first two and last two habituation trials. Therefore, my stimuli and procedures seemed to be effective in familiarising infants with the touch event depicted. These results also support a previous study suggesting that 4 habituation trials are sufficient to induce habituation in infants older than 14 months of age (Phillips et al., 2002), as opposed to 6 habituation trials usually used in younger infants (e.g. Sodian & Thoermer, 2004; Thoermer et al., 2012; Wellman et al., 2004). Nonetheless, a 50% decline in looking time, which is considered as the “industry standard” (Aslin, 2007) for habituation paradigms, was not observed in this study. While I consider the significant decline observed in this study to be sufficient to determine habituation in this population sample, future studies are warranted to address whether an additional number of habituation trials would indeed be necessary to reach such a decline and whether this would impact results. Finally, a total of 18 participants (~95%) completed all the habituation trials using the infant-controlled habituation trialled in this online study, suggesting that this approach can be implemented online without impacting recruitment or data quality.

In this study, I did not find that 18-month-old infants were able to engage in ToM. These results seem to contrast previous findings showing infants’ ToM ability from an earlier age (as young as 6 months) (e.g. Hyde et al., 2018; Onishi & Baillargeon, 2005; Southgate & Vernetti, 2014). However, some of the characteristics of my newly developed task may have impacted the results. I will now discuss these
characteristics in more detail, in an attempt to inspire future studies to validate my findings and shed light onto the feasibility of the new task here introduced.

First, as mentioned earlier, I did not observe a 50% decline in looking times following habituation. Therefore, I cannot exclude that this may have impacted infants’ looking times during test trials and contributed to the lack of statistical significance between conditions. Future studies addressing this point are warranted to shed light on the importance of achieving such “industry standard” (Aslin, 2007) in this type of habituation paradigm and how the percentage of decline may change throughout development.

Second, this false-belief task involved multisensory integration for belief induction in the observed agent, which may have represented a too complex set of stimuli to fully process by infants during habituation. More specifically, according to Aslin (2007) infants may meet the habituation criterion, nonetheless they may not fully encode the stimuli when these are too complex or diverse. Such “less than full encoding” may in turn result in (a) infants seeking familiar, as opposed to novel, stimuli in the test trials, or (b) trigger a recognition response for familiarity that is stronger than the attentional response to novelty. This may be in part supported by the fact that ~67% of the infants included in this study looked longer at the consistent vs inconsistent condition. Specifically, infants on average only looked longer at the consistent vs inconsistent condition in the first trial, while this relationship was inverted in the following two trials. The higher looking times in the first consistent, as opposed to inconsistent, test trial may be interpreted in line with the above-mentioned suggestion and indicate the occurrence of a “less than full encoding” phenomenon in this study. Similarly, the higher looking times in the second and third inconsistent, as opposed to consistent, test trials may also be explained in light of this encoding
phenomenon. Specifically, infants may have been able to appreciate the novelty of the test trials once they had fully encoded the stimuli presented in such inconsistent test trials. Indeed, infants had to fully encode that the stimuli differed on two factors (agent’s visual access and touch event) from the habituation trials, as opposed to the consistent test trials which differed only on one factor (agent’s visual access) from the habituation trials. As opposed to classical false-belief paradigms, this task involved a multisensory component, which may have increased the complexity of the stimuli. However, a few studies exist in the literature implementing multisensory integration in infant false-belief task and evidencing early ToM ability (e.g. Forgács et al., 2019; Scott et al., 2010, 2015; Träuble et al., 2010). Furthermore, previous research has described multisensory integration as beneficial for understanding and predicting others’ behaviours (Dionne-Dostie et al., 2015). The present study thus highlights further the need of researching multisensory integration for ToM development and for the interpretation of false-belief task results.

Third, infants’ looking time in response to both consistent and inconsistent events suggests that the two conditions were considered similar by infants. At a first glance, this may indicate that infants were not able to distinguish the variations in the touch event between conditions (i.e. touch hand or touch surface), thus consequently not differentiating the true- and false-belief conditions. However, Aslin (2007) argued that infants may not show any spontaneous preference for one of two test conditions when these are similar to the habituation condition, despite they may be able to discriminate between the two. This is attributed to a loss of saliency following repetition. Furthermore, the trial-by-trial analysis indicated only the looking times associated with the consistent test condition to decline across trials. This result is not in accordance with previous studies, e.g. Phillips et al. (2002), who saw a decline in
looking time for both consistent and inconsistent conditions. This result may therefore suggest that infants indeed could distinguish between the two test conditions but that such an effect could not be captured with the small sample size included in this study. Overall, I therefore cannot conclusively determine whether infants were able to distinguish the two conditions, and thus whether false belief was induced by the stimuli developed for this study. Future research utilising this task with complementary measures of looking behaviour, such as neuroimaging, could help interpret the results by narrowing the range of possible interpretations. For example, assessing ERPs associated with saliency of stimuli (e.g. Simons et al., 2001) in this task would help e.g. in determining whether infants distinguished the two test conditions and if they found them novel compared to the habituation condition. Furthermore, it would be interesting to conduct experiments using this task and addressing multisensory integration from a first person (infant) perspective, e.g. by providing such multisensory stimulation to the agent and to the infant as well. In particular, this would help determine whether the failure of false belief induction in this study was a result of the task itself or whether it was driven by infants’ inability to process multisensory integration-driven beliefs from another person’s perspective. In addition, given the small sample size of this study, future investigations with a bigger population are warranted to validate these results.

Fourth, there are other reasons that may have impacted my findings, which are closely related to the online nature of the study. Specifically, the fact that my stimuli were recorded, rather than shown live as in classical VOE false-belief tasks, may have resulted in infants’ lower engagement and attention. This is in concordance with previous studies using recorded stimuli for VOE which did not evidence (or only partly evidenced) ToM ability in infants (Surian et al., 2007; Yott & Poulin-Dubois, 2012).
Furthermore, the paradigm used in this task (i.e. visual habituation, preference-for-novelty technique with consistent and inconsistent test conditions) is not usually employed in false-belief studies, which instead tend to rely on only one new test condition. Follow-up studies controlling some of these factors or utilising different methodologies (e.g. neuroimaging or computational modelling) may shed light on the matter. Furthermore, my study focused on a critical event which differed from classical false-belief tasks. Specifically, this study did not measure infants’ VOE in response to the agent’s behavioural response event but required instead infants to take the agent’s perspective. Therefore, I investigated whether infants showed VOE in response to the observed tactile event, while the agent’s visual access to the unfolding scene was impaired. This difference from classical or previous multisensory false-belief studies may suggest that this type of VOE may have more complex processing requirements or underlie cognitive mechanisms developing at a later stage. Future neuroimaging studies can address this question by investigating infants’ expectations of a tactile event. Lastly, in this false-belief study, I resorted to a new way of manipulating the agent’s visual access to the unfolding scene, i.e. by looking up to the ceiling. Previous studies have shown that, by 18 months of age, infants are able to comprehend others’ eye and head movement signals (e.g. Butterworth & Grover, 1989). Based on this, I expected my implemented manipulation to be successful. However, results indicate that this form of manipulation may not be strong enough to generate a change in the agent’s visual access as seen from the infant’s perspective. Future studies addressing this question by directly contrasting this occlusion with the ones typically used in false-belief tasks are warranted to shed light onto the feasibility of this manipulation.

With regards to the exploratory analysis on dishabituation, the results support my previous findings and discussions. Indeed, they indicate no significant difference
in dishabituation between the consistent and inconsistent conditions, as well as between habituation looking times and those obtained during the two test conditions separately. Specifically, infants seem (a) not to attribute novelty to the stimuli presented in either of the two test conditions following habituation (thus not recognising the change in the agent’s visual access); and (b) not to find the test conditions different from each other (thus not recognising the change in agent’s belief type). Nonetheless, a trend towards significance was observed for the inconsistent surface condition vs habituation, possibly highlighting that this condition may indeed have been considered by infants more novel than the consistent condition. Future studies with a bigger sample size are needed to validate findings.

Finally, some last remarks with regards to the feasibility of this study will be outlined. Neither order of presentation of test events nor infants’ presence during practice influenced infants’ looking behaviour during the test trials. These results are compelling as they show that the effect evidenced in this study is sufficiently robust to survive the introduction of such variability. Nonetheless, a trend towards significance was observed for order of presentation of test events. Given the small sample size, further studies with a bigger population are warranted to elucidate the matter. With regards to the absence of an effect of practice on infants’ looking time, I would like to highlight that this result supports the feasibility of conducting this study online. Indeed, some of the limitations associated with such an online approach identified in the introduction, e.g. parents not following the instructions and having their baby present during the practice trials, can be overcome. Webcam recordings and online calibration did not present a major limitation for coding infants’ behaviour offline, considering that an inter-rater reliability of 81% was found in this study. Nevertheless, the online setting of this study may have negatively influenced inter-rater reliability, given that previous
false-belief studies conducted with 18-month-olds in a laboratory setting reported inter-rater reliabilities of 99% (Scott et al., 2010) and 100% (Yott and Poulin-Dubois, 2012). In addition, while some participants were excluded due to technical issues, infant fussiness or distractions in the surrounding environment, the online setting of this study did not impact data quality. However, it did render participant recruitment challenging and its online implementation (e.g. recorded stimuli, online infant-controlled habituation) may have impacted my study results. Finally, the benefit of the newly introduced infant-controlled procedure for the repetition of trials guided by parents live-coding their babies’ looking behaviour was mixed. Specifically, out of 18 parents who participated in this study, 16 live-coded their babies’ looking behaviour, which helped the repetition of trials when their babies missed the critical touch event (12 parents) or the termination of the trial once the baby had looked away from the screen for more than 2 consecutive seconds. While parents’ live-coding was not accurate enough to be considered as the sole measure of looking time in a given trial, their efforts contributed to a quite successful implementation of an online infant-controlled procedure of the task. Future studies are warranted to find ways to further improve parents’ live coding and infant-controlled procedures for online habituation paradigms.

**Conclusion**

To conclude, the online nature of this study did not seem to impact the implementation of the paradigm and procedures, or the quality of my data. However, it may have influenced the results. Some questions remain regarding the interpretation of my findings. Specifically, whether infants have the ability to understand others’ beliefs induced by the multisensory integration of information could not be concluded
in this study. Indeed, whether this study’s findings were driven by its online implementation and/or the newly introduced paradigm or by an absence of infants’ ToM ability at this young age remains undetermined at this stage. However, I believe to have shown ways to address this in future research and contribute to the psychology debate on ToM emergence and multisensory integration for ToM development in infants.
Part 2

On Theory of Mind: individuals with limb difference
1. Background

As discussed previously in this thesis, the mechanisms behind ToM and its development remain to be determined. This is valid both from a biological point of view, as well as a computational point of view. Furthermore, the factors likely to be important for the development of ToM ability are yet to be outlined. Decades of research have focused on infants' success in false-belief (or other ToM-related) tasks to tackle these unanswered questions. I propose in this thesis that the pioneering exploration of ToM in the limb difference population can shed light into the mechanisms underlying ToM emergence in a way that has not been done before. I will now briefly provide a definition of the limb difference population and a summary of the literature related to the effect of having a limb difference on brain development and function, as well as on ToM ability.

1.1 Limb difference defined

The term “limb difference” refers to the partial or complete absence, loss, or malformation of a limb. Specifically, the limb difference community includes an overarching group of people, both children and adults, who were born with a limb deficiency or reduction defect and/or who lost a limb at different stages during their life. This distinction in type of limb difference is also referred to as congenital and acquired limb differences, respectively. Limb differences are often further classified by the level at which they occur, i.e. upper- and/or lower- body extremities. Congenital limb difference can result from a variety of causes, including vascular disruption or malformation, genetic factors, environmental teratogen exposure, as well as unknown causes. In contrast, acquired limb differences are generally associated with trauma.
and diseases (e.g. vascular diseases, infections, diabetes mellitus) (Ephraim et al., 2003; Le & Scott-Wyard, 2015).

Exact estimates of the number of individuals with limb differences worldwide, both by type and level, remain unknown, although some studies and registries have attempted to investigate these and provided some figures (e.g. Ephraim et al., 2003; Heikkinen et al., 2007; Mai et al., 2019; Vuillermin et al., 2021). For example, following the assessment of congenital limb differences in the USA between 2010 and 2014, Mai et al. (2019) identified a prevalence of 5.27 (95% CI: 5.07, 5.47) per 10,000 births, in a ratio of 2:1 upper to lower limb differences. In contrast, an amputation incidence between 100 and 500 per million people annually was identified in Western countries (Heikkinen et al., 2007) and generally a 1:9 upper to lower ratio is associated with amputations (Ziegler-Graham et al., 2008).

Some of the psychological and functional impact that congenital and acquired limb differences may have on these individuals and their families have been investigated, such as (a) coping strategies following lower limb amputation (Oaksford et al., 2005), (b) relationships between children with congenital upper limb difference and their families (Murray et al., 2007), (c) functional and emotional impact of congenital upper limb differences (Bae et al., 2018), (d) needs and preferences related to prostheses (Stephens-Fripp et al., 2020). For example, Bae et al. (2018) indicated decreased limb function but better peer relationships and more positive emotional states in children with congenital upper limb differences compared to the general population. Stephens-Fripp et al. (2020) reported issues and concerns regarding prostheses among individuals with limb differences, including weight, manipulation and dexterity, aesthetics, sensory feedback and financial cost.
However, relatively few studies have investigated the effect that being born or acquiring, as well as living with a limb difference has on the mechanisms underlying brain development and function. Investigations on such topics include changes in body representation following amputation and its association with pain (Bekrater-Bodmann et al., 2015; Mayer et al., 2008), brain mechanisms underlying others' action comprehension and imitation (Aziz-Zadeh et al., 2012; Cusack et al., 2012), brain organisation (Liu et al., 2020; Striem-Amit et al., 2018; Vannuscorps et al., 2019), brain activity in response to visual presentation of lost limbs following amputation and its relation to phantom limb experience and prostheses use (Chan et al., 2019; Guo et al., 2017; Lyu et al., 2017). For example, Bekrater-Bodmann et al. (2015) identified an association between phantom and residual limb pain and recall of an impaired body representation in dreams. Mayer et al. (2008) instead highlighted a functional adaptation of prostheses to body schemas following amputation, which prevented telescoping (i.e. shortening of the phantom limb). Furthermore, Lyu et al. (2017) conducted a neuroimaging study investigating brain activity related to action performance in individuals with congenital upper limb difference (who perform actions with their feet) vs controls (who use their hands). The authors suggested that activity in frontoparietal association motor areas shows a preference for action type (e.g. reaching or grasping) regardless of the effector used to complete that action.

Overall, the literature suggests that we still know relatively little with regards to the effect that having a limb difference has on cognition and brain functions. There are at least three reasons why researching limb difference is fundamental. First, the numbers of amputation are expected to double by 2050, as a result of the aging population and the high rates of dysvascular conditions (mainly diabetes) seen among older adults (Ziegler-Graham et al., 2008). Second, limb loss has been acknowledged
across the globe as a significant public health issue, requiring research-based strategies to improve social outcomes. Third, limb differences affect the health and well-being of people worldwide (Ephraim et al., 2003). As such, research is warranted to bring awareness to these conditions, increase our knowledge of the implications of limb differences on brain development and function, as well as inform interventions and therapies to help and improve the quality of life of people affected and their families.

### 1.2 Evidence of ToM in People with Limb Difference

To my knowledge, previous research aimed at directly assessing ToM and its development in individuals with limb difference has not yet been conducted. However, two studies (Aziz-Zadeh et al., 2012; Cusack et al., 2012) have provided some insight into the ability of people with limb differences to engage in ToM-related abilities in different situations. Specifically, individuals with limb difference were assessed in tasks involving neuroimaging and either the observation of others' actions (Aziz-Zadeh et al., 2012) or their imitation (Cusack et al., 2012). As a result, both studies provided evidence of neural activation of areas associated with ToM, although such activations were interpreted in relation to processes other than understanding others' mental states (i.e. action observation and imitation).

More in detail, Cusack et al. (2012) investigated the mechanisms behind imitation of people with bodies different from the self. Specifically, prosthesis users with acquired limb difference and controls without limb difference were asked to imitate actions of either other prosthesis users or control agents, while their brain activity was recorded with EEG. Interestingly, prosthesis users with acquired limb difference showed typical brain activation associated with imitation planning (i.e. left
parietofrontal activation) after watching the action performed by another prosthesis user. However, additional brain areas associated with mentalising (i.e. right parietal and occipital regions) were recruited after watching actions executed by agents without limb difference. This was in contrast to what was observed in individuals without limb difference, who showed typical neural activity associated with imitation planning in both cases. These results suggest that a mentalising mechanism may be necessary when planning to imitate actions performed by someone with a body different from the self.

Aziz-Zadeh et al. (2012) using neuroimaging investigated instead the ability and the mechanisms by which an individual with congenital limb difference understands the actions of an agent with a radically different body from the self. Specifically, the participant observed an agent without limb difference completing some actions, which either could or could not be executed by the participant with congenital limb difference, while her brain activity was recorded with fMRI. Interestingly, the participant engaged her sensorimotor representations (i.e. activity in mirror regions, including the premotor cortex and the inferior parietal lobe) when observing actions that she could execute herself (even though at times using different effectors). This therefore suggests a simulation approach to goal understanding. In contrast, neural activation of areas associated with mentalizing mechanisms (i.e. precuneus, right TPJ, medial prefrontal cortex (mPFC)) were additionally observed when the participant observed actions that she could not execute herself. This indicated that when trying to understand the goal of a person that has a different body to her own, neural areas beyond the simulation areas needed to be recruited.

Altogether, these two studies suggest mentalising for understanding or imitating goal-directed actions of people with different bodies from the self. However, evidence
is yet to be provided to determine whether a similar approach is also transferred to the inference of others’ mental states. Furthermore, these studies provide some promising initial insights into mentalising ability in people with different bodies from the self. However, further research is required to validate these findings given the small sample sizes of the two above-described studies (6 and 1 individuals with acquired and congenital limb difference, respectively). Furthermore, research comparing different types of limb differences (e.g. congenital vs acquired, or upper- vs lower- limb differences) is also warranted to fully understand the role of embodiment and sensorimotor experience in ToM ability and development, as well as to identify the underlying candidate mechanisms.
2. Theoretical and Methodological Contributions

Why researching people with limb difference for understanding ToM emergence and underlying mechanisms? In the next sections, I will briefly highlight the invaluable role that this population can play for the study of ToM emergence and development, as well as for the assessment of the underlying mechanisms and factors important for successful ToM.

2.1 ToM development and underlying mechanisms

While ToM presence in adulthood is widely accepted and this ability is generally evidenced from 4 years of age, its emergence during the first months of life is currently debated. While studies with infants have provided great insights into ToM development and its underlying mechanisms, there remains some fundamental questions which are challenging to tackle solely relying on infant research, as well as unresolved controversies (see Part 1 of this thesis for a detailed discussion). To complement and advance the findings so far observed, I suggest two main reasons as to why studying the limb difference population can provide insights into ToM emergence and development.

Firstly, given that people with limb difference have different body characteristics compared to the general population, they could help the scientific research identify whether (a) mechanisms (e.g. simulation) that were shown to underly the understanding of others’ goals and actions also underly others’ mental state inference; (b) ToM requires similarity between the observer (the self) and the person observed (the other); (c) alternative mechanisms exist to successfully engage in ToM towards
people different from the self; and (d) different mechanisms are utilised to perform ToM in different situations.

In more detail, previous studies with infants and the general population have proposed different mechanisms, e.g. simulation vs teleological vs separate mentalising theories to underly ToM development and ability; however, it is unclear which (if any) of these mechanisms is critical to ToM. Interesting insights on the matter have already been provided by the two studies described above by Aziz-Zadeh et al. (2012) and Cusack et al. (2012). Specifically, they identified the recruitment of additional brain areas associated with mentalising in individuals with limb difference during the imitation and understanding of goal-directed actions of others who have bodies that differ from the self. These therefore suggested an involvement of differing mechanisms driven by differing embodiment and sensorimotor experiences for understanding others’ observable behaviour. Since additional brain areas that go beyond simulation were recruited by participants of these studies, this evidence would (at least partly) contrast proposals of simulation being the (sole) mechanism behind ToM development and ability. This is also in light of simulation requiring self-other similarity. However, it remains debated in the literature whether the simulation mechanism is recruited when interacting with individuals whose bodies differ from the self.

Indeed, previous findings from other studies with the limb difference population suggest motor simulation not to be the mechanism behind various abilities, including visual speech interpretation (Vannuscorps et al., 2021), efficient recognition of facial expression (Vannuscorps et al., 2020), conceptual processing of action verbs (Vannuscorps & Caramazza, 2019), action perception and interpretation (Vannuscorps & Caramazza, 2015, 2016). Nonetheless, it cannot be excluded that
simulation may indeed be the mechanism underlying such abilities in the general population. People with limb difference may instead rely on some compensatory mechanisms (e.g. neural systems matching action observation, action execution, and motor imagery (Funk et al., 2005)). As a consequence of this yet open question, the extent to which the simulation mechanism is important for understanding others’ mental states (thus for ToM development and ability) remains to be determined.

The existence of compensatory mechanisms in the limb difference population remains under investigation. Aziz-Zadeh et al. (2012) suggested that the activation of the simulation network when observing actions out of someone’s motor repertoire may be resulting from observation learning. In line with this view, Price (2006) and Brugger et al. (2000) both proposed simulation to be possible also when interacting with bodies different from the self, through the same observation learning mechanism. More in detail, Price (2006) proposed the acquisition of body images through observation of others, which may in turn allow simulation of “different others” and may be associated with phantom limbs. Similarly, Brugger et al. (2000) suggested habitual observation of other people moving their limbs to contribute to the development of sensorimotor representations of absent and phantom limbs. Finally, Corradi-Dell’Acqua and Tessari (2010) assessed individuals with anomalous anatomical and sensorimotor bodily features in three different visual tasks and indicated a key role of visual experience in building a model of bodies different from the self. Furthermore, the authors suggested this model to mediate the processing of biological stimuli and to operate in parallel, or as an alternative, to the representation of one’s own body. The authors also argue that pure embodied accounts, such as the simulation theory in our discussion, should be reconsidered when processing biological stimuli.
Overall, it remains unclear whether people with limb difference use mentalising and/or simulation mechanisms to understand beliefs (which go beyond action observation) of others with bodies different from the self. Assessing this in future studies with this population would be an interesting way to determine whether theories describing goal-directed actions can also explain ToM development or whether a separate mentalising mechanism underlying this ability exists. Alternatively, this research may also show that these mechanisms coexist and are used in different situations (e.g. mentalising may mainly be utilised when inferring mental states of others different from us).

Furthermore, it has not yet been studied whether these mechanisms are specific to the limb difference population or whether they extend to the general population when interacting with people with different bodies from their own, e.g. with people with limb difference. Therefore, involving the limb difference population in scientific research could represent a way to tackle these questions and to study the existence of compensatory mechanisms.

Secondly, given that limb difference can be classified into congenital or acquired (through amputation), the limb difference population allows the investigation of the impact of varying body characteristics throughout development on ToM. Therefore, the above open questions can also be studied from a developmental point of view in a new insightful way. In other words, while assessing an adult population, it is possible to indirectly investigate the role and flexibility of processes and mechanisms important during development for ToM. For example, it would allow the assessment of the role of simulation for ToM development and ability. This approach would be particularly insightful as it would enable the collection of explicit (as opposed to solely implicit) and self-reported (as opposed to solely task-related) measures,
which is not possible e.g. in the infant population. Overall, studying this population can further allow us to assess 1) at which point during development we form an understanding of others' minds as a result of differing sensory experiences, and 2) how flexible this ability is.

### 2.2 Sensorimotor-driven embodiment for ToM

Conducting research with individuals with limb difference would be beneficial also for investigating the role of sensorimotor-driven embodiment for ToM development in an innovative way. Indeed, as previously discussed in this thesis, the mechanisms underlying ToM emergence and ability remain unknown and it has been debated whether a sensory and bodily component of ToM exists.

Embodied cognition implicates an involvement of sensorimotor experiences towards the creation of mental representations, which are thus grounded and processed at this sensorimotor level, rather than being “represented and processed abstractly in an amodal conceptual system” (Pezzulo et al., 2011, p. 1). Previously, sensorimotor-driven embodiment has been suggested to underlie higher cognitive capabilities, including ToM (e.g. Chasiotis et al., 2006; Dyck et al., 2006). Specifically, the embodied theory for ToM suggests that others' minds are understood and predicted via embodied representations which can influence such higher-level cognition, even in abstract domains such as inference of mental states. It has been previously indicated that sensorimotor experiences, thus also the physical characteristics and constraints of an individual's body, shape such embodied representations (Pezzulo et al., 2011).

Only a few studies have investigated the influence of sensory impairment on ToM, mainly through the assessment of individuals with visual (e.g. Anghel, 2012;
Bedny et al., 2009; Koster-Hale et al., 2014; Peterson et al., 2000; Sak-Wernicka, 2016) or hearing (e.g. Figueras-Costa & Harris, 2001; Marschark et al., 2019) impairments. However, similarly to the general debate on ToM emergence during infancy, evidence from studies with these populations contrast each other, preventing conclusive remarks. Nevertheless, these studies also provide interesting insights into the role of sensory experience and embodiment for ToM development and ability.

For example, Sak-Wernicka (2016) did not find differences in ToM ability between blind and sighted individuals, which supported previous work suggesting that ToM development may not depend on visual experience. However, this study identified an impairment in the recognition of mental states in the group with visual impairment and suggested that there is (at least partly) a role for visual cues in the understanding of others’ minds and predicting others’ behaviour. Koster-Hale et al. (2014) investigated the representation of others’ mental states in sighted and congenitally blind adults by assessing activation of the right TPJ (rTPJ) in response to stories representing mental states. This study reported comparable neural representation of mental states in both groups, indicating that these representations can emerge also with no first-person perceptual experience with sight. Similar findings were provided by Bedny et al. (2009), who reported a group of congenitally blind individuals to have typical ToM ability through neuroimaging assessment during ToM-related tasks. Furthermore, this study concluded that the neural mechanisms underlying ToM develop from innate factors and experience, regardless of the modality of experience.

While these results are compelling and suggest that embodiment might not be necessary to represent others’ mental states, developmental evidence demonstrated the presence of atypical ToM in children with severe visual impairments or total
blindness (Peterson et al., 2000) or with hearing impairments (Meristo et al., 2007, 2016; Richardson et al., 2020), thus possibly supporting the embodied theory for ToM ability and development. Briefly, Peterson et al. (2000) investigated the development of ToM in children of three age groups (6, 8 and 12 years) and with severe visual impairments or total blindness. They identified a significant improvement in performance in false-belief tasks with increasing age, which was independent of the level of visual impairment and that was ultimately comparable to typical belief understanding at 12 years of age. Richardson et al. (2020) investigated instead ToM development in 4-12-year-old children and adults with hearing impairment through neuroimaging and behavioural tasks. Results from this study indicated a reduced selectivity of the rTPJ for mental states in children with delayed exposure to sign language, while the same was not valid for adults. Therefore, the authors concluded that language exposure facilitates the development of brain regions specialised for ToM. Similar findings on the importance of conversational exchanges for the promotion of expression of ToM were reported by Meristo et al. (2007, 2016) who also investigated delays in understanding others’ mental states in deaf children.

In support of the importance of an embodied theory for ToM, Hughes and Leekam (2004) suggested that intact sensory experiences provide access to crucial information about other people’s mental states, which are indicated to possibly explain ToM deficits in individuals missing e.g. visual and auditory cues during social interaction due to sensory impairment or loss. A role for motor experience for higher-level cognition, including ToM, was also evidenced by Dyck et al. (2006) who found significant correlations between scores at motor coordination and ToM tasks, as well as at other cognitive tasks assessing emotion recognition and understanding. Finally, the influence of sensorimotor experience on ToM has also been highlighted by
Chasiotis et al. (2006). Specifically, by comparing the performance at conflict inhibition and ToM tasks of pre-schoolers diagnosed with a sensory integration disorder vs controls, the authors found a worst performance in the former group. This was attributed to differences in sensory motor inhibition and the authors suggested motor inhibitory abilities as a prerequisite for ToM.

The above studies, and some others (e.g. see review by Leonard & Hill (2014)), point to a rich and complex relationship between sensorimotor experiences and ToM, as well as other cognitive domains, which may be developmental in nature. Indeed, embodied theories of cognition generally predispose that the body shapes cognition during development and at all later stages.

Nevertheless, whether and how sensorimotor experiences (and lack thereof) impact ToM development remains to be determined, as well as the plausibility of an embodied theory for ToM.

Introducing the limb difference population in ToM research represents a unique opportunity to investigate the influence on ToM of varying sensorimotor experiences, and thus embodiment, compared to the general population. In other words, such research will contribute to shed light into the relationship between embodiment and ToM development, as well as its flexibility, which remain open questions in the literature. Furthermore, by assessing and comparing the two limb difference subgroups (i.e. congenital and acquired), such mechanisms can be studied from a developmental perspective and could further inform our knowledge on ToM emergence acquired through infant studies. Indeed, it can be determined through this population whether there exists a critical time in development during which sensorimotor-driven embodiment has an impact on ToM ability, as well as whether compensatory mechanisms (e.g. neural systems matching action observation, action
execution, and motor imagery (Funk et al., 2005)) may take place to achieve typical ToM in individuals with sensory impairments.

2.3 Perspective taking for ToM

Amongst other factors, perspective taking ability has often been suggested as being critical for ToM. Indeed, engaging in ToM is often referred to as putting yourself in someone else’s shoes or taking their point of view (e.g. Hynes et al., 2006; Jauniaux et al., 2019). Perspective taking has been previously categorised into (1) level-1 vs level-2 perspective taking (e.g. Kessler and Rutherford, 2010) or (2) visuo-spatial vs psychological perspective taking (e.g. Erle and Topolinski, 2015). In contrast to level-1 and visuo-spatial perspective taking, level-2 and psychological perspective taking refer to the ability to mentally adopt someone else’s point of view. This ability has indeed previously been implicated in success in ToM-related tasks (e.g. false-belief tasks) and poor performance is instead associated with the inability to differentiate one own’s perspective (e.g. beliefs) from that of others (e.g. Brandt et al., 2016). Erle and Topolinski (2015) and Kessler and Rutherford (2010) suggest an embodied component to psychological perspective taking, considered by the former as a deliberate simulation movement and as an embodied self-rotation by the latter. Investigating perspective taking in the limb difference population would represent a great tool to investigate (a) the role of perspective taking for ToM development and ability; (b) the embodiment component of psychological perspective taking; and (c) factors that may lead to impaired perspective taking (e.g. self-other dissimilarity) and the resulting effect on ToM ability. In turn, this would further inform the current debate on ToM emergence and the mechanisms underlying this cognitive ability.
Furthermore, given the studies of developmental nature possible with the limb difference population, the factors (e.g. sensorimotor-driven embodiment, experience, innate and automatic mechanisms, etc.) influencing the development of perspective taking and self-other distinction (also when conflicting) with respect to ToM can be further assessed.

### 2.4 Mental rotation for ToM

Another factor considered important for ToM is mental rotation ability, which refers to “spatial visualization” and involves the “ability to imagine the movements of objects and spatial forms” (Hegarty & Waller, 2004, p. 175). Most of the evidence in the literature supports the differentiation of mental rotation ability from perspective taking ability (e.g. De Beni et al., 2006; Hegarty & Waller, 2004; Hirai et al., 2013; Inagaki et al., 2002; Kozhevnikov et al., 2006; Kozhevnikov & Hegarty, 2001), with perspective taking rather referring to “spatial orientation” (Hegarty & Waller, 2004).

By assessing healthy participants in several perspective taking tasks, Erle and Topolinski (2017) concluded that “visuospatial perspective-taking involves a mental transformation of one's body schema into the physical location of another person” (p. 683). Furthermore, Xie et al. (2018) assessed participants in a false-belief task involving conditions varying both in self- and other-perspective disparity, as well as the angle of disparity. The results from this study suggested a role for mental rotation in false belief understanding, thus for ToM. Overall, these studies support the involvement of mental rotation for ToM development and ability, suggesting embodied mental transformation for better performance in perspective taking and false belief tasks, respectively. However, additional studies are warranted to further evidence the involvement, flexibility and extent of this effect of mental rotation ability on ToM. For
example, studies should address (a) whether this mental transformation also happens when the observer has a different body schema to the person observed; (b) how necessary is the embodied component for achieving correct mental rotation and whether additional or compensatory mechanisms exist; and (c) the effects of impaired mental rotation for ToM.

Once again, individuals with limb difference represent an exemplary population to address these questions and to further understand the role of mental rotation for ToM. There are three main reasons underlying my statement, that I will now briefly describe. First, individuals with limb difference have different body representations and characteristics compared to the general population (Guo et al., 2017); therefore, these characteristics allow the assessment of both the flexibility of mental transformation and the embodiment component. Second, individuals with acquired limb difference were shown to have impaired mental rotation ability (Guo et al., 2017; Lyu et al., 2017). Specifically, Lyu et al. (2017) indicated, using neuroimaging in a mental rotation task, a decreased perceptual salience of hand pictures and an increased significance of the intact hand in upper limb amputees. In addition, Guo et al. (2017) suggested that this effect could be reversed or refrained when using prostheses, thus that mental rotation ability could be preserved. Notwithstanding this evidence, no study has directly addressed the impact of mental rotation impairment seen in people with limb difference on their ToM ability. Third and last, the developmental stages for the above can also be addressed through the limb difference population, ultimately enabling a more complete understanding of ToM development and ability.
3. Experimental Contributions

3.1 Enhanced Theory of Mind in Individuals with Limb Difference:

Embodiment for Theory of Mind Development & Ability

Introduction

A critical question that remains unanswered in the literature concerns the developmental mechanisms underlying ToM. Specifically, while different theories have been put forward suggesting different causal factors and mechanisms involved in ToM ability and development, little empirical evidence has provided direct support to these theories. While I discussed these theories in detail in the previous chapters of this thesis, I direct in this study the conversation on the embodied theory for ToM ability and development, focusing on the plausibility of the simulation mechanism underlying ToM and the associated factors to consider when taking this stance. This study addresses discussions included in Part 2, chapter 2 of this thesis (especially subchapters 2.1 and 2.2). Following, these will be summarised and my motivations for conducting this study will be highlighted.

Embodied theories of cognition have recently become increasingly widespread as an alternative approach to more traditional views of cognition. The embodied theory for ToM suggests that others’ minds are understood and predicted via embodied representations which can influence such higher-level cognition, even in abstract domains such as inference of mental states. Evidence in the literature of this embodied theory for ToM is mixed. Indeed, studies assessing ToM ability in people with differing sensory abilities to the general population, i.e. with visual (e.g. Anghel, 2012; Koster-Hale et al., 2014; Peterson et al., 2000) and hearing (e.g. Figueras-Costa & Harris, 2001; Marschark et al., 2019) impairments, provided contrasting results (see Part 2,
chapter 2.2 of this thesis for more details). Nevertheless, findings from such studies point to a rich and complex relationship between sensorimotor experiences and ToM, as well as other cognitive domains, which may be developmental in nature. Indeed, embodied theories of cognition generally predispose that the body shapes cognition during development and at all later stages. Nonetheless, questions and doubts on the plausibility of an embodied theory for ToM remain. This is especially true considering the still debated computational mechanisms which may be supporting embodied cognition. Furthermore, its flexibility remains challenged as to whether it can account for a variety of sensorimotor experiences and cognitive representations within and between individuals. Similarly, its flexibility for novel situations (thus with no first-person experience) that humans are faced with on a regular basis is questioned.

The computational mechanism indicated to support embodied cognition is simulation, which is also one of the main candidate mechanisms suggested to underlie (e.g. Asakura & Inui, 2016) or be the precursor of (e.g. Keysers & Gazzola, 2007) ToM. Other mechanisms, such as association and teleological, have also been previously proposed as the mechanisms behind ToM. While a detailed discussion on all these alternative mechanisms is provided in Part 1, chapter 1 of this thesis, I here focus on the simulation mechanism for ToM given its close relationship to embodiment. Specifically, the simulation theory proposes that actions are understood when the observer directly matches, or mirrors, the observed action onto their own motor system (Rizzolatti et al., 2001); thus fully supporting an embodiment approach to ToM. Some evidence from developmental research (Southgate et al., 2009; Southgate & Vernetti, 2014) suggests that infants might engage in a simulation mechanism to understand others’ actions (see Part 1 of this thesis). However, infant studies have provided
contrasting results with respect to which mechanism may underlie ToM; thus, whether simulation underlies ToM ability and development remains undetermined.

The suitability of the simulation mechanism for ToM ability and development has been contested (e.g. Frith & Frith, 2006b) by researchers who believe the simulation mechanism to be limited by factors which cannot justify a full understanding of others’ minds in our day-to-day life, and who instead suggest a mentalising mechanism, that goes beyond simulation, for engaging in ToM. One of these main factors is that simulation requires similarity between the observer (the self) and the person observed (the other) for the former to be able to share representations and understand others’ minds. This similarity is valid on different levels, from bodily and sensorimotor, to perceptual, attentional and more in general cognitive similarities. However, this requirement for self-other similarity does not always translate to real life situations, in which the observer may differ from the observed person, a phenomenon that is referred to in the literature as Correspondence or Embodiment Mismatch problem (Brass & Heyes, 2005; Nehaniv & Dautenhahn, 2002). Nonetheless, given that it is yet to be determined the flexibility of this simulation mechanism and the extent to which self-other similarity may be a prerequisite of ToM, whether a simulation approach may be a good candidate mechanism behind ToM development and ability remains unclear (see Part 1, chapters 1-2, Part 2, chapter 1 of this thesis).

While the contribution of simulation to high-level cognition (e.g. inferring actors’ intentions) has been previously challenged (e.g. Heyes & Catmur, 2022), Pezzulo et al. (2013) suggest that embodied simulation may have a key role in higher cognition, but that “further research is necessary to assess how, and how much, sensorimotor and simulative processes are reused for cognitive tasks” (p. 10) and their flexibility. Furthermore, in another paper, Pezzulo et al. (2011) highlight that “grounded cognitive
processes have the same power, but also the same constraints, as bodily actions” (p. 7). From these starting statements, in this study I investigated ToM ability in a population new to ToM research, i.e. the limb difference population. This was done in an attempt to shed some light into the role that embodiment may play towards this cognitive ability, as well as into the plausibility of the simulation mechanism for ToM and its flexibility.

Introducing this population with varying sensorimotor, and thus simulative experiences compared to the general population to ToM research provides an opportunity to investigate the relationship between embodiment, simulation and ToM development from a new perspective. Furthermore, this population makes available the comparison of individuals with congenital limb difference vs limb loss acquired at different stages throughout development, as well as varying degrees of limb differences between individuals. Thus, it represents a great chance to study the flexibility of the simulation mechanism, which represents an open question in the literature surrounding embodiment and simulation for cognitive abilities (Pezzulo et al., 2011).

I refer to this approach as an innovative perspective on the study of ToM because it allows the investigation of the mechanisms behind the development of this cognitive ability from the perspective of people whose sensorimotor experiences differ the most from the majority of the population. This study also distinguishes itself from previous literature investigating ToM development in populations with other sensory impairments, as the present research aims to directly address the debate concerning embodiment and simulation for ToM. While studies on individuals with visual and hearing impairments have provided the grounds for assessing the role of embodiment for ToM, I believe that the sensorimotor differences seen in the limb difference
population provide the closest condition to achieve an ideal experimental approach to embodiment. Longo et al. (2008) describe such ideal experimental approach as “involving the comparison of one condition in which a participant has a body and another in which they do not” (p. 980). The condition the authors mention is not feasible to implement in human studies, thus their choice to resource to the rubber hand illusion to assess participants’ embodiment. In contrast, I believe that studying individuals with limb difference allows us to achieve a condition closer to such an ideal experimental approach by not requiring the manipulation of participants’ sensory experiences affecting embodiment and yet allowing the assessment of a different embodiment (compared to the general population) on ToM.

Previous studies (e.g. Aziz-Zadeh et al., 2012; Cusack et al., 2012) proved this population to be promising for tackling the open questions on the relationship between embodiment, simulation and ToM, thus for shedding further light on ToM development and ability. Specifically, they identified the recruitment of brain areas associated with mentalising, in addition to simulation, in individuals with limb difference during the imitation and understanding of goal-directed actions of others who have bodies that differ from the self. The same was not valid for control individuals from the general population, who only relied on simulation for completing the tasks (see Part 2, chapter 1 for more details). Overall, these studies suggest a role for embodiment in imitation and understanding of others’ goal-directed actions, as neuroimaging findings vary between people with limb difference and controls. However, they also seem to suggest that a mentalising, rather than a sole simulation, mechanism may better explain these abilities in people with bodies radically different from the self; perhaps highlighting the lack of flexibility of the simulation mechanism. Nonetheless, evidence is yet to be provided as to whether a similar mechanism and flexibility is also transferred to the
inference of others’ mental states, thus ToM, and as to understanding the involvement of embodiment in ToM development.

To answer these questions, in the next studies I investigated ToM ability in individuals with limb difference vs controls through different assessment tools, including the Strange Stories Film Task (SSFt) (Murray et al., 2017), as well as the Empathy Quotient (EQ) (Baron-Cohen & Wheelwright, 2004) and Interpersonal Reactivity Index (IRI) (Davis, 1980) questionnaires (i.e. self-reported measures).

I chose a mixed experimental approach to this research, including both self-reported and behavioural measures of ToM, in an attempt to also assess whether there is consistency in the extent to which people think they engage in ToM (self-reported ToM) and their actual ToM ability (behavioural data), as well as whether this varies between the limb difference and control groups. For example, Spek et al. (2010) found correlations between self-reported ToM (as assessed through the EQ) and ToM measured through other neuropsychological tasks (i.e. the Strange Stories Task (SSt) (Happé, 1994) and Faux-Pas task (Stone et al., 1998)) in their study comparing individuals with high-functioning autism (HFA) and Asperger syndrome to controls. The self-report questionnaire showed the highest power in discriminating between groups based on their ToM ability. However, conflicting results exist in the literature, such as Melchers et al. (2015) who found the IRI and EQ self-report questionnaires to barely correlate with the Reading the Mind in the Eyes behavioural task (Baron-Cohen et al., 1997). Similarly, Murray et al. (2017) found partial correlations only between some of the SSFt (behavioural) and IRI and EC (self-reported), which varied between the groups compared in their study, i.e. individuals with ASD vs controls.

Furthermore, this approach allows the investigation of whether having a limb difference alters specifically implicit (behavioural) or explicit (self-report) measures of
ToM. This question is driven by results from developmental research debating that implicit and explicit measures may have a variable ability to access ToM (Low & Perner, 2012). For example, implicit tasks were suggested to be more ideal for assessing ToM in children younger than 4 years of age, as they overcome limitations seen in the explicit tasks, such as requirement for syntactic and executive functions (Grosse Wiesmann et al., 2017). Nonetheless, it would be interesting to measure whether there is also an influence of sensorimotor experiences and embodiment on ToM measures, and if this varies between implicit and explicit measures.

*The Strange Stories Film Task (SSFt)*

The SSFt was first introduced by Murray et al. (2017), as an adaptation of the original SSIt, and it was developed to study the social-cognitive difficulties in adults with ASD. Given that this task was found to successfully and sensitively differentiate ToM ability in adults with ASD vs controls (Murray et al., 2017), I used this task in the present study in an attempt to compare ToM ability in people with limb difference vs controls. Specifically, this task allows the assessment of participants’ ability to attribute mental states to others, to interact in a socially acceptable manner based on others’ mental states, as well as to use language associated with mental states when describing others’ behaviours.

While the SSFt has only been used in the above-mentioned study, its original vignette-based version (the SSIt) has been often employed in ToM research, e.g. in relation to ASD (Happé, 1994; Spek et al., 2010) and cross-cultural differences in ToM in children (Wang et al., 2021), as a measure of individual differences in ToM across middle childhood (Devine & Hughes, 2016), to assess the relationship between executive functions and/or social competence and ToM (Devine et al., 2016; Lecce et
al., 2017), as well as the relation between ToM and internal-state language (Meins et al., 2006). Furthermore, the SSFt is of particular interest for the present study and our discussion on embodiment for ToM. Indeed, scores at the original SSF were previously found to correlate with scores at a motor coordination task (Dyck et al., 2006). It therefore seems that this task provides ground to investigate how varying sensorimotor abilities influence ToM development.

The Empathy Quotient (EQ) questionnaire

The EQ self-report questionnaire was first introduced by Baron-Cohen and Wheelwright (2004) and was originally developed to study empathising difficulties in adults with Asperger Syndrome and HFA, as well as sex differences in empathy from an adult sample from the general population. This self-report questionnaire was created to assess empathy, defined as follows by the authors in their original paper: “the drive or ability to attribute mental states to another person/animal, and entails an appropriate affective response in the observer to the other person’s mental state” (Baron-Cohen & Wheelwright, 2004, p. 168).

Given that Baron-Cohen and Wheelwright themselves considered several items of the EQ to be representative of ToM, this task has previously been used in research assessing ToM ability, e.g. in relation to ASD (Baron-Cohen & Wheelwright, 2004; Spek et al., 2010) and patients with schizophrenia (Pino et al., 2015), or to cross-cultural studies (Groen et al., 2015).

A following study by Lawrence et al. (2004) investigating the validity and reliability of this assessment tool, managed to distinguish the cognitive and affective components of empathy as assessed through the EQ. Specifically, through a principal component analysis, the authors identified three factors in the EQ, i.e. (1) cognitive
empathy, effectively representing ToM; (2) emotional reactivity, linked to affective ToM or empathy; and (3) social skills. This allows a further investigation of the specific cognitive and affective components of the EQ for a more accurate interpretation of study results. The findings by Lawrence et al. (2004) were supported by Muncer and Ling (2006) who also created a short version of the EQ taking into account the three factors.

In addition to its relevance for the assessment of ToM, this questionnaire was included in this study as it may also provide some insights into embodiment for ToM. Indeed, Seiryte and Rusconi (2015) evidenced the EQ score to be predictive of subjective ownership feelings and phenomenological self–other merging in a rubber hand illusion study. Pino et al. (2015) found that action observation and imitation training improves the scores in the EQ in patients with schizophrenia vs controls. Using the EQ, these studies highlight a possible role for sensorimotor-driven embodiment and simulation towards empathy and ToM which I further explored in my studies with the limb difference population.

The Interpersonal Reactivity Index (IRI) questionnaire

The IRI self-report questionnaire, which was first introduced by Davis (1980), allows the assessment of the sub-components of empathy, particularly including 4 different subscales, that are: (1) perspective taking (PT: “the tendency to spontaneously adopt the psychological point of view of others”), (2) empathic concern (EC: “assesses ‘other-oriented’ feelings of sympathy and concern for unfortunate others”), (3) fantasy (FT: “taps respondents' tendencies to transpose themselves imaginatively into the feelings and actions of fictitious characters in books, movies,
and plays”), and (4) personal distress (PT: “measures ‘self-oriented’ feelings of personal anxiety and unease in tense interpersonal settings”).

In this study, only the PT and EC subscales were employed. This choice was driven by the fact that these two subscales were determined in previous studies to be assessing more robust and representative components of empathy (Alterman et al., 2003), while the validity of the other two subscales has been debated (Cliffordson, 2001). The inclusion of this questionnaire in this research allows us to further assess the association between empathy and/or perspective taking and ToM, considering that previous studies found both subscales of the IRI to correlate to EQ scores as well as the “emotional reactivity” factor of the EQ (e.g. Lawrence et al., 2004).

Furthermore, the choice of additionally administering this questionnaire to participants was driven by the fact that the IRI includes a measure of perspective taking, i.e. the PT subscale, which is of great interest for my research. Indeed, ToM has often been described in the literature as the ability to take someone else’s perspective (e.g. Hynes et al., 2006). Therefore, this questionnaire has been previously used in research on ToM as a self-report measure of ToM, e.g. in relation to both neuroimaging and behavioural studies on ToM deficits in people with schizophrenia and their relatives (Hooker et al., 2011; Montag et al., 2012; Schiffer et al., 2017).

Finally, perspective taking has been previously suggested in the literature to underlie the simulation mechanism (Conson et al., 2015; M. R. Johnson & Demiris, 2005; R. Langdon & Coltheart, 2001). The scores at the PT subscale of the IRI have in turn been previously reported to be associated with increased prefrontal cortex and premotor activity, as well as delayed emotion attribution decisions by Haas et al. (2015); thus showing the ability of the IRI-PT subscale to provide access to
discussions on the simulation mechanism. For this reason, the PT subscale of the IRI in particular will enable the assessment of embodiment, as well as simulation in my sample population.

In the next sections, results from all the studies will be presented and discussed separately. Then, a general discussion will be provided to summarise the implication of all the findings for ToM development and ability, as well as the limitations of these studies. Finally, some conclusions will be drawn.

**Study 1: The Strange Stories Film Task**

In Study 1, I used the SSFt to assess and compare ToM ability in individuals with and without limb difference, in an attempt to determine the involvement of embodiment in ToM ability and development, as well as to investigate the plausibility of the simulation mechanism underlying this cognitive ability and its flexibility.

**Methods**

**Participants**

A total of 27 adults with limb difference (N congenital limb difference = 12, N acquired limb difference = 14, N congenital and acquired limb difference = 1) and 26 adult controls were recruited from the “Research for Limb Difference” database (University of Essex), as well as internally at University of Essex or through social media. (See Part 2, chapter 3.3 of this thesis for more details on the Research for Limb Difference database and individuals with limb difference recruited). Additional 40 participants (N limb difference = 22, N controls = 18) were tested but excluded due to one or more of the following reasons: (a) Participant did not complete the study attempt (N = 16; N limb difference = 13, N controls = 3); (b) Participant did not complete at
least 60% of the total experimental trials and 67% of the control trials (N = 8; N limb difference = 2, N controls = 6); (c) Audio recordings from the session were not successfully retrieved from the Gorilla platform, an online platform for behavioural studies (N = 4; N controls = 4); (d) Audio recordings were incomplete or unclear (N = 7; N limb difference = 2, N controls = 5); (e) Participants could not be located in the database based on the IDs they inserted upon starting a given online study (N = 5; N limb difference = 5). Reasons for considering the audio recordings not clear included poor audio quality, inaudible voice, background noise interfering with the audio recording, breaks in the recording, unclear sentences. All this was assessed on an individual basis. Upon completion of the study, participants were compensated with a £5 Amazon Gift Card. Ethical approval was granted by the University of Essex Ethics Sub-Committee (ETH2021-0065).

*The Strange Stories Film Task*

A total of 12 experimental and 3 control clips were presented to participants, where a female and a male actor socially interacted in different situations. The experimental clips were created to test the ability of a person to attribute intentions to others in scenarios including lie, irony, double bluff, pretence, joke, appearance/reality, white-lie, persuasion, misunderstanding, forgetting, contrary emotions, and idioms. The control clips mirrored the experimental clips, except that, rather than requiring the attribution of mental states to the actors in the clips, they tapped into logical reasoning instead. These abilities were assessed through three questions on (1) actor’s intentions, (2) social interaction, and (3) memory, which were presented to the participants following each clip (including the three practice clips). Clips were presented in a quasirandomised order, meaning that half the participants viewed order
A and the other half viewed the same clips but in reversed order (B). Clips lasted no longer than 27 seconds each (M = 17.5, SD = 5.83) and the total running time was 6 min and 21 sec. The scoring system for the SSFt was based on Murray et al. (2017). For the Intention question, the score given reflected how accurately the participant recognised the relevant mental states. Mental state language was also scored to identify whether participants used mental state words (e.g. he wants or she thinks) to describe the actors’ intentions. For the Interaction question, scoring reflected the appropriateness of the participant’s suggested response to the speaker. For the Memory question, all scores were based on correctly identifying the factual information in the relevant clip. Possible scores ranged from 0 to 2 for the Intention, Mental State Language and Interaction questions and 0–1 for the Memory question for each clip; maximum total scores were therefore 24, 24, and 12, respectively. Please see Box C below for an example and scoring of the Intention, Interaction and Memory questions related to a white lie scene in the SSFt.
Box C. Example Intention, Interaction, and Memory questions in a white lie scene from the SSFt (from Murray et al., 2017).

**Intention Question: “Why did Max say that?”:**

2 points - reference to white lie or making her feel good or not wanting to hurt Alice’s feelings

1 point - response that states simple traits (e.g. he is nice, being supportive, polite) or is simply relational (e.g. he likes her). Incomplete response (e.g. offering fake praise) or solely motivational (e.g. so she won’t be annoyed, avoid an argument, reassure her)

0 points - incorrect for example, “he thought it was good” or only “he didn’t like it,” or irrelevant responses

**Mental State Language (scored together with above question):**

0 points - no mental state words

1 point - simple mental state words regarding one character or another character’s actions OR words that imply psychological states in social context

2 points - meta-cognitive statements for example, beliefs about beliefs OR intentions to affect another person’s mental state for example, he did not want to hurt her feelings OR complex collection of mental states

**Interaction question: “if you were in Alice’s situation, what would you say next?”:**

2 points - statement that acknowledges that Max’s comment might not have been completely honest and either asks for additional clarification or additional feedback in socially appropriate manner (e.g. “do you really mean that?”); sarcastic agreement with his opinion that implies it could be improved.

1 point - Incomplete response for example, “thank you,” that does not reflect white lie.
Procedure

Given the online nature of the study, participants participated from their homes and there was no experimenter present. The study was hosted on the Gorilla platform. Participants were asked to read the instructions and complete the SSFt. The online experimental procedure of the SSFt was adapted from the original study by Murray et al. (2017). Specifically, clips were presented through the online platform, and the face-to-face interview was replaced with questions being displayed on participants’ computer screens with responses recorded on the online platform for offline scoring by two independent raters (Percentage agreement: 80.38%; Cohen’s Kappa: .71). Furthermore, participants were asked to conduct some additional checks in an attempt to control the experimental setting and ensure good data quality. Specifically, prior to conducting the SSFt, participants were provided with the audio recording instructions and were asked to complete 3 practice trials (without feedback) to ensure good audio recording quality and understanding of the procedure. Only after completing the practice trials, participants were able to start the SSFt study. Online written informed consent was obtained from all included participants prior to the start of the study.

Statistical analysis

A series of two-tailed independent sample t tests were conducted to separately compare the scores in the SSFt between the two groups (with respect to accuracy, mental state language, interaction, and memory questions from Experimental and Control Clips). Furthermore, a series of two-tailed independent sample t tests were conducted to determine the existence of potential differences in performance between the limb difference subgroups (congenital vs acquired) and controls with respect to these variables.
Results

The Strange Stories Film Task

Scores in the SSFt for the limb difference vs control groups are reported, before presenting an analysis of performance by limb difference subgroups (i.e. congenital vs acquired) and their relation to the main results.

Table 4. Participants’ performance in the SSFt by group.

<table>
<thead>
<tr>
<th>Strange Stories Film Task</th>
<th>No Limb Difference (N = 26)</th>
<th>Limb Difference (N = 27)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental Clips</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (max = 24)</td>
<td>14.73 (4.06)</td>
<td>17.59 (3.62)</td>
<td>.009</td>
</tr>
<tr>
<td>Mental State Language (max = 24)</td>
<td>8.96 (3.63)</td>
<td>12.37 (3.90)</td>
<td>.002</td>
</tr>
<tr>
<td>Interaction (max = 24)</td>
<td>14.04 (3.64)</td>
<td>16.52 (4.44)</td>
<td>.030</td>
</tr>
<tr>
<td>Memory (max = 12)</td>
<td>10.92 (0.89)</td>
<td>10.96 (1.40)</td>
<td>.902</td>
</tr>
<tr>
<td>Control Clips</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (max = 6)</td>
<td>3.50 (1.33)</td>
<td>4.19 (1.24)</td>
<td>.059</td>
</tr>
<tr>
<td>Mental State Language (max = 6)</td>
<td>1.92 (1.06)</td>
<td>1.52 (1.28)</td>
<td>.317</td>
</tr>
<tr>
<td>Interaction (max = 6)</td>
<td>4.92 (1.44)</td>
<td>5.22 (1.12)</td>
<td>.404</td>
</tr>
<tr>
<td>Memory (max = 3)</td>
<td>2.65 (0.63)</td>
<td>2.78 (0.51)</td>
<td>.434</td>
</tr>
</tbody>
</table>

Table 4 above shows participants’ performance in the SSFt by group. Participants with limb difference scored significantly higher than controls in all Experimental Clips of the SSFt, except for the Memory question, which yielded similar results between the two groups. Both groups performed similarly well in all control clips and no significant group differences were observed. Please see Figure 6 below for a visualisation of the Experimental Clips data by group.
Figure 6. Comparisons of performance at the SSFt between the limb difference population and controls by subscales. Average points scored in each subscale of the task. Error bars indicate standard deviation. SSFt: Strange Stories Film Task; **: significant at the .01 level (2-tailed); *: significant at the .05 level (2-tailed).

A further analysis conducted by limb difference subgroups identified the scores of participants with congenital and acquired limb difference to be similar in all items of the SSFt (see Table 5).

Table 5. Participants’ performance in the SSFt by subgroup.

<table>
<thead>
<tr>
<th>Strange Stories Film Task</th>
<th>Congenital Limb Difference (N = 12)</th>
<th>Acquired Limb Difference (N = 14)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experimental Clips</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (max = 24)</td>
<td>18.58 (3.26)</td>
<td>16.57 (3.84)</td>
<td>.161</td>
</tr>
<tr>
<td>Mental State Language (max = 24)</td>
<td>13.17 (3.90)</td>
<td>11.36 (3.78)</td>
<td>.316</td>
</tr>
<tr>
<td>Interaction (max = 24)</td>
<td>16.50 (5.05)</td>
<td>16.14 (3.92)</td>
<td>.844</td>
</tr>
<tr>
<td>Memory (max = 12)</td>
<td>10.58 (1.78)</td>
<td>11.21 (0.98)</td>
<td>.290</td>
</tr>
</tbody>
</table>
While these scores did not differ significantly between subgroups, the Accuracy and Mental State Language scores of participants with congenital limb difference were found to significantly differ from those of controls (Accuracy: $M = 18.58$ points, SD = 3.26 vs $M = 14.73$, SD = 4.06, respectively, $t(26.396) = 3.127, p = .004$; Mental State Language: $M = 13.17$, SD = 3.90 vs $M = 8.96$, SD = 3.63, respectively, $t(20.107) = 3.155, p = .005$). Please see Figure 7 below for a visualisation of the Experimental Clips data by subgroups vs controls.

![Figure 7](image_url)

**Figure 7.** Comparisons of performance at the SSFt between the limb difference subgroups and controls by subscales. Average points scored in each subscale of the task. Error bars indicate standard deviation. SSFt: Strange Stories Film Task; **: significant at the .01 level (2-tailed).

**Discussion**

In this study, I assessed ToM ability in people with limb difference and compared it with controls, in an attempt to determine the involvement of embodiment
for ToM ability and development, as well as to investigate the plausibility of the simulation mechanism underlying this cognitive ability and its flexibility. I used the SSFt to measure ToM ability in participants, as this task has been previously suggested to capture differences in ToM between people with ASD and the general population. Furthermore, given that scores at its original version have been previously shown to correlate with motor skills scores, it provided ground to investigate embodiment guided by sensorimotor influences on ToM development.

In summary, my study findings suggest people with limb difference have enhanced ToM ability compared to controls, as they were found to better understand others’ intentions and mental states (as seen through their responses to the Accuracy and Mental State Language questions of the SSFt), as well as better social skills (as seen through their responses to the Social Interaction question of the SSFt). Furthermore, my results indicate that this effect may be developmental in nature and more strongly related to ToM rather than social cognition in general. Indeed, individuals with congenital limb difference (thus with no sensorimotor experience at all during development from at least one of their limbs) were found to perform significantly better than controls (who never experienced any sensorimotor impairment) in inferring intentions and referring to mental states, while the same was not valid for their social interaction abilities. In contrast, a significant difference in performance was not seen between individuals with acquired limb difference (who had varying sensorimotor experience prior to impairment) and controls in any of the SSFt questions, although a trend was observed with the former group scoring slightly higher. Overall, my results seem to indicate a role for embodiment driven by sensorimotor experience on ToM development and ability, with sensorimotor impairment playing a part towards improved ToM, possibly driven by its motor component. Finally, the results from my
subgroup analysis suggest that a critical window during development may exist for achieving this relative strength in people with limb difference, an effect which however is flexible and persists throughout adulthood.

More in detail, this study represents the first successful attempt at utilising the SSFt to assess ToM in adults with limb difference, as opposed to adult controls. Specifically, while SSFt was originally developed to test differences in ToM among people with ASD and the general population (Murray et al., 2017), my results suggest that this task can also be informative for testing differences in ToM ability among people with and without limb difference. This result thus extends the utility of this tool to also test differences in ToM in people with differing sensorimotor abilities (in our case driven by limb loss or deficiency), in addition to social and cognitive impairments only. Furthermore, this result supports and extends findings of Dyck et al. (2006) who found a correlation between the scores at the original version of the SSFt and motor coordination. Specifically, although I did not measure any sensorimotor skill in particular, by investigating people with limb difference in the SSFt and observing improved performance in this group, my findings support the stance of an embodied component driven by sensorimotor experience for ToM, which is accessible through the SSFt.

My study found that participants with limb difference scored significantly higher than controls in all subsections of the SSFt, except for the memory question. These results indicate enhanced social cognition in participants with limb difference in the realms of intention recognition, mental state language utilisation, and appropriateness of social interaction relevant to everyday social communication and interaction. These results contribute to the debate surrounding the role for embodiment and sensorimotor experience towards ToM. Specifically, on the one hand, given the lack of impairment
in ToM seen in the limb difference population, my findings may, at a first glance, seem to exclude a role for embodiment and first-person sensorimotor experiences towards ToM. Indeed, my findings may seem to support previous studies suggesting intact ToM in people with other sensory impairments. For example, Koster-Hale et al. (2014) indicated comparable neural representations of mental states in individuals with visual impairments and controls. On the other hand, however, my findings not only indicate that a ToM impairment is not present in people with limb difference, but they report an enhanced ToM ability driven by limb difference. These results make it thus clear that limb difference does affect ToM ability and that this impairment does lead to a relative strength, suggesting that individuals have an advantage with respect to ToM ability given their varying sensorimotor impairment. Therefore, overall my findings support previous studies indicating atypical ToM in individuals with sensory impairments, e.g. visual (Peterson et al., 2000) and hearing (Figuers-Costa & Harris, 2001) impairments. However, they suggest atypical ToM in people with limb difference in terms of enhanced, rather than impaired, ToM. While these papers showing atypical ToM in people with sensory impairments indicate a role for embodiment in ToM ability and development, the fact that only impairments in the sensorimotor realms lead to enhanced, rather than impaired, ToM may highlight that the motor component of such experiences specifically impacts ToM. The nature of this interaction can be twofold. One the one hand, motor experiences may have a positive impact on ToM ability and development. This potentially leads the way to the involvement of the simulation mechanism underlying such an effect, given that simulation involves the direct representation of others’ actions onto own motor system (Rizzolatti et al., 2001). However, it remains at this stage unclear how simulation can be achieved in individuals who lack direct sensorimotor experience and whose self differs from others.
On the other hand, these results may indicate a supplementary role for motor experiences towards ToM, instead highlighting a crucial role of the non-motor, more deliberative component of ToM in the limb difference population. Nevertheless, I am not able through this study to determine whether enhanced ToM in individuals with limb difference is a result of their (a) enhanced motor simulation ability (through compensatory mechanisms) or (b) enhanced non-motor component of ToM. Nonetheless, I attempted to further investigate the plausibility of the simulation mechanism in individuals with limb difference in Studies 2 and 3 below. Ultimately, the interpretations here advanced will be further discussed in the general discussion of this subchapter, in light of the findings from the next studies as well.

It is worth noting that both groups reported the lowest scores in the Mental State Language subsection of the SSFt compared to the Accuracy and Interaction subsections. This result may suggest that reasoning about and referencing others’ mental states may be separate to inferring their intentions and may be a more complex ability given the lower scores in both groups. However, the poorer performance seen in this subscale may also indicate that this type of behavioural task may not be the most sensitive tool to access this ability. Indeed, while this SSFt investigates the elaboration of others’ mental states implicitly, more explicit tools, such as self-report questionnaires, may be more indicative of this ability. This possibility is further assessed in Studies 2 and 3 of this subchapter, which make use of two explicit measures previously employed to assess self-reported ToM, and the "Further Analyses" section, which examines the correlation between explicit and implicit measures for ToM. Nonetheless, the higher scores seen in the limb difference group again suggest this population has an advantage with respect to talking about others’ mental states. One of the reasons behind the increased ability of people with limb
difference to use mental state language may be increased exposure to conversations about the mind, improving their understanding of others’ mental states and social situations. The *conversational account* of ToM development suggests that experience with language associated with mental states during development may have an impact on an individual’s ability to understand and reference others’ mental states. For example, richness of parent-child conversations on ToM, as well as the presence of siblings and other family members has been previously related to enhanced understanding and reference to mental states (Garfield et al., 2001). Similarly, Symons (2004) concluded, following a review on studies in the literature on ToM development, that there exists a relationship, although not deterministic, between children’s exposure to discourse about others’ mental states and their understanding of others’ mental states. In addition, Taumoepeau and Ruffman (2008) evidenced that mothers’ reference to others’ mental states in their conversations with their 24-month-old infants predicted children’s later mental state language use at 33 months. Ornaghi et al. (2011) conducted a training study in pre-school children and confirmed that use of mental state lexicon results in increased metacognitive vocabulary understanding and emotional understanding. Future studies with the limb difference population are warranted to validate this conversational account hypothesis for ToM in this population. Another possible explanation behind this result is the relation between use of others’ mental states language and emotional understanding, as highlighted e.g. in Ornaghi et al. (2011). In concordance, Hughes & Leekam (2004) discuss the critical role of emotions in understanding others’ minds and present evidence in the literature suggesting that the emotional context influences children’s reflection on others’ inner states. Whether people with limb difference also report higher emotional
understanding and empathy, thus whether these are factors that may have affected such results on this SSFt task, will be assessed in the next studies.

Further insights on the relative strength that represents having a limb difference with respect to ToM can be provided by my subgroups analysis comparing different types of limb differences, i.e. congenital and acquired, vs controls. My results from this analysis suggest that the better performance seen in the limb difference group in the Accuracy and Mental State Language questions of the SSFt, compared to controls, is driven by individuals with congenital (as opposed to acquired) limb difference. Indeed, the congenital subgroup reported significantly higher scores in both elements of the SSFt than controls, while similar scores were achieved in the Interaction question. First, this indicates that, rather than affecting general social skills (such as social interaction), congenital limb difference (thus differing embodiment driven by sensorimotor impairment) may have a specific impact on intention recognition and mental state inference and expression (thus ToM-related skills). Second, this result may suggest that the embodiment driven by sensorimotor experience for ToM might be a phenomenon developmental in nature. Specifically, this result may indicate the presence of a critical period during development for acquisition of ToM as mediated by sensorimotor-driven embodiment. Indeed, individuals with congenital vs acquired limb difference vs controls all have differing embodiments given their varying (or absent) impairment in sensorimotor experiences throughout development. Specifically, individuals with congenital limb difference lack typical sensorimotor experience from at least one of their limbs since birth. Individuals with acquired limb difference report typical sensorimotor experience early in their life but at varying points during development this is impaired due to limb amputation. Controls report instead typical sensorimotor experience throughout their life. Overall, my results seem to
suggest that embodiment driven by sensorimotor experiences is critical for ToM ability and development, with its impairment being most influential towards enhanced ToM when occurring since birth (in congenital limb difference). However, the influence of sensorimotor-driven embodiment does seem to continue to affect ToM throughout adulthood, given my results from the acquired limb difference population, showing a flexibility in its effect. However, given the small sample size of these subgroups (see limitations section), additional studies to validate these findings are warranted.

**Study 2: The Empathy Quotient Questionnaire**

In contrast to Study 1, which used an implicit measure of ToM, in Study 2 I assessed whether the different embodiments driven by varying sensorimotor experience also affect an explicit, self-report measure of ToM and other components of social cognition (e.g. emotional reactivity and social skills). This enabled the assessment of whether the results found in Study 1 were specific to the particular measure used, as well as whether such relative strength observed in people with limb difference could be extended to other components of social cognition.

**Methods**

*Participants*

The same recruiting procedures as Study 1 were here followed. A total of 37 adults with limb difference (N congenital limb difference = 13, N acquired limb difference = 23, N congenital and acquired limb difference = 1) and 31 adult controls took part in Study 2.

*The Empathy Quotient Questionnaire*
The EQ questionnaire consists of 40 empathy items and 20 filler/control items, which include statements needed to be scored on a 4-point Likert scale varying from “definitely agree” to “definitely disagree”. On each empathy item a person can score 2, 1, or 0, so the EQ has a maximum score of 80 points and a minimum of 0. While the experimental items aim at tapping into empathy, the filler items were created and included in the questionnaire to distract the participants from focusing their attention on empathy. Please see Box D below for some examples of experimental vs filler items of the EQ.
Box D. Example of experimental vs filler items in the EQ (from Baron-Cohen & Wheelwright, 2004).

Example Experimental Items:

- I can easily tell if someone else wants to enter a conversation
- I find it easy to put myself in somebody else’s shoes

Example Filler Items:

- I prefer animals to humans
- I try to keep up with the current trends and fashions

Procedure

Given the online nature of the study, participants took part from their homes and there was no experimenter present. To start the study, participants accessed the Gorilla platform where the study was hosted. Next, participants read the study instructions and completed the EQ questionnaire. Keyboard responses to the EQ questionnaire were recorded on the Gorilla online platform for offline scoring. Written consent was obtained from all included participants prior to the start of the study.

Statistical Analysis
A series of two-tailed independent sample *t* tests were conducted to separately compare the scores between the limb difference vs controls obtained in the EQ self-report questionnaire (with respect to the *Experimental* and *Filler Questions*). Furthermore, a series of two-tailed independent sample *t* tests were conducted to determine the existence of potential differences in performance between the limb difference subgroups (congenital vs acquired) and controls with respect to these variables. The same analyses were then conducted by factors of the EQ, i.e. cognitive empathy, emotional reactivity, and social skills.

**Results**

*The Empathy Quotient Questionnaire*

Scores in the EQ questionnaire for the limb difference vs control groups will be reported, before presenting an analysis of performance by limb difference subgroups (i.e. congenital vs acquired) and their relation to the main results.

**Table 6.** Participants’ performance in the EQ self-report questionnaire by group.

<table>
<thead>
<tr>
<th>Empathy Quotient</th>
<th>No Limb Difference ($N = 31$)</th>
<th>Limb Difference ($N = 37$)</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental Questions ($max = 80$)</td>
<td>39.03 (11.02)</td>
<td>45.43 (13.85)</td>
<td>.038</td>
</tr>
<tr>
<td>Fillers ($max = 40$)</td>
<td>14.03 (4.02)</td>
<td>14.95 (4.31)</td>
<td>.370</td>
</tr>
<tr>
<td>Cognitive Empathy ($max = 22$)</td>
<td>11.97 (4.18)</td>
<td>12.16 (5.05)</td>
<td>.863</td>
</tr>
<tr>
<td>Emotional Reactivity ($max = 22$)</td>
<td>11.32 (4.22)</td>
<td>13.84 (4.82)</td>
<td>.025</td>
</tr>
<tr>
<td>Social Skills ($max = 12$)</td>
<td>5.00 (2.21)</td>
<td>5.03 (2.43)</td>
<td>.962</td>
</tr>
</tbody>
</table>
Mean EQ scores by groups are presented in Table 6. On average, participants with limb difference scored significantly higher than controls in the *Experimental Questions* of the EQ. In contrast, the filler questions yielded similar results between the two groups. With regards to the EQ factors analysis, the only significant difference in scores between groups was in relation to the Emotional Reactivity factor, with the limb difference group outperforming controls. Furthermore, the limb difference group scored significantly higher in the Emotional Reactivity (M = 13.84, SD = 4.82) vs Cognitive Empathy (M = 12.16, SD = 5.05) component of the EQ, t(36) = 2.740, p = .009, while the same was not valid for the control group. Please see Figure 8 below for a visualisation of the *Experimental Questions* data by group.

**Figure 8.** Comparisons of performance at the EQ questionnaire between the limb difference population and controls. Error bars indicate standard deviation. EQ: Empathy Quotient; *: significant at the .05 level (2-tailed).
A further analysis conducted by limb difference subgroups identified the scores of participants with congenital and acquired limb difference to be similar in both the Experimental and Filler Questions of the EQ questionnaire (see Table 7).

**Table 7.** Participants’ performance in the EQ self-report questionnaire by subgroup.

<table>
<thead>
<tr>
<th>Empathy Quotient</th>
<th>Congenital Limb Difference (N = 13)</th>
<th>Acquired Limb Difference (N = 23)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental Questions (max = 80)</td>
<td>49.54 (11.54)</td>
<td>42.35 (14.40)</td>
<td>.112</td>
</tr>
<tr>
<td>Fillers (max = 40)</td>
<td>14.85 (3.76)</td>
<td>15.17 (4.68)</td>
<td>.820</td>
</tr>
</tbody>
</table>

While these scores did not differ significantly between subgroups, the score for Experimental Questions of participants with congenital limb difference (M = 49.54, SD = 11.54) was found to significantly differ from that of controls (M = 39.03, SD = 11.02), t(21.653) = 2.791, p = .011. Please see Figure 9 below for a visualisation of the Experimental Questions data by subgroups vs controls.
Figure 9. Comparisons of performance at the EQ questionnaire between the limb difference subgroups and controls. Error bars indicate standard deviation. EQ: Empathy Quotient; *: significant at the .05 level (2-tailed).

Similarly, the congenital limb difference group scored significantly higher (M = 15.46, SD = 3.89) than controls (M = 11.32, SD = 4.22) in the Emotional Reactivity factor of the EQ, t(24.426) = 3.141, p = .004. Furthermore, they scored significantly higher (M = 14.31, SD = 4.20) than the acquired limb difference group (M = 10.78, SD = 5.18) in the Cognitive Empathy factor of the EQ, t(29.616) = 2.222, p = .034. Please see Figure 10 below for a visualisation of the scores at the EQ factors by subgroups.
**Figure 10.** Comparisons of performance at the EQ factors between the limb difference subgroups and controls. Error bars indicate standard deviation. EQ: Empathy Quotient; **: significant at the .01 level (2-tailed); *: significant at the .05 level (2-tailed).

**Discussion**

In Study 2, I used the self-report EQ as an explicit measure of ToM in an attempt to determine whether the finding of different embodiments driven by varying sensorimotor experiences affecting ToM were specific to Study 1 and the implicit measure of ToM used. Furthermore, I conducted a secondary analysis on the EQ factors to determine whether such relative strength of people with limb difference observed in Study 1 could be extended to other components of social cognition.

The results of Study 2 show that individuals with limb difference have an enhanced ability to understand others’ minds, as measured by the self-report EQ questionnaire, compared to controls. My subgroup analysis indicates this effect may
be developmental in nature. Indeed, people with congenital limb difference were found to significantly outperform controls at the EQ, while the same was not true for the acquired limb difference subgroup. In addition, my analysis of the EQ factors furthered my results by highlighting that such better performance seen at the EQ for people with vs without limb difference is driven by Emotional Reactivity, rather than Cognitive Empathy or Social Skills. My subgroup analysis of the scores at the EQ factors indicates that this effect may also be developmental in nature, as people with congenital limb difference were found to score significantly better than controls, while the same was not valid for the acquired limb difference subgroup. Finally, a significantly better performance was also seen in the congenital vs acquired limb difference group with respect to the Cognitive Empathy factor. Overall, these results indicate that the role for embodiment driven by sensorimotor experience for ToM, which was previously suggested in Study 1 as assessed through an implicit measure of ToM, maintains also in Study 2 involving an explicit, self-reported measure of ToM. Furthermore, the developmental nature of this enhancing effect highlighted in Study 1 is further supported by my findings in this study. Finally, Study 2 also provides evidence for the extension of this relative strength to the affective component of ToM and provides possible links to simulation as the mechanism underlying such an effect.

Similarly to the SSFt, the EQ has been previously developed to test differences between people with ASD and the general population with respect to their empathic and ToM abilities. This study is the first to use the EQ self-report questionnaire as a tool to assess differences in ToM in people with limb difference vs the general population, thus extending its utility to investigate the influence of varying sensorimotor abilities (in this case driven by limb loss or deficiency) on ToM. Furthermore, this result supports and extends findings from Seiryte and Rusconi (2015) and Pino et al. (2015)
who reported relations between scores at the EQ and body ownership and action observation and imitation, respectively. While I did not measure embodiment through experimental manipulations of participants’ body ownership or action observation and imitation, by assessing people with limb difference with the EQ and observing improved performance in this group, my findings support the stance of an embodiment component driven by sensorimotor experience for ToM.

My results suggest that people with limb difference scored significantly higher at the *Experimental Questions* of the EQ compared to controls, highlighting a higher understanding of others’ minds, thus confirming results from Study 1. Furthermore, the developmental nature of this effect was also evidenced in Study 2 through my subgroup analysis identifying a significantly better performance in the EQ for the congenital vs control group. Therefore, this suggests that the effect seen in Study 1 is not specific to implicit measures of ToM and can be extended to explicit, self-reported measures. This consistency between implicit and explicit measures of ToM is supported by previous studies, e.g. Spek et al. (2010) who suggested the validation of self-reports for examining ToM in adults with HFA or Asperger syndrome. Nonetheless, this does not imply a correlation between the two assessment tools used in Studies 1 and 2, which is a topic that will be addressed in the “Further analyses” section.

Furthermore, my study replicates the findings obtained in the original paper by Baron-Cohen and Wheelwright (2004) with respect to the scores of the EQ of control participants, as they were reportedly similar to the ones observed in this study (42.1 (10.6) vs 39.30 (11.10), respectively). Interestingly, people with limb difference in this study scored higher than controls in the original study, reaching a score of 46.14 (13.40). Although the statistical significance of these differences cannot be reported,
these figures seem to support my finding of an enhanced ability of people with limb difference to understand others’ minds.

My secondary analysis on the EQ factors allowed a more specific investigation of the components of social cognition assessed with this self-report questionnaire, to determine which were the ones affected by having a limb difference. Indeed, ToM has been previously described as composed of a “cognitive” and an “affective” component, with the latter emphasising on emotional facets of ToM (e.g. Kalbe et al., 2007; Shamay-Tsoory & Aharon-Peretz, 2007). It is worth noting however that inconsistencies and overlaps exist between the terms ToM and empathy, with empathy also being often described as comprising a “cognitive” and “affective” component (e.g. Baron-Cohen & Wheelwright, 2004). Therefore, “cognitive and affective ToM” and “cognitive and affective empathy” have been used interchangeably; ultimately with the term “cognitive” implicating the cognitive understanding of another person’s point of view and the term “affective” suggesting the sharing of another person’s feelings (Kalbe et al., 2007). This is consistent with several neuroimaging studies which have identified the recruitment of different brain regions, although overlapping and interacting, when engaging in ToM and empathy (e.g. Abu-Akel & Shamay-Tsoory, 2011; Völlm et al., 2006). Similarly, while the EQ was created as a self-reported measure of empathy, its creators do recognise that this questionnaire taps into cognitive and affective components of empathy, with the former effectively being representative of ToM ability (Baron-Cohen & Wheelwright, 2004). Furthermore, the same distinction was evidenced by Lawrence et al. (2004) through a follow-up study on the EQ, which provided the tools to separately analyse three factors, i.e. cognitive empathy, emotional reactivity, and social skills, within the EQ. For these reasons, the EQ has been previously used as a self-report measure of both ToM and
empathy interchangeably (e.g. Baron-Cohen & Wheelwright, 2004; Groen et al., 2015; Kraemer et al., 2013; Pino et al., 2015; Seiryte & Rusconi, 2015). In agreement with Kalbe et al. (2007), I favour to use ToM as an umbrella term for inferring others’ mental states, differentiating its cognitive and affective components based on the type of mental states inferred. Following this statement, I continue to consider the EQ as a self-report measure of ToM and, through my secondary analysis of the EQ factors, I investigated which components of ToM are most affected by embodiment driven by sensorimotor experience, which was found to have an enhancing effect on ToM in Study 1.

Findings from my secondary analysis on the EQ factors highlighted that such better performance seen at the EQ for people with vs without limb difference may be driven by Emotional Reactivity, rather than Cognitive Empathy or Social Skills. This suggests that the relative strength resulting from sensorimotor impairment seen in people with limb difference may be more prominent in the affective component of ToM. This result may be supported by previous studies identifying a role for bodily experience and simulation for understanding others’ emotions (e.g. Adolphs et al., 2000; Heims et al., 2004). Specifically, Adolphs et al. (2000) investigated emotion recognition and reference from visually presented facial expressions in subjects with focal brain lesions and found that this ability required intact activity of somatosensory-related cortices. Therefore, the authors conclude that their findings are consistent with a simulation mechanism for representing others’ emotional states, implicating the representation of other emotional states by internal generation of somatosensory representations that simulate the feelings of the observed person given their facial expression. Helms et al. (2004) identified patients with pure autonomic failure to perform worse than controls in a test of emotional attribution, highlighting a role for
autonomic bodily responses in predicting the subjective emotional feelings of others, a mechanism which was speculated by the authors to be supported by empathetic emulation. Therefore, while future neuroimaging studies directly investigating the involvement of sensorimotor cortices for understanding others’ mental states in people with limb difference are warranted, the supporting papers suggest a role for bodily experience and, possibly for simulation, for engaging in affective ToM. Furthermore, my results indicate that the relative strength with respect to ToM ability driven by sensorimotor impairment identified in Study 1 may extend and be more prominent in affective ToM.

To expand on the previous paragraph, the limb difference group was found to score significantly better in the Emotional Reactivity vs the Cognitive Empathy components on the EQ, while the same was not valid for the control group. These results support previous findings on elevated emotional reactivity in association with affective rather than cognitive ToM, and their relation to sensorimotor experiences (Kalbe et al., 2007). Specifically, in their paper, Kalbe et al. (2007) observed increased emotional reactivity, as assessed through skin conductance responses, in healthy adults when listening to affective- rather than cognitive- or non-ToM stories. The authors also speculated that such emotional reactivity may be dependent on a mechanism involving simulation, according to which participants represent other people’s mental states by ‘simulating’ their states with resonant own mental states, thus putting oneself in someone else’s shoes. They oppose this to cognitive ToM stories which, not having the emotional load of affective ToM stories, would rely more on a cognitive process supported by the teleological mechanism, involving the rational modelling or inference of others’ states through a system which is independent of one’s own mental states (non-motor, more deliberative component of ToM). According to
this paper, my findings may therefore support this differentiation by highlighting an increasing role for sensorimotor experience towards affective ToM ability, as sensorimotor impairment positively influences affective ToM scores. Similarly, these results may suggest that people with limb difference may resort more compared to controls to a simulation mechanism to understand others’ minds compared to the general population. This mechanism seems to represent an advantage towards the understanding of others’ mental states, as also evidenced from the better performance of people with limb difference in the SSFt compared to controls. However, how simulation can be achieved in the limb difference population, who does not share similar embodiment with the general population, will be further discussed in the general discussion of this subchapter, in light of the findings from all of my studies.

The lack of an effect in the cognitive and social components of the EQ, as opposed to the significant differences seen in the ToM and social interaction questions of the SSFt, respectively, may indicate that such components may indeed assess different constructs compared to the SSFt. Specifically, while the EQ allows the separate assessment of cognitive and affective ToM, the SSFt possibly includes the assessment of both components, thus leading to differing results. Similarly, while the EQ investigates the spontaneous use of social skills and/or a lack of intuitive social understanding, the SSFt points at the appropriateness of social interaction, which may thus represent slightly different constructs. The relationship between task measures will however be further explored in the correlation analyses included in the “Further analyses” section.

Finally, it is worth mentioning that, similarly to my findings in Study 1, the enhancing effect of having a limb difference on Emotional Reactivity scores seems to be developmental in nature, as my subgroup analysis found people with congenital
limb difference to score significantly better than controls in this component, while the
same was not valid for the acquired limb difference subgroup. Therefore, these results
support findings from Study 1 and extend them to affective ToM. Interestingly, a
significantly better performance was however seen in the congenital vs acquired limb
difference group with respect to the Cognitive Empathy factor. This may indicate that
individuals with congenital limb difference may rely significantly more than individuals
with acquired limb difference on the cognitive process of ToM supported by the
teleological mechanism (non-motor, more deliberative ToM component), as described
in (Kalbe et al., 2007). See the general discussion section for the proposed
mechanisms underlying the effects here observed.

Study 3: The Interpersonal Reactivity Index Questionnaire

In Study 3, I investigated and compared Empathic Concern and Perspective
Taking abilities of people with and without limb difference. Similarly to Study 2, I here
used implicit, self-reported measures, as assessed through the IRI questionnaire.
Study 3 was conducted in an attempt to further highlight the influence of embodiment
driven by varying sensorimotor experiences for ToM, with a specific interest for the
Perspective Taking subscale of the IRI to explore the role of simulation for ToM.

Methods

Participants

Participants recruited for Study 2 also completed this study.
The Interpersonal Reactivity Index Questionnaire

The perspective taking (PT) and empathic concern (EC) subscales of the Interpersonal Reactivity Index (IRI) self-report questionnaire were utilised in this study. Each subscale includes 7 items, scored on a 5-point Likert scale varying from “describes me well” to “does not describe me well”. On each item, a person can score between 0 and 4 points, so both subscales of the IRI have a maximum score of 28 points and a minimum of 0. Please see Box E below for some examples of questions from the PT vs EC subscales of the IRI.

Box E. Example of questions from the PT and EC subscales in the EQ (from Davis, 1980).

Perspective taking (PT):

- I sometimes find it difficult to see things from the "other guy's" point of view
- I sometimes try to understand my friends better by imagining how things look from their perspective

Empathic Concern (EC):

- I often have tender, concerned feelings for people less fortunate than me
- Sometimes I don't feel very sorry for other people when they are having problems
Procedure

This study followed the same procedure described in Study 2. However, participants completed the IRI questionnaire at this time.

Statistical Analysis

A series of two-tailed independent sample \( t \) tests were conducted to separately compare the scores of the IRI self-report questionnaire (with respect to the EC and IRI subscales) between the two groups of participants. Furthermore, a series of two-tailed independent sample \( t \) tests were conducted to determine the existence of potential differences in performance between the limb difference subgroups (congenital vs acquired) and controls with respect to these variables.

Results

The Interpersonal Reactivity Index Questionnaire

Scores in the Empathic Concern and Perspective Taking subscales of the IRI questionnaire for the limb difference vs control groups will be reported, before presenting an analysis of performance by limb difference subgroups (i.e. congenital vs acquired) and their relation to the main results.

Table 8. Participants’ performance at the IRI self-report questionnaire by groups.

<table>
<thead>
<tr>
<th>Interpersonal Reactivity Index (sub-scales)</th>
<th>No Limb Difference ((N = 31))</th>
<th>Limb Difference ((N = 37))</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empathic Concern ((m = 28))</td>
<td>20.26 (4.45)</td>
<td>23.19 (4.28)</td>
<td>.008</td>
</tr>
<tr>
<td>Perspective Taking ((m = 28))</td>
<td>18.10 (3.19)</td>
<td>20.62 (3.93)</td>
<td>.005</td>
</tr>
</tbody>
</table>
Mean scores in the IRI subscales by groups are presented in Table 8 above. On average, participants with limb difference scored significantly higher than controls in both questions assessing the Empathic Concern and the Perspective Taking subscales of the IRI questionnaire. See Figure 11 below for a visualisation of the Empathic Concern and Perspective Taking data by group.

**Figure 11.** Comparisons of performance at the IRI-EC (a) and IRI-PT (b) questionnaire subscales between the limb difference population and controls. Error bars indicate standard deviation. IRI: Interpersonal Reactivity Index; EC: Empathic Concern; PT: Perspective Taking; **: significant at the .01 level (2-tailed).

A further analysis conducted by limb difference subgroups identified participants with congenital and acquired limb difference to score similarly in both the Empathic Concern and Perspective Taking subscales of the IRI (see Table 9).
Table 9. Participants’ performance at the IRI self-report questionnaire by subgroups.

<table>
<thead>
<tr>
<th>Interpersonal Reactivity Index (sub-scales)</th>
<th>Congenital Limb Difference (N = 13)</th>
<th>Acquired Limb Difference (N = 23)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empathic Concern (max = 28)</td>
<td>24.08 (3.50)</td>
<td>22.65 (4.75)</td>
<td>.351</td>
</tr>
<tr>
<td>Perspective Taking (max = 28)</td>
<td>21.39 (3.86)</td>
<td>20.04 (3.99)</td>
<td>.332</td>
</tr>
</tbody>
</table>

While these scores did not differ significantly between subgroups, the scores for the *Empathic Concern* subscale of participants with congenital limb difference (M = 24.08, SD = 3.50) were significantly higher than those of controls (M = 20.26, SD = 4.45), t(28.542) = 3.038, p = .005. The same was valid for scores at the *Perspective Taking* subscale (M = 21.39, SD = 3.86 vs M = 18.10, SD = 3.19, respectively), t(19.202) = 2.707, p = .014. See Figure 12 below for a visualisation of the *Empathic Concern* and *Perspective Taking* data by subgroups vs controls.
Discussion

In Study 3, I assessed Empathic Concern and Perspective Taking abilities of people with limb difference and compared it with those of controls, in an attempt to support my findings with respect to a role for embodiment driven by sensorimotor experience for ToM. This was especially investigated by assessing the differences in perspective taking abilities between the two groups and the subgroups, which I believe would provide some insights into the plausibility of a simulation mechanism behind the enhancing effect observed resulting from having a limb difference.

Results from Study 3 suggest people with limb difference have enhanced empathy and perspective taking abilities compared to controls (linked with affective and cognitive ToM, respectively) as they were found to score higher in both subscales of the IRI questionnaire. Furthermore, once again my results indicate these effects to
be developmental in nature, as the congenital limb difference subgroup outperformed the control group in both subscales, while the same was not true for the acquired limb difference subgroup. These results support my previous findings on overall enhanced ToM ability in the limb difference group, both in its affective and cognitive component, driven by a relative strength associated with impaired sensorimotor experience. Furthermore, they possibly provide support for embodied simulation as a mechanism (a) underlying ToM ability and development, and (b) driving this relative strength seen in people with limb difference.

Similarly to the SSFt and EQ, the IRI has been here successfully utilised for the first time to test differences in ToM among people with and without limb difference, thus extending its utility to investigate the influence of sensorimotor abilities (in our case driven by limb loss or deficiency) on ToM. Specifically, my results highlight a significantly better performance in people with limb difference vs controls in both the empathy and perspective taking subscales of the IRI. I will not digress on the significance of my results from the IRI-EC scale as they simply support findings and conclusions from Study 2; the correlation between measures from this study and Studies 1 and 2 will be analysed in the “Further analyses” section. In contrast, I will focus this discussion on the IRI-PT subscale. Specifically, my results are in line with Haas et al. (2015) who reported, through a neuroimaging study, higher IRI-PT subscale scores to be associated with increased prefrontal cortex and premotor activity, as well as delayed emotion attribution decisions. Specifically, by identifying a significantly different performance in the IRI-PT subscale between individuals with and without limb difference, my results support an involvement of sensorimotor experience for perspective taking and confirm that this self-report questionnaire can access this relationship.
Furthermore, findings in Haas et al. (2015) are particularly compelling for our discussion considering their implications for the simulation mechanism for understanding others’ minds. Indeed, a transcranial magnetic stimulation study on healthy individuals (Balconi & Bortolotti, 2013) suggested premotor activity as responsible for embodied simulations for facial emotion recognition. Haas et al. (2015) identified the IRI-PT to be associated to prefrontal and premotor cortex activity, and in turn premotor cortex activity has been associated with the simulation mechanism for understanding others’ minds (Balconi & Bortolotti, 2013). Therefore, I might speculate that the higher scores at the IRI-PT by people with limb difference vs controls may indicate an increased reliance on the simulation mechanism in the former group. Nonetheless, future studies utilising neuroimaging in the limb difference population are warranted to validate this hypothesis.

It is worth mentioning at this point that the debate on clear definitions surrounding ToM vs empathy presented above extends to perspective taking. Indeed, ToM has been previously used as an umbrella term also including perspective taking, and a cognitive and affective component for perspective taking have also been previously indicated (e.g. Hynes et al., 2006). ToM is often defined as the ability to “put yourself in someone else’s shoes” or to take their perspective (e.g. Hynes et al., 2006; Jauniaux et al., 2019), thus once again making it challenging to determine the difference between ToM and perspective taking cognitive abilities. Nonetheless, perspective taking has been previously associated with cognitive ToM (e.g. Murray et al., 2017); therefore, I can conclude that the results from Study 3 extend the enhanced ToM ability in people with limb difference to the cognitive component of ToM.

Finally, my subgroup analysis identified a significantly better performance in both the IRI-EC and -PT subscales for people with congenital limb difference
compared to controls. The same was not valid for the acquired limb difference group. These findings support the previously suggested developmental nature of sensorimotor-driven embodiment for ToM and extend it to the cognitive component of ToM as well, confirming results from Study 1.

**Further analyses: Associations within and between groups**

In this analysis, I correlated the measures used in the above studies to assess ToM and related components, in an attempt to determine (a) whether associations exist between explicit and implicit measures of ToM, as assessed through behavioural and self-report questionnaire in these studies; (b) which tools correlate with each other to identify which among the above tasks assess the same constructs, to help bring some clarity of which measures can be used to investigate similar or different components of ToM, e.g. cognitive vs affective ToM.

**Methods**

**Participants**

Participants who successfully completed all three previous studies were included in this analysis, i.e. a total of 52 participants (N = 27 with limb difference, N = 25 controls). An additional 10 and 5 participants from the limb difference and control groups, respectively, were excluded due to missing trials in the SSFt (N = 14) or incomplete attempts at the questionnaires (N = 1).

**Tasks**

Participants completed all three above-described tasks, which include the SSFt, as well as the EQ and IRI self-report questionnaires.
Statistical Analysis

A bivariate Pearson Correlation analysis was conducted to determine the correlation between measures in both groups, especially to identify whether a correlation between self-reported measures and behavioural measures exists.

Results

In the limb difference group, all the measures of the SSFt positively correlated with each other (Accuracy and Mental State Language: $r = .757$, $N = 27$, $p < .001$; Accuracy and Social Interaction: $r = .756$, $N = 27$, $p < .001$; Mental State Language and Social Interaction: $r = .661$, $N = 27$, $p < .001$). Furthermore, only the Social Interaction measure of the SSFt was found to positively correlate with self-reported measures, specifically with the Empathy Quotient and the Perspective Taking subscale of the IRI (SSFt Social Interaction and EQ: $r = .554$, $N = 27$, $p = .003$; SSFt Social Interaction and IRI-PT: $r = .419$, $N = 27$, $p = .030$). In addition, positive correlations were found between self-reported measures. The EQ measure was seen to positively correlate with both subscales of the IRI (EQ and IRI-EC: $r = .567$, $N = 27$, $p = .002$; EQ and IRI-PT: $r = .575$, $N = 27$, $p = .002$). Finally, no correlations between EQ and EQ factors were observed; however, a positive correlation between the Cognitive Empathy and Emotional Reactivity factors of the EQ was found, $r = .654$, $N = 27$, $p < .001$. The Social Skills factor of the EQ did not correlate with any measure. Please see Table 10 below for a visualisation of the correlation scores within the limb difference group.
Table 10. Associations between tasks within the limb difference group.

<table>
<thead>
<tr>
<th></th>
<th>IRI-EC</th>
<th>IRI-PT</th>
<th>EQ</th>
<th>EQ-CE</th>
<th>EQ-ER</th>
<th>EQ-SS</th>
<th>SSFt Acc</th>
<th>SSFt M. States</th>
<th>SSFt Social Int</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRI-EC</td>
<td>1.000</td>
<td>0.571**</td>
<td>0.567**</td>
<td>0.181</td>
<td>0.036</td>
<td>-0.375</td>
<td>0.317</td>
<td>0.361</td>
<td>0.326</td>
</tr>
<tr>
<td>IRI-PT</td>
<td>0.571**</td>
<td>1.000</td>
<td>0.575**</td>
<td>-0.061</td>
<td>-0.126</td>
<td>-0.323</td>
<td>0.175</td>
<td>0.313</td>
<td>0.419**</td>
</tr>
<tr>
<td>EQ</td>
<td>0.567**</td>
<td>0.575**</td>
<td>1.000</td>
<td>0.327</td>
<td>0.035</td>
<td>-0.061</td>
<td>0.371</td>
<td>0.310</td>
<td>0.554**</td>
</tr>
<tr>
<td>EQ-CE</td>
<td>0.181</td>
<td>-0.061</td>
<td>0.327</td>
<td>1.000</td>
<td>0.654**</td>
<td>0.121</td>
<td>0.055</td>
<td>-0.131</td>
<td>0.072</td>
</tr>
<tr>
<td>EQ-ER</td>
<td>0.036</td>
<td>-0.126</td>
<td>0.035</td>
<td>0.654**</td>
<td>1.000</td>
<td>0.297</td>
<td>0.085</td>
<td>-0.085</td>
<td>-0.204</td>
</tr>
<tr>
<td>EQ-SS</td>
<td>-0.375</td>
<td>-0.323</td>
<td>-0.061</td>
<td>0.121</td>
<td>0.297</td>
<td>1.000</td>
<td>-0.232</td>
<td>-0.133</td>
<td>-0.273</td>
</tr>
<tr>
<td>SSFt Acc</td>
<td>0.317</td>
<td>0.175</td>
<td>0.371</td>
<td>0.055</td>
<td>0.085</td>
<td>-0.232</td>
<td>1.000</td>
<td>0.757**</td>
<td>0.756**</td>
</tr>
<tr>
<td>SSFt M. States</td>
<td>0.361</td>
<td>0.313</td>
<td>0.310</td>
<td>-0.131</td>
<td>-0.085</td>
<td>-0.133</td>
<td>0.757**</td>
<td>1.000</td>
<td>0.661**</td>
</tr>
<tr>
<td>SSFt Social Int</td>
<td>0.326</td>
<td>0.419**</td>
<td>0.554**</td>
<td>0.072</td>
<td>-0.204</td>
<td>-0.273</td>
<td>0.756**</td>
<td>0.661**</td>
<td>1.000</td>
</tr>
</tbody>
</table>

IRI-EC: Interpersonal Reactivity Index - Empathic Concern; IRI-PT: Interpersonal Reactivity Index - Perspective Taking; EQ: Empathy Quotient; SSFt Acc.: Strange Stories Film Task - Accuracy; SSFt M. States: Strange Stories Film Task - Mental State Language; SSFt Social Int.: Strange Stories Film Task - Social Interaction; SSFt Mem.: Strange Stories Film Task - Memory; EQ-CE: Empathy Quotient - Cognitive Empathy; EQ-ER: Empathy Quotient - Emotional Reactivity; EQ-SS: Empathy Quotient - Social Skills; **: correlation is significant at the .01 level (2-tailed); *: correlation is significant at the .05 level (2-tailed).

With respect to the control group, only the Accuracy measure was positively correlated with both the other measures of the SSFt (Accuracy and Mental State Language: $r = .592$, $N = 25$, $p = .002$ and Accuracy and Social Interaction: $r = .426$, $N = 25$, $p = .034$). In contrast, no correlation was observed between the Mental State Language and Social Interaction measures of the SSFt. Furthermore, no correlation was found between the SSFt measures and any of the self-report measures. However, the EQ measure was seen to positively correlate with both subscales of the IRI (EQ and IRI-EC: $r = .672$, $N = 25$, $p < .001$; EQ and IRI-PT: $r = .404$, $N = 25$, $p = .045$), as well as both the Cognitive Empathy and Emotional Reactivity factors of the
EQ (EQ and EQ-CE: $r = .537$, $N = 25$, $p = .006$; EQ and EQ-ER: $r = .832$, $N = 25$, $p < .001$); an absence of correlation was found with the Social Skills factor of the EQ. Finally, a positive correlation was found between the Emotional Reactivity factor of the EQ and the Empathic Concern subscale of the IRI, $r = .579$, $N = 25$, $p = .002$, while the Cognitive Empathy factor of the EQ did not correlate with the Perspective Taking subscale of the IRI. Please see Table 11 below for a visualisation of the correlation scores within the control group.

Table 11. Associations between measures used to assess ToM in these studies within the control group.

<table>
<thead>
<tr>
<th></th>
<th>IRI-EC</th>
<th>IRI-PT</th>
<th>EQ</th>
<th>EQ-CE</th>
<th>EQ-ER</th>
<th>EQ-SS</th>
<th>SSFt Acc.</th>
<th>SSFt M. States</th>
<th>SSFt Social Int.</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRI-EC</td>
<td>1.00</td>
<td>0.248</td>
<td>0.672**</td>
<td>0.133</td>
<td>0.579**</td>
<td>0.114</td>
<td>-0.082</td>
<td>-0.132</td>
<td>-0.234</td>
</tr>
<tr>
<td>IRI-PT</td>
<td>0.248</td>
<td>1.000</td>
<td>0.404**</td>
<td>0.332</td>
<td>0.203</td>
<td>-0.068</td>
<td>-0.022</td>
<td>-0.359</td>
<td>-0.285</td>
</tr>
<tr>
<td>EQ</td>
<td>0.672**</td>
<td>0.404**</td>
<td>1.000</td>
<td>0.537**</td>
<td>0.812**</td>
<td>0.210</td>
<td>0.055</td>
<td>-0.208</td>
<td>-0.150</td>
</tr>
<tr>
<td>EQ-CE</td>
<td>0.133</td>
<td>0.332</td>
<td>0.537**</td>
<td>1.000</td>
<td>0.241</td>
<td>0.004</td>
<td>-0.004</td>
<td>-0.308</td>
<td>-0.312</td>
</tr>
<tr>
<td>EQ-ER</td>
<td>0.579**</td>
<td>0.203</td>
<td>0.812**</td>
<td>0.241</td>
<td>1.000</td>
<td>-0.308</td>
<td>0.036</td>
<td>-0.543</td>
<td>0.040</td>
</tr>
<tr>
<td>EQ-SS</td>
<td>0.114</td>
<td>-0.068</td>
<td>0.210</td>
<td>0.004</td>
<td>-0.008</td>
<td>1.000</td>
<td>0.076</td>
<td>-0.054</td>
<td>0.065</td>
</tr>
<tr>
<td>SSFt Acc.</td>
<td>-0.082</td>
<td>-0.022</td>
<td>0.055</td>
<td>-0.004</td>
<td>0.036</td>
<td>0.076</td>
<td>1.000</td>
<td>0.592**</td>
<td>0.435*</td>
</tr>
<tr>
<td>SSFt M. States</td>
<td>-0.132</td>
<td>-0.359</td>
<td>-0.208</td>
<td>-0.308</td>
<td>-0.143</td>
<td>-0.954</td>
<td>1.000</td>
<td>0.273</td>
<td></td>
</tr>
<tr>
<td>SSFt Social Int.</td>
<td>-0.234</td>
<td>-0.285</td>
<td>-0.150</td>
<td>-0.312</td>
<td>0.040</td>
<td>0.965</td>
<td>0.436**</td>
<td>0.273</td>
<td>1.000</td>
</tr>
</tbody>
</table>

ToM: Theory of Mind; IRI-EC: Interpersonal Reactivity Index - Empathic Concern; IRI-PT: Interpersonal Reactivity Index - Perspective Taking; EQ: Empathy Quotient; SSFt Acc.: Strange Stories Film Task - Accuracy; SSFt M. States: Strange Stories Film Task - Mental State Language; SSFt Social Int.: Strange Stories Film Task - Social Interaction; SSFt Mem.: Strange Stories Film Task - Memory; EQ-CE: Empathy Quotient - Cognitive Empathy; EQ-ER: Empathy Quotient - Emotional Reactivity; EQ-SS: Empathy Quotient - Social Skills; **: correlation is significant at the .01 level (2-tailed); *: correlation is significant at the .05 level (2-tailed).
Discussion

In this section, I measured whether there exists a correlation between the tasks utilised in the above studies to assess ToM, in an attempt to determine (a) the relationship between implicit (behavioural) and explicit (self-reported) measures, and (b) which measures may be used interchangeably to access to the same constructs.

Overall, my findings suggest a very weak link between explicit and implicit measures, which was observed in the limb difference group only, not replicating previous findings in the literature. Furthermore, my results support an association between the EQ and both subscales of the IRI which is consistent between the two groups, suggesting that they indeed may assess the same constructs. In addition, my results made possible some further considerations with respect to the subscale measures from the self-report questionnaires and their ability to investigate the same constructs. Finally, while mixed results prevent us from establishing whether a cognitive and affective component of ToM should be considered separately, my findings do highlight an influence of differing embodiment driven by sensorimotor experience on the correlations between measures.

My findings seem to contrast previous literature suggesting a correlation between self-reported and neuropsychological measures of ToM (e.g. Spek et al., 2010). Indeed, an absence of correlations between the self-report questionnaires and the SSFt were observed in the control group, while only the Social Interaction measure of the SSFt was found to be positively correlated with both the Perspective Taking subscale of the IRI and the EQ in the limb difference group. Nonetheless, my results do not imply the invalidity of self-reported measures for assessing ToM, as all the self-reported measures led to results which converged with the behavioural task, i.e. an increased ability in people with limb difference to understand others’ minds. Therefore,
while I am unable to confirm that these explicit and implicit measures assess the same constructs, the similar trajectories in scores seen in all tasks of the studies included in this work make it clear that these are at least related. Furthermore, my results do partly replicate the findings from the original study in which the SSFt was first employed (Murray et al., 2017). Indeed, Murray and colleagues (2017) only evidenced a substantial partial correlation between the Accuracy measure of the SSFt and the PT subscale of the IRI in controls. Therefore, although I did not manage to replicate this finding in my control group, it does indicate an absence of strong correlations between all the SSFt subscales and self-reported measures, suggesting that this issue may be task specific. Overall, although an association between explicit and implicit measures was not evident in my results, I do believe that the present work shows the value of both types of measures in assessing ToM ability.

Nevertheless, in my study I did observe a positive correlation between the Social Interaction question of the SSFt and the PT subscale of the IRI, which was not present in Murray et al. (2017). Interestingly, this correlation was only found in the limb difference group. Considering that the Interaction measure of the SSFt was also found to be correlated in Murray et al. (2017), although with respect to the EC subscale of the IRI in individuals with ASD, it may suggest that this measure may be more sensitive to external factors influencing individuals’ ability to understand others’ minds. The fact that in my study the Social Interaction measures correlated with the EQ and, particularly, with the PT measure of the IRI only in the limb difference group may suggest an increased ability for people with limb difference in self-reflection and a stronger relation between perspective taking and social interaction compared to controls. While this remains a speculation, it possibly may highlight that people with limb difference weigh perspective taking differently to controls during social interaction.
Finally, my results make it clear that some of these measures may indeed point to the same constructs and contribute to the debate on the overlap between empathy, ToM and perspective taking. Specifically, in accordance with previous literature (e.g. Lawrence et al., 2004), positive correlations between the EQ and IRI subscales were found in both groups, providing evidence in support of the common underlying construct assessed. This is not surprising, as the EQ includes both questions associated with empathic concern and perspective taking. Furthermore, items in both the EQ and IRI have been previously differentiated into two groups representative of an affective and cognitive component of ToM. Specifically, the Cognitive Empathy factor of the EQ and the PT subscale of the IRI have been associated with the cognitive component, while the Emotional Reactivity factor of the EQ and the EC subscale of the IRI have been associated with the affective component (e.g. Lawrence et al., 2004; Murray et al., 2017). This differentiation is supported by my results in the control group reporting the absence of an association between the Cognitive Empathy vs Emotional Reactivity factors of the EQ, as well as the EC vs the PT subscales of the IRI. These results thus suggest that the two questionnaires may indeed be able to access an affective vs cognitive component of ToM through their subscales. In contrast, results from the limb difference group indicate a positive correlation between the affective and cognitive components of both the EQ and IRI questionnaires, suggesting that such a differentiation may be redundant. Furthermore, results from the control group report an association between the affective subscales of the two questionnaires (Emotional Reactivity factor of the EQ vs the EC subscale of the IRI), thus indicating that they may indeed assess the same affective component, separate from the cognitive one. In contrast, a correlation between the cognitive subscales of the two questionnaires (Cognitive Empathy factor of the EQ vs the Perspective Taking subscale of the IRI)
was not found in this group. Furthermore, and interestingly, these associations did not maintain in the limb difference group, where correlations were not observed between neither the affective nor the cognitive subscales of the two questionnaires. Overall, these results lead us to two conclusions. First, findings from the control group may support the differentiation of an affective and cognitive component of ToM, although suggesting the need to revise the subscales currently used to assess such different components. Second, findings from the limb difference group suggest this distinction to be redundant. While the last remark seems to be in contrast with my previous statement, this different pattern of associations among individuals with limb difference compared to controls may suggest the presence of specific factors in this population resulting in an interaction between the affective and cognitive components of ToM. This ultimately seems to be advantageous given their higher scores in all tasks. Based on my previous studies’ findings I speculate that this effect may be driven by their different embodiment with respect to the majority of the population due to their sensory impairment. I will discuss this point further in the general discussion section below.

**General Discussion**

Based on findings from the above series of studies, I propose that individuals whose sensorimotor bodily experiences differ substantially from the majority of the population in virtue of their body differences represent others’ mental states in a significantly distinctive way.

Specifically, in Study 1, I identified enhanced ToM ability in people with limb difference vs controls as assessed through the behavioural SSFi in the realms of intention recognition, mental state language and social interaction. This effect was found to be developmental in nature. Indeed, while it seems to be critical at birth, it
persists throughout development and adulthood, showing some flexibility. I further suggested this enhancing effect to specifically impact ToM-related components, i.e. intention recognition and mental state language, rather than social cognition in general, given the similar performance between subgroups in the Social Interaction question of the SSFt. Indeed, the lack of this effect was further supported by the similar scores between groups in the Social Skills factor of the EQ. Although the correlation analysis in the “Further analyses” section did not find an association between the Social Interaction question and the Social Skill factor of the EQ in either of the groups, thus indicating that they possibly assess different constructs, an absence of the effect on both these social components is evident. Finally, I indicated that the motor component of sensorimotor experiences may specifically impact ToM development and ability, either leading the way to the simulation mechanism supporting ToM or highlighting a supplementary role for motor experiences for ToM in the limb difference population.

This advantageous effect on ToM of having a limb difference persisted in Study 2, employing the EQ questionnaire, i.e. a self-reported explicit measure of ToM. The results from this study confirmed that this effect is therefore not specific to one type of measure (either implicit or explicit) and indicated consistency between self-awareness and actual ToM ability in both groups. Furthermore, Study 2 extended the results from Study 1 by identifying that the enhancing effect may have a specific impact on affective, rather than cognitive, ToM, and that it may involve the simulation mechanism. Finally, this study confirmed the developmental nature of this enhancing effect, which extends also to the affective component of ToM.

These results were replicated also in Study 3 using the IRI questionnaire (another self-reported, explicit measure of ToM), whereby I also found an enhanced
affective ToM in people with limb difference vs controls. The effect reported in Study 3, however, extended to cognitive ToM. Indeed, higher scores at the PT subscale of the IRI were seen in the limb difference population, which is representative of cognitive ToM. Results from Study 3 also support the presence of a simulation mechanism behind such an enhancing effect. Finally, this study confirmed the developmental nature of this effect, which extends also to the cognitive component of ToM.

Finally, the “Further analyses” section indicated that my results do not support a link between explicit and implicit measures, suggesting that they may indeed assess different constructs, only partially replicating previous literature. Furthermore, these results seem to partially support the distinction between affective and cognitive components of ToM, while their assessment using the identified subscales of self-reported measures is less clear. Nonetheless, my results indicate that such associations between measures, and thus the distinction between affective and cognitive ToM, becomes blurred in people with limb difference, with the two components interacting with each other. This seems to be ultimately advantageous, given the higher scores, and I speculate may be driven by differing embodiment that people with limb difference experience given their sensorimotor impairment.

Overall, embodiment driven by sensorimotor experience seems to influence ToM ability and development, resulting in a relative strength in people with impaired sensorimotor abilities. Furthermore, the influence of sensorimotor-driven embodiment for ToM seems to be most crucial at birth, however it persists throughout adulthood, showing flexibility.

As highlighted in the introduction of this chapter, cognitive embodiment proposes that sensorimotor interactions, which also include the physical characteristics and constraints of an individual's body, shape embodied mental
representations (Pezzulo et al., 2011). Here, I provided empirical evidence of an involvement of differing embodiment (in virtue of differing sensorimotor experiences) in ToM ability and development.

Interestingly, individuals with limb difference outperformed the general population in all ToM tasks, which may seem counterintuitive considering their sensorimotor impairment. Therefore, the rest of this section will discuss some candidate mechanisms by which embodiment driven by impaired sensorimotor experiences may actually result in increased ToM ability. Specifically, I speculate on (1) "imaginary simulation", (2) “teleological for mentalising”, (3) “self-other blurring” and (4) “increased self-other distinction” as possible mechanisms underlying the effect observed in this study. Crucially, while I will outline each mechanism separately, these may not be mutually exclusive and may instead interact with each other.

*Imaginary simulation*

The plausibility of the simulation mechanism behind ToM ability has been previously contested given its requirement for self-other similarity. The flexibility of this requirement is debated, and it is unclear the extent to which others’ representations which differ from self-representations (including mental states) can be understood through simulation.

In light of this, my studies’ findings would not seem to support a simulation mechanism behind the enhanced performance of people with limb difference in ToM tasks. Indeed, self-other similarity may not apply in the limb difference population given that their self-sensorimotor representations differ from the majority of the population or are missing altogether. According to a simulation perspective, this should lead to poor ToM. Specifically, we would expect ToM development to be impaired in people
with limb difference if relying on a simulation approach lacking flexibility, as they would not be able to represent others’ differing representations throughout development. This would in turn result in an inability to understand other people’s minds and to perform well in ToM-related tasks.

Following this reasoning, I would expect in my results that having a limb difference negatively affects performance in the utilised ToM-related tasks, with the congenital limb difference group showing the worst performance. This is however in contrast with my results, that instead show that individuals with limb difference perform better in ToM tasks. This may imply that (a) the simulation account may be more flexible than previously thought and that it can account for self-other dissimilarities (possibly through compensatory mechanisms). Alternatively, my results may indicate (b) the presence of another mechanism underlying enhanced understanding of others’ minds in the limb difference population. I will first discuss interpretation (a) given the other findings from my studies pointing to potential enhanced simulation in the limb difference population, in turn resulting in enhanced ToM. In the next section (“Teleological for mentalising”), I will discuss interpretation (b) as a candidate explanation, in alternative to or coexisting with simulation, for the better performance by the limb difference population here observed.

My previous results showing enhanced perspective taking and emotional reactivity in people with limb difference support an involvement of simulation towards the enhancement of ToM ability in people with limb difference. Indeed, perspective taking and emotional reactivity have both been previously associated with this mechanism (see discussions of Studies 1, 2 and 3 for more details). Furthermore, the simulation mechanism seems to be supported also by the general finding of the involvement of embodiment driven by sensorimotor experiences in ToM, considering that simulation
has been previously suggested to be the mechanism underlying cognitive embodiment (see Introduction). Therefore, the question to tackle to provide plausibility to simulation as the mechanism underlying enhanced ToM ability in people with limb difference is the following:

“How can people with limb difference engage in embodied simulation for understanding mental states of others whose body substantially differs from theirs?”

Previous studies on the limb difference population have suggested that neural representations of the body, in addition to prior experience of sensorimotor-driven embodiment, rely on observation of full-bodied others through the simulation mechanism (Brugger et al., 2000; Price, 2006). Specifically, a review of the literature on phantom limbs (Price, 2006) indicated two stages in the development of body image: (a) in utero as a result of spontaneous muscular activity and proprioceptive feedback, and (b) during the first decade of life (and later when phantoms are induced by prostheses) through various modalities, including vision and touch. Price (2006) links the simulation mechanism to such body images acquired through the observation of others and suggests them to be linked to phantoms. Similarly, Brugger et al. (2000) reported that data in the literature indicate that sensorimotor representations in the brain can be developed without having such body parts. The authors attribute this effect to both genetic and epigenetic factors, including the habitual observation of other people moving their limbs, which may contribute to phantom limb experience in people with congenital limb difference. Finally, Aziz-Zadeh et al. (2012) found activation of brain areas associated with simulation, in addition to mentalising, in an individual with congenital limb difference when observing an action that she could not reproduce herself with her own body. The authors reason that the activation of the simulation network when observing actions out of someone’s motor repertoire may be resulting
from observation learning. Indeed, the subject had extensive visual and conceptual knowledge of the observed actions, which were also part of the normal human repertoire of actions. Therefore, according to this research, simulation through observation may be implicated in understanding others’ minds and actions also in absence of self-other similarity. Furthermore, the research outlined above indicates that this mechanism may be able to activate sensorimotor cortices even in the absence of limbs and result in sensorimotor-driven embodiment. Given the above, we could thus speculate that the simulation mechanism may be flexible enough to have allowed participants with limb difference to engage in embodied simulation and understand mental states of individuals from the general population, i.e. others who differ from the self.

Furthermore, previous studies have introduced the concept of motor imagery (Gandola et al., 2019; Saruco et al., 2019), that is the “mental representation of an action without engaging its actual execution” (Saruco et al., 2019, p. 634). Mental simulation through motor imagery has been shown to activate sensorimotor networks even in the absence of (and which are comparable to) explicit motor outputs (Malouin & Richards, 2010; Saruco et al., 2019). Therefore, its training has been associated with counteracting the effects of missing or lost limbs and enhancing motor performances, both in people with upper and lower limb differences (Gandola et al., 2019; Malouin & Richards, 2010). Therefore, in accordance with the studies cited in the previous paragraph, these studies suggest the possibility of understanding others’ minds by mental simulation also in the absence of body parts related to the observed person, which may support engagement in simulation in the limb difference population in my studies. I suggest that this extra process that individuals with limb difference require in order to interpret the world from the perspective of the majority of the
population may lead to a relative strength, resulting in enhanced ToM. Finally, motor imagery ability was shown to be decreased following limb amputation or temporary disuse, e.g. limb immobilisation, and this was associated with a weaker mental representation of actions which was highly modulated by sensorimotor inputs (Malouin & Richards, 2010). This indicates that limb loss does not prevent motor imagery, but that it only makes it more difficult, which may explain the difference in performance seen between the congenital and acquired limb difference groups.

Nevertheless, my studies did not include a direct measure of visual experience and associated cortical activation in people with limb difference. Future research should take this into account to explore the hypothesis of this imaginary simulation as an extra step to understand the minds of others who have different embodiments and sensorimotor experiences. A further way to validate my results would be to conduct neuroimaging studies to determine whether brain areas associated with simulation, in addition to mentalising, are effectively recruited in participants undergoing the tasks used in this investigation to assess ToM.

Teleological for mentalising

The enhanced performance in individuals with limb difference may be attributed to a mechanism other than simulation, i.e. teleological for mentalising. This suggestion however does not exclude simulation as one of the mechanisms underlying ToM and present in both the general and limb difference populations. More in detail, the characteristic enhanced ToM effect seen in the limb difference population may be interpreted in terms of a supplementary role for motor experiences towards ToM, given the sensorimotor impairments seen in this population. Instead, my findings may be
understood as highlighting a crucial role for the non-motor, more deliberative component of ToM, that I indicate here as teleological for mentalising.

As previously mentioned in Part 1 of this thesis, the teleological theory proposes that outcomes of actions can be recognised as their goals only if they are performed efficiently (Csibra & Gergely, 2007), and teleological reasoning has been previously indicated as a precursor of ToM (Csibra & Gergely, 2007). This stance is supported by studies in the literature showing increased activation of brain areas associated with mentalising (e.g. TPJ, mPFC) in typical adults in response to irrational vs rational actions (e.g. Brass et al., 2007; Marsh et al., 2014). These studies overall suggest that mentalising can be seen as a rationalisation of behaviour. More specifically, Marsh et al. (2014) suggested that the mPFC may be associated with rationality resolution, while the TPJ may be specifically involved in mentalising about the reasons and intentions underlying unusual behaviour. Indeed, the authors found both enhanced mPFC and TPJ activity in typical adults in response to the observation of scenarios involving irrational actions.

This mechanism is interesting and relevant for our discussion as irrationality is intended as “inefficient actions, given the environmental constraints” (e.g. Marsh et al., 2014, p. 82). If we applied this approach to describe the experiences of the limb difference population, such irrationality may be seen as “inefficient actions, given the bodily constraints” presented by this population. Therefore, it seems valid to speculate that mentalising based on a teleological mechanism may be applied by individuals with limb difference to understand mental states of others who differ from the self, rather than sole direct motor simulation. This interpretation seems to be supported by previous studies (Aziz-Zadeh et al., 2012; Cusack et al., 2012) that identified the activation of mentalising-related, in addition to simulation-related, brain areas in
individuals with limb difference in response to the observation or imitation planning of unusual actions.

If we follow this rationale, it becomes clear why mentalising based on a teleological mechanism may result in enhanced ToM: individuals with limb difference are more likely to engage more often in rationalisation of behaviour when interacting with the general population; in other words, they are more trained in this non-motor, more deliberative component of ToM. In contrast, direct motor simulation may in a way “restrict” ToM ability, by constraining the possible interpretations of others’ minds based on simulation on self-motor control policies and programming. Therefore, the motor component of ToM may interfere with or overtake the non-motor component of ToM, thus preventing or reducing the training of the latter in the general population.

The above interpretation may also explain the critical window during development observed for the enhancing effect of sensorimotor-driven embodiment on ToM. Specifically, from a developmental point of view, this assumption of motor simulation “restricting” ToM ability, as well as the differences seen in the congenital vs acquired vs control groups, may be explained through the process of “perceptual narrowing” in infancy. Briefly, perceptual narrowing is a developmental process which permits infants to narrow down the processing of sensory and perceptual inputs to those that are most relevant for their socioecological environment (Lewkowicz & Ghazanfar, 2011). This is considered a crucial part of the developmental process of humans and an adaptive response that permits infants to tune their sensory/perceptual abilities to best match their ecological setting (Lewkowicz & Ghazanfar, 2011). Therefore, when the concept of perceptual narrowing is applied to the mechanisms here discussed, we may speculate that infants, both with and without limb difference, may at first share the same representational framework of others’ mental states. Successively, in the
general population, the framework of reference may be narrowed down by motor simulation, given that their sensory and perceptual abilities are representative of most of the population. In contrast, individuals with limb difference may maintain such a general, shared representational framework of others’ mental states, given their differing sensory/perceptual experiences compared to the general population. Ultimately, this may result in a more abstract and less constraint approach to understanding minds of others who differ from the self, through a shared representational framework, which ultimately may lead to such enhanced ability. This would be especially true for individuals with congenital limb difference, who never had any sensorimotor experience.

The above interpretation can be supported by the “like me” account for social cognition proposed by Meltzoff (2007b, 2007a), which points to the presence of a shared representational framework for understanding others and their mental states, rather than inferential processes driven by an initially solitary representation of the self, as suggested in other contrasting theories (e.g. see Piaget, 1952, 1954). Crucially, the “like me” framework can engulf the simulation mechanism, as it is more abstract and does not make any assumptions on the type of mechanism using the code (see also Part 3 of this thesis for more details on the “like me” assumption and simulation).

Nonetheless, I would like to highlight that this mechanism does not exclude the additional engagement in simulation for ToM; thus a potential role for simulation in the limb difference population. Indeed, in the previously described studies by Cusack et al. (2012) and Aziz-Zadeh et al. (2012), mentalising was recruited in individuals with limb difference in addition to simulation to, respectively, imitate and understand actions of individuals from the general population. Therefore, the two mechanisms may be interacting to achieve ToM.
Future studies involving neuroimaging in line with Cusack et al. (2012) and Aziz-Zadeh et al. (2012) are warranted to determine whether the findings of a mentalising mechanism, in addition to simulation, observed in action understanding and imitation of others who differ from the self could also be extended to the understanding of their minds. Furthermore, another interesting future study may be to compare ToM ability in infants with and without limb difference and monitor this throughout development, in an attempt to investigate this perceptual narrowing hypothesis for ToM. Finally, it should be explored whether these mechanisms are specific to the limb difference population or whether they extend to the general population when interacting with people with different bodies from their own, e.g. with people with limb difference.

**Self-other control**

The other two mechanisms which I propose may have resulted in enhanced ToM ability in people with limb difference both point to the same ability, that is self-other control. However, they are somewhat opposite and lead to different implications. In the paragraph below, self-other control will be first introduced. Two separate subsections will then discuss the two mechanisms possibly resulting in enhanced ToM.

To engage in successful ToM, a balance between self- and other-representations is required. When this balance is off, two scenarios arise. On the one hand, to engage both in cognitive and affective ToM, people are required to represent others’ mental states, thus to have an other-perspective. In order to accurately represent the world from the other-perspective, however, self-representations need to be inhibited, as they may at times be in contrast with the reality as seen from the other-perspective. Failure to inhibit self-perspective results in an Egocentricity Bias (EB), which leads to biased
predictions about the others’ mental states, especially in cases of incongruence between self- and other- states. This EB has been previously seen in children younger than 3 years of age, who are not successful at explicit ToM tasks as they fail at inhibiting their own representation of the world to correctly describe the false beliefs or wrong representations of the world from the other-perspective. Similarly, Riva et al. (2016) suggested an increasing difficulty to detach from self-perspective with aging, driven by a heightened emotional EB in the older population.

On the other hand, self-other balance can be impaired by the other-perspective overriding self-perspective, leading to self-other blurring (Lamm et al., 2016). Specifically, self-other blurring happens when the other-representations are not inhibited in favour of self-representations, which is generally considered as an adaptive and self-protective response. This leads instead to a lack of distinction, and thus confusion, between self- and other-perspective. An example is provided by individuals with mirror-touch synaesthesia, who experience tactile sensations on their body by only observing someone else being touched (Fritsch et al., 2021). Similarly, self-other blurring can happen in affective ToM, leading to greater emotional reactivity, accompanied with increased personal distress and emotional contagion (Lamm et al., 2016; Ward et al., 2018). In contrast, a clear distinction between self and other would prevent excessive personal distress from another’s negative affective state. To conclude, self-other control, that is a balance between self- and other-representations, is needed to better understand others’ minds. Supporting evidence towards this stance is also provided by Fritsch et al. (2021) who trained individuals with mirror-touch synaesthesia to increase self-other control, which resulted in higher empathy scores both in behavioural and implicit tasks.
Self-other blurring

The mechanism I propose here to possibly underlie enhanced ToM ability in people with limb difference seen in my study results stands if absent (or weak) self-representations (related to sensorimotor experiences) are accepted in this population. Specifically, I consider these lack (or weak) self-representations to lead to self-other blurring which, perhaps counterintuitively, may constitute an advantage in this population towards understanding others’ minds.

A possible involvement of self-other blurring in the enhanced ToM ability seen in the limb difference population in my studies is supported by my results. Specifically, my Study 2 results suggest increased emotional reactivity in people with limb difference, which has been previously associated with self-other blurring (Ward et al., 2018). We may speculate that increased self-other blurring may be a result of two possible factors, i.e. people with limb difference (1) having no or (2) weak self-representations of sensorimotor experiences. According to the first factor, an absence of self-representations would in turn (a) prevent EB, considering that they would not have a self-perspective reference that can bias that of others; and (b) increase emotional reactivity, considering that they would not have a self-perspective to inhibit and contrast that of others; therefore, they may more readily take the other-perspective. According to the second factor, self-representations may be formed through e.g. imagery simulation (as described above) or prosthesis use (self-model creation through embodiment of prosthesis and sensorimotor representations (Fritsch et al., 2021)); however, these self-representations may be weaker. This would in turn result in (a) weak EB and (b) higher emotional reactivity compared to the general population, ultimately leading to improved ToM.
Overall, it is clear that decreased EB and increased emotional reactivity can result in enhanced ToM, and thus could support my findings in the limb difference population. However, as mentioned earlier, self-other blurring has also been associated with higher emotional contagion and personal distress, which may in turn hinder ToM ability. Indeed, individuals may reduce their engagement with others as an adaptive, protective response to prevent personal distress. Nonetheless, this adaptive measure may not need to be taken by people with limb difference, if they lack (or have weak) self-representations of states observed in others. Indeed, as a consequence, they would not be able to translate such states onto their own experiences, preventing this way emotional contagion and personal distress. This view may be supported by Aziz-Zadeh et al. (2012) who investigated pain observation in an individual with congenital limb difference in response to photos of a person without limb difference. The authors found that when the individual with congenital limb difference observed others’ pain in a part of the body that she did not have herself, she was found to activate brain areas related to pain processing, e.g. insula, whereas somatosensory cortices were not recruited. This result suggests that individuals with limb difference can understand and are able to empathise with the mental state associated with pain of another person who differs from the self. However, they may not be able to map the person’s pain onto their own somatosensory body representations. According to the authors, this may be due to the lack of sensory representations to process the pain in a localised bodily region. Furthermore, remarks from both Klimecki et al. (2013) and Ward et al. (2018) provide another explanation as to why self-other blurring may not always hinder ToM ability. Specifically, Ward et al. (2018) suggested that self-other imbalance and resulting dominant emotional reactivity could lead to both positive or negative outcomes for social behaviour, based
on social context and/or variation in the coping strategies used by an individual. For example, Klimecki et al. (2013) demonstrated that socio-affective training, in the form of compassion training, represents an effective coping strategy that favours positive affect as opposed to personal distress following empathy. Therefore, some sort of coping strategy may be used by individuals with limb difference in response to increased emotional reactivity, which would lead to decreased emotional contagion and personal distress when engaging in such enhanced ToM.

Coping strategies were not directly addressed in these studies; it would be interesting to conduct future studies assessing coping strategies in both the limb difference and general population to determine whether the former have higher experience with this training and use it to modulate their responses to others’ states during social interactions. In addition, further research on the extent of self-representations with regards to missing sensorimotor experiences is warranted to determine whether self-other blurring may be happening in people with limb-difference during social interactions or when trying to predict others’ mental states.

**Increased self-other distinction**

The final mechanism which I propose to possibly underlie the enhanced ToM ability in people with limb difference points to self-other distinction, which is in contrast with my previous proposal. Specifically, I here accept the presence of self-representations in people with limb difference, which are very different compared to other-representations (related to the general population), and thus result in heightened self-other distinction.

Two possible interpretations result from this position. First, people with limb difference may not need to suppress self-perspective, as there is a clear distinction
between self-representations and those of others, provided their substantially different sensorimotor-driven embodiment. According to this stance, (a) EB would not be an issue in the limb difference population, resulting in more accurate and faster understanding of others’ minds; and (b) self-other blurring would not happen, provided that their substantially different representation of the self would not be confused with those of others. Second, people with limb difference may still require suppressing their self-perspective in order to achieve correct ToM, according to the self-other balance principles described above. However, the same interpretations in accordance with the first stance would be valid in this case, given their still distinctive representations of the self. Specifically, (a) EB would not present an issue in the limb difference population, which may be better at suppressing self-related representations in order to take the other person’s perspective; and (b) self-other blurring would be avoided. A previous study by Aziz-Zadeh et al. (2012) could be interpreted as supporting the view of a heightened self-other distinction in people with limb difference. Specifically, the authors investigated action observation in an individual with congenital limb difference when observing an individual without limb difference. The authors observed activation in brain areas associated with simulation, including the premotor cortex and the IPL, in response to the observation of actions that the individual with congenital limb difference could execute herself, although using different effectors (i.e. different body parts) to complete the action. This result therefore highlights a clear distinction between self- and other- representations, which do not overlap and are maintained separate when understanding the behaviour of others who differ from the self.

Nonetheless, when accepting any of these two interpretations, it seems possible that limb difference, i.e. atypical embodiment driven by sensorimotor impairment, may lead to an increased self-other distinction and thus to enhanced ToM
in this population. Previous studies have assessed the extent of self- vs other-representations during social cognition. For example, Jackson et al. (2006) investigated brain activation in healthy individuals in response to images of people in pain when asked to take self- or other-perspective and found differing, although overlapping, activation patterns associated with self- and other-pain processing. In line with this, it would be interesting for future research to investigate the extent of self-other distinction in people with limb difference when observing someone with a substantially different sensorimotor-driven embodiment to determine whether this is higher compared to the general population.

**Limitations**

The limitations of these studies will now be outlined; these are valid for all studies above presented, unless otherwise specified. First, details on the age of participants in the limb difference group were not collected; therefore, it was not possible to age-match control participants (although all participants were +18 years old). Considering that this may result in a possible impact of age gap on my results due to differing maturity and thus emotional, social and cognitive skills (including ToM), future studies comparing participants of the same age group are warranted to further validate my findings. Second, participants’ verbal abilities and intelligence were not measured in this study, as these were not at the core of my research question and have not been previously included in all tasks here under investigation. However, these factors may have contributed to my participants’ responses; therefore, readers should take this into consideration when interpreting my study results. Nonetheless, I believe this to be a question to be answered by studies interested in the interaction between language and/or intelligence and the development of ToM-related skills.
Therefore, I hope that my results can inspire future studies in this direction. Third, given the online nature of these studies, it was not possible to control participants’ motivation and attention during all tasks, both within and between groups. However, given that this issue was present for the assessment of both groups, I consider a potential effect of these factors to be distributed amongst participants of both groups; thus, not to have greatly influenced my overall findings. Nonetheless, it would be interesting to conduct investigations in the future in the form of face-to-face interviews (as in the original SSFT study by Murray et al., 2017) to determine whether my findings will be maintained. Fourth, some of the measures utilised in these studies (e.g. empathy and perspective-taking measures) were obtained from self-report questionnaires and I cannot exclude that participants may have not accurately reported their abilities, or that participants’ idea of their abilities may not reflect reality. However, this is a limitation inherent to all self-report questionnaires (Demetriou et al., 2015). Nonetheless, results from the self-report questionnaires support my other findings from behavioural measures, suggesting that they may be accurate enough to access participants’ abilities. Fifth, previous studies suggested gender to impact measures of empathy utilised in this study (e.g. EQ: Baron-Cohen et al., 2003; Lawrence et al., 2004; EC-IRI: Krämer et al., 2010); therefore, my results may have been influenced by gender differences. Unfortunately, gender data was not collected in all participants; therefore, future studies investigating the effect that gender may have on these results are warranted. Finally, a power analysis confirms the suitability of my sample size for comparison between the limb difference and control groups (with a large effect size), which was bigger than that used in the original study (Murray et al., 2017). However, my sample size was too small to allow conclusive remarks with respect to my findings related to the limb difference subgroups (congenital vs
acquired). Therefore, such findings can only be considered preliminary results which I aim to confirm in future studies.

Conclusions

To summarise, this series of studies identified enhanced ToM ability in people with limb difference when compared to the general population, with the congenital limb difference subgroup driving this advantageous effect. I suggested these findings indicate a role for sensorimotor-driven embodiment towards ToM ability and development, which may be critical at birth and flexible throughout adulthood, with sensorimotor impairment playing a part towards improved ToM. Furthermore, I showed this effect to be present in both the affective vs cognitive components of ToM, as well as in explicit vs implicit measures of ToM. Finally, I proposed four candidate mechanisms by which people with limb difference may present enhanced ToM ability, in virtue of their differing sensorimotor-driven embodiment, which are not mutually exclusive and could be interacting with each other.

To conclude, I would like to bring back our attention to one of the current questions to be tackled by research on cognitive embodiment raised by very influential researchers in the field:

“How, and how much, are sensorimotor and simulative processes reused for cognitive tasks” and how flexible are they (Pezzulo et al., 2013, p. 10)

I believe to have contributed to this topic with my findings, showing a relationship between sensorimotor-driven embodiment and ToM, which I propose may be mediated by the simulation mechanism, as well as other mechanisms such as teleological for mentalising; and I discussed the flexibility of such processes. I hope to inspire future investigations in this same direction.
3.2 False belief understanding in individuals with limb difference

Introduction

In the present research study, I once again focused on the limb difference population in an attempt to investigate ToM ability from a developmental point of view. In particular, this study focused on three objectives: (a) assess the role of mental rotation and perspective taking abilities for ToM in individuals with limb difference vs controls; (b) provide insights into the relationship between explicit and implicit ToM; and (c) investigate the feasibility of conducting the study online and inform laboratory studies. Given the Covid-19 restrictions preventing face-to-face experiments, I adapted the task developed by Xie et al. (2018) for online testing. Furthermore, I was unfortunately not able to address the first objective of this study, while the second could only partly be addressed. I will briefly provide some more details on the research questions and this task, prior to discussing my methodology and results.

First objective: mental rotation and perspective taking for ToM

This study aimed to identify whether mental rotation and perspective taking abilities are fundamental for engaging and developing ToM, through the assessment of individuals with limb difference. Specifically, it aimed to investigate if sensorimotor impairment seen in individuals with limb difference would impact their ToM ability as compared to controls. I refer the reader to Part 2, chapters 2.3-4 of this thesis for a detailed discussion on the rationale behind this study. Importantly, examining these abilities in individuals with limb difference can elucidate trajectories of change. This is because this population allows for a direct comparison between individuals with congenital vs acquired limb difference.
Unfortunately, due to the small size of the recruited limb difference population and the online nature of the study, I was unable to conduct any comparison between individuals with limb difference and controls. As a result, it is not possible – from the study’s findings – to advance any conclusion about the role of mental rotation and perspective taking for ToM development and ability as assessed via sensorimotor impairment. Nevertheless, I report in this chapter the data obtained from 4 participants with limb difference and from the control sample (N = 14) in an attempt to inform and inspire future studies in this direction.

**Second objective: explicit vs implicit ToM**

This study also aimed to investigate the relationship between explicit and implicit ToM, by comparing participants’ behavioural data (keyboard responses) with eye-tracking data (online webcam eye-tracking). While it is generally accepted that ToM is present by 4 years of age (Wellman et al., 2001), some studies indicated the presence of an implicit ToM from infancy (e.g. Onishi & Baillargeon, 2005; Southgate et al., 2007). Specifically, via assessing infants’ looking behaviour in response to the changing beliefs of an observed agent, these studies suggested that infants may be able to represent and track others’ mental states (e.g. beliefs) and use these to predict others’ behaviours. Based on these findings, it has been indicated that implicit ToM competencies may exist from early infancy, and that looking behaviour may provide access to this ability. Only later during development, once children overcome verbal and inhibitory demands, this ability has been proposed to become explicit (e.g. Sodian et al., 2020).

Furthermore, implicit ToM has been previously indicated to be automatic and fast, although inflexible, while explicit ToM has been described as slower and effortful,
but more flexible and dependent on language (e.g. Sodian et al., 2020). In line with this proposition, previous studies have indicated different performance in tasks involving implicit and explicit ToM understanding in adult individuals with ASD. For example, in Schuwerk et al. (2015), individuals with ASD showed typical behaviour in an explicit ToM task but scored significantly lower in an implicit ToM task. Similarly, Senju et al. (2009) identified a deficit specific to implicit ToM in individuals with Asperger syndrome using eye-tracking. Overall, it is debated whether implicit and explicit ToM may represent two separate cognitive processes underlying ToM or whether they fall along a continuum (Sodian et al., 2020; van Overwalle & Vandekerckhove, 2013). Please see Part 1 of this thesis for more details on this topic.

Although I was not able to investigate this relationship by contrasting performances between the limb difference population and controls as originally planned, in the present study I gathered data on the relationship between explicit and implicit ToM in 14 control individuals, allowing for a pilot online study and showing scope for obtaining some preliminary data.

Third objective: feasibility of online study and scope for laboratory study

To my knowledge, the present study is the first to implement a false-belief task online. Adapting an experimental task to online setting comes with challenges (see also infant study in Part 1, chapter 3 of this thesis), mainly resulting from a less controlled experimental setting due to the experimenter not being present during the testing session. For this reason, I believed it would be informative to determine the feasibility of implementing this task online and the replicability of the results obtained in the original study by Xie et al. (2018). Furthermore, this study used webcam eye-tracking, which has only recently become a tool of choice for online psychology studies.
Considering the novelty of webcam eye-tracking as a tool for psychology studies, some limitations remain for accurate recording and coding of participants’ eye movements. For example, webcam eye-tracking has been previously reported to result in less accurate data and higher variance than that implemented in a laboratory setting (Semmelmann & Weigelt, 2018). Furthermore, it requires extensive calibration and validation procedures, and presents inconsistent temporal resolution (Semmelmann & Weigelt, 2018). In addition, webcam eye-tracking usually relies on an estimation of face and eye location averaged across timepoints to ensure accuracy, e.g. Papoutsaki et al. (2016); thus this methodology may hinder the accuracy of eye-tracking data if participants move, even slightly, throughout the experiment. Indeed, it is challenging for participants to keep still for the duration of a study, e.g. without a chinrest (as one would do in a laboratory setting), given the individual home setting. Notwithstanding these limitations, webcam eye-tracking has been previously shown to have great potential for online behavioural studies (e.g. Semmelmann & Weigelt, 2018; Yang & Krajbich, 2020), suggesting that its use may be informative for follow up investigations in laboratory experimental setting.

Research questions

To summarise, in this pilot study, I adapted Xie et al. (2018)’s task to an online setting and assessed its feasibility and the replicability of their findings with the limb difference population and control participants. First, I asked whether I could replicate, in my online study, findings from the original study conducted in a laboratory setting. Second, I asked whether their results could be extended by providing an analysis of participants’ responses in a follow-up questionnaire on the mental rotation / perspective taking strategy they used to complete the study. Third, I asked whether
their results could be extended by providing an analysis of participants' implicit false-belief understanding, as assessed through eye-tracking data, and by comparing it with their explicit false-belief understanding, as assessed through keyboard responses. Finally, I reported data from the limb difference population.

Methods

Participants

A total of 4 adults with limb difference and 14 adult controls, recruited from the Research for Limb Difference database (University of Essex), as well as internally at University of Essex or through social media, completed the study. Unfortunately, performing online recruitment of such a niche population (limb difference population) proved challenging and, given the online nature of this study, I was unable to control participants' engagement and attention throughout the task. Indeed, considering that this study was quite long (about 1 hour) and repetitive (20 trials per condition), participants might have found too demanding to complete in a home setting. In fact, additional 33 individuals with limb difference made an attempt at this online study but did not complete the study; thus were not included in the analysis. Furthermore, additional 7 controls made an attempt but did not complete the study and were thus excluded. Upon completion of the study, participants were compensated with a £5 Amazon Gift Card. Ethical approval was granted by the University of Essex Ethics Sub-Committee (ETH2021-0065).

False Belief Task

The task used in this study was adapted from the false-belief task created by Xie et al. (2018) to allow for online testing using the Gorilla platform for online
behavioural studies. In the online version of the task, participants were asked to assess an agent’s belief (true or false) regarding an object location, as observed in a video showed from either a 0° or 180° visual angle (mental rotation assessment). In addition, participants were asked to determine the object location based on their own perspective (perspective-taking assessment). Each trial began with a fixation cross at the centre of the screen (500ms). Either a true- or false-belief animation video (presented at a 0° or 180° visual angle) was then played for 8.5s. A blank screen with a fixation cross followed, in which participants were asked to take either their or the agent’s perspective to indicate belief on object location. Participants provided their response using their keyboard, by pressing the space and arrow keys, respectively, to indicate the yellow and green boxes. Following participants’ responses, a new trial started. Please see Figure 1 below for a visualisation of the events in a trial representative of this task. Participants had a time-limit of 3 second to provide their response; after this time, a new trial started regardless of whether participants provided their response. The experiment consisted of 160 trials (20 trials per condition – counterbalanced and their order randomised), which were separated by short breaks and differed regarding 3 factors: (1) object location; (2) visual angle; and (3) perspective. All participants included in this study completed at least 10 trials per condition. Throughout the experiment, participants’ looking behaviour was detected using the webcam eye-tracker functionality built in the Gorilla platform. Specifically, participants’ eye-gaze locations were detected on the screen in real time using Webgazer.js (Papoutsaki et al., 2016). Eye-tracking started and ended automatically, upon the start and the end of each trial, respectively.
Upon completion of the false-belief task, participants were asked to complete a brief questionnaire which assessed the mental rotation / perspective taking strategy used to complete the study. Specifically, I asked participants “Which of the following better explains your thinking process while answering the questions related to “the agent” (HE)?”, to which participants had the following four response options: (1) I imagined rotating the *AGENT*'s body position to my own body position to have the same perspective; (2) I imagined rotating *MY* own body position to the agent's body position to have the same perspective; (3) I did not imagine taking the agent'...
perspective; I used instead environmental landmarks to calculate his viewpoint (e.g. I relied on the position of the boxes); and (4) Other. The options introduced in my questionnaire were inspired by Surtees et al. (2013).

Procedure

Given the online nature of the study, individuals participated from their homes and there was no experimenter present. To start the study, participants accessed the Gorilla platform where the study was hosted. Next, participants read the study instructions, completed three practice trials (without feedback) and conducted eye-tracking calibration. Considering that this was not a laboratory study, the length of the study was reduced in an attempt to maintain participants’ engagement with the task and increase data accuracy. Specifically, only the 0° and 180° visual angles were chosen in this task (while the following visual angles were discarded: 45°, 90°, 135°, 225°, 270°, and 315°); thus reducing the number of total trials from 640 to 160. This decision was taken following previous results and guidelines provided by Xie et al. (2018) who indicated these visual angles to be the most representative of their findings. Furthermore, participants completed the study in one session, as opposed to two sessions as in the original study, to reduce participants’ drop-out. Upon completion of the false-belief task, participants filled the follow-up self-reported questionnaire on mental rotation / perspective taking strategies. Written consent was obtained from all included participants prior to the start of the study via email.

Data Processing

Both explicit (i.e. keyboard responses) and implicit (i.e. webcam eye-tracking) data from each trial, condition and participant were retrieved from the Gorilla platform.
With regards to the explicit data (i.e. keyboard responses), incorrect responses and response times shorter than 100 ms or longer than 2000 ms were discarded (Xie et al., 2018). Participants who did not complete at least 10 trials per condition were excluded. Thereafter, average response accuracies per condition per participant were calculated. Control participants who reported a total accuracy < 80% were excluded (Xie et al., 2018); the same was not valid for the limb difference population, for which there may exist potential deviations from the accuracy scores seen in the general population. Finally, average response accuracies per condition across participants were calculated. Prior to submitting the data for statistical analysis, based on the original study’s methodology (Xie et al., 2018), I arcsine-transformed the average response accuracy data to make them more suitable for the ANOVA. Specifically, I used the function $Y' = 2 \times \text{arcsine} \left( Y^{1/2} \right)$ in which $Y'$ and $Y$ were the transformed and original values, respectively. Before transformation, the extreme value 1 was replaced by $(1 - [1/4n])$ while $n$ was the number of trials based on which accuracy was estimated for each combined condition, i.e. $n = 160/(2 \times 2 \times 2) = 20$.

With regards to the implicit data (i.e. eye-tracking), data were processed in two different ways. First, the percentage occupancies of the four quadrants of the screen were retrieved from the Gorilla platform. Each quadrant was associated with an area of interest in the screen, which related to the ball location and visual angle (see Figure 14). This data was then processed and the average percentage occupancy of each quadrant of the screen per condition per participant was calculated. Next, average percentage occupancies of each quadrant per condition across participants were also calculated. I was this way able to determine where in the screen participants looked (i.e. which box) and for how long. This information is indicative of their false belief understanding, as well as their perspective taking and mental rotation abilities (Xie et
al., 2018). Second, a code was implemented on the RStudio software Version 1.4.1103 to analyse the eye-tracking data using the Saccades package from GitHub (https://github.com/tmalsburg/saccades). Eye-tracking data are provided by the Gorilla platform in prediction rows, each corresponding to a single eye-tracking sample for a given trial for a given participant. Therefore, prior to running the code, such predictions were filtered using a value >0.5 for the Support Vector Machine (SVM) classifier score for the face model fit. All data which did not meet this criterion were excluded, as this would suggest that the model’s confidence in finding a face was low, and thus that the predicted eye movements would likely be inaccurate. After running the code, eye movement data were retrieved and plotted per participant, for each given condition, and on a trial-by-trial basis. Finally, a code was implemented on the MATLAB and Statistics Toolbox Release 2020b to visualise the eye movement data for a given condition with respect to the scene observed on the screen by the participant during the experiment (see Figure 15).
Figure 14. Areas of interest (AOIs) dividing the screen in four quadrants associated with ball location and visual angle in a trial from my false-belief task. In this case, AOI “A” is associated with green box, 0° visual angle; AOI “B” with yellow box, 0° visual angle; AOI “C” with quadrant opposite to green box, 0° visual angle; AOI “D” with quadrant opposite to yellow box, 0° visual angle. Average percentage occupancies of each quadrant of the screen (AOIs) per condition per participant and per condition across participants were calculated.

Data Analysis

Given the small population size, both explicit and implicit data from the limb difference population were only reported, and not analysed. In contrast, data from controls were submitted for statistical analysis. To determine whether an effect of any of the independent variables (object location, visual angle, and perspective) on participant’s response accuracy (explicit measure) existed, a 2 x 2 x 2 repeated measures ANOVA was conducted. Another 2 x 2 x 2 repeated measures ANOVA was performed to determine the presence of an effect of any of the independent variables
(object location, visual angle, and perspective) on participant’s looking behaviour (implicit measure).

Results

Feasibility of online study

Out of 79 participants (individuals with limb difference: N = 37, controls: N = 42) making an attempt at this online study, only 18 (~23%) (individual with limb difference: N = 4, ~11%; controls: N = 14, ~33%) successfully completed the study. Additional 9 participants (individuals with limb difference: N = 2; controls: N = 7) were tested but excluded as they did not meet the inclusion criteria of completing at least 10 trials per condition (individuals with limb difference: N = 2, ~5%; controls: N = 4, ~10%) or of achieving an overall response accuracy > 80% (controls: N = 3, ~7%). percentage of incorrect responses in the limb difference and control populations was 13.1 and 5.2%, respectively. Furthermore, ~15.8 and ~19.5% of trials were excluded in the limb difference and control populations, respectively, due to response times shorter than 100 ms and longer than 2000 ms (Xie et al., 2018).

Response Accuracy

Table 12 present a summary of the overall and average (per condition) response accuracies in the false-belief task across individuals with limb difference and controls.
Table 12. Total response accuracy and average response accuracy per condition across participants with limb difference and controls.

<table>
<thead>
<tr>
<th>Response Accuracy</th>
<th>Controls (N = 14)</th>
<th>Limb Difference (N = 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall (max = 160)</td>
<td>128.6 (16.9)</td>
<td>113.8 (41.2)</td>
</tr>
<tr>
<td>TB0HE (max = 20)</td>
<td>14.7 (3.4)</td>
<td>13.0 (7.2)</td>
</tr>
<tr>
<td>TB0YOU (max = 20)</td>
<td>17.5 (1.9)</td>
<td>14.5 (4.0)</td>
</tr>
<tr>
<td>TB180HE (max = 20)</td>
<td>15.8 (3.1)</td>
<td>12.5 (6.7)</td>
</tr>
<tr>
<td>TB180YOU (max = 20)</td>
<td>15.5 (3.4)</td>
<td>16.3 (2.9)</td>
</tr>
<tr>
<td>FB0HE (max = 20)</td>
<td>15.8 (2.9)</td>
<td>13.3 (8.4)</td>
</tr>
<tr>
<td>FB0YOU (max = 20)</td>
<td>17.1 (1.7)</td>
<td>13.8 (4.6)</td>
</tr>
<tr>
<td>FB180HE (max = 20)</td>
<td>15.9 (2.9)</td>
<td>13.0 (7.8)</td>
</tr>
<tr>
<td>FB180YOU (max = 20)</td>
<td>17.0 (2.3)</td>
<td>17.5 (2.7)</td>
</tr>
</tbody>
</table>

TB = True belief; FB = False belief; 0 = 0 degrees visual angle, 180 = 180 degrees visual angle, HE = agent’s perspective, YOU = participant’s perspective. E.g. TB0HE = true belief, 0 degrees visual angle, agent’s perspective.

A 2 x 2 x 2 repeated measures ANOVA conducted on data from the control population reported a main effect of ball location, F(1, 13) = 5.948, p = .030, ηp² = .314, on participants’ response accuracy, which was driven by the true belief condition (M = 2.723, SD = .050) vs false belief condition (M = 2.658, SD = .053). In contrast, visual angle, F(1, 13) = .282, p = .604, ηp² = .021, and perspective, F(1, 13) = .857, p = .372, ηp² = .062, did not impact participants’ response accuracies. Furthermore, only the interaction between ball location and perspective reached significance, F(1, 13) = 4.686, p = .050, ηp² = .265. Significance was not observed for the interaction between ball location and visual angle, F(1, 13) = .521, p = .483, ηp² = .039, or visual angle and...
perspective, $F(1, 13) = 1.118$, $p = .310$, $\eta^2_p = .079$. Similarly, a three-way interaction was not found, $F(1, 13) = .115$, $p = .739$, $\eta^2_p = .009$.

*Looking behaviour*

Table 13 includes a summary of the overall and average percentage looking (per condition) at the correct screen quadrant in the false-belief task across individuals with limb difference and controls.

Table 13. Overall percentage looking occupancy and average percentage looking occupancy per condition at the correct screen quadrant across participants with limb difference and controls.

<table>
<thead>
<tr>
<th></th>
<th>Controls ($N = 14$)</th>
<th>Limb Difference ($N = 4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M (SD)</td>
<td>M (SD)</td>
</tr>
<tr>
<td><strong>Overall (max = 100)</strong></td>
<td>27.2 (2.8)</td>
<td>28.8 (6.2)</td>
</tr>
<tr>
<td>TB0HE (max = 100)</td>
<td>23.7 (11.1)</td>
<td>24.8 (11.3)</td>
</tr>
<tr>
<td>TB0YOU (max = 100)</td>
<td>26.2 (16.1)</td>
<td>25.1 (5.2)</td>
</tr>
<tr>
<td>TB180HE (max = 100)</td>
<td>30.6 (15.5)</td>
<td>31.5 (7.8)</td>
</tr>
<tr>
<td>TB180YOU (max = 100)</td>
<td>28.6 (12.7)</td>
<td>26.8 (9.0)</td>
</tr>
<tr>
<td>FB0HE (max = 100)</td>
<td>24.3 (8.5)</td>
<td>20.8 (7.7)</td>
</tr>
<tr>
<td>FB0YOU (max = 100)</td>
<td>25.1 (9.9)</td>
<td>39.8 (19.3)</td>
</tr>
<tr>
<td>FB180HE (max = 100)</td>
<td>28.5 (12.0)</td>
<td>35.1 (12.1)</td>
</tr>
<tr>
<td>FB180YOU (max = 100)</td>
<td>30.6 (12.7)</td>
<td>26.1 (6.1)</td>
</tr>
</tbody>
</table>

TB = True belief; FB = False belief; 0 = 0 degrees visual angle, 180 = 180 degrees visual angle, HE = agent’s perspective, YOU = participant’s perspective. E.g. TB0HE = true belief, 0 degrees visual angle, agent’s perspective.
A 2 x 2 x 2 repeated measures ANOVA conducted on data from the control population reported an absence of main effects on participants’ percentage looking at the correct quadrant in the screen and a lack of interactions between conditions. Following are reported the main effects of ball location, F(1, 13) = .020, p = .890, ηp² = .002; visual angle, F(1, 13) = .354, p = .562, ηp² = .026, and perspective, F(1, 13) = .104, p = .752, ηp² = .008.

Example visualisation and analysis of eye gaze location

Figure 15 below shows an example visualisation of the looking behaviour across trials of a representative participant from the control group for each given condition. Specifically, it shows the predicted eye positions for a control participant in a scenario in which the ball was originally placed in the green box. While the ball remained in the green box in some trials (images a, c, e, g), it rolled in the yellow box in other trials without the agent seeing such change in location (images b, d, f, h), thus leading to a false belief in the agent. Furthermore, participants were asked to take their own perspective (images c, d, g, h) or that of the agent (images a, b, e, f). In addition, scenes were at times presented at a 0° visual angle (images a-d) or a 180° (images e-g) visual angle with respect to the participant.

While the data presented in the visualisation below are not representative of the whole control population included in this study, I provide an analysis of the eye position seen in this participant to show the potential of this technique and pave the way to future studies. Briefly, the estimated eye positions of this participant seem to suggest that they correctly looked more times at the green box, as opposed to the yellow box, in the true belief condition (where the ball was located), regardless of perspective and visual angle disparity (images a, c, e, g). Similarly, the participant correctly looked more times at the yellow box (as opposed to the green box) in the
false belief condition (where the ball was located following the change in location of which the agent was unaware) when asked to take self-perspective, regardless of the visual angle disparity (images d, h). In contrast, while the participant correctly looked more times at the green box when asked to take the agent’s perspective in the false-belief condition with a 180° visual angle disparity (image f), it seems that they incorrectly looked more times at the yellow box in the same condition but with a 0° visual angle disparity (image b). Therefore, we may conclude from these results that this participant may have additional difficulties in engaging in ToM, thus understanding another’s false belief in this case (i.e. world from the agent’s perspective), only when there is an absence of visual angle disparity between agent and participant. In turn, this may indicate that this participant struggled the most with taking the agent’s mental perspective and understanding the agent’s false beliefs when having the same visual perspective but having differing beliefs, possibly suggesting a lack of mental self-perspective suppression.
Follow-up questionnaire

To determine which was the correct response during the false-belief task, 1 individual with limb difference reportedly relied on environmental cues, while 1 imagined rotating the agent's body position to their own body position to have the same perspective. The remaining 2 participants mentioned other strategies not relevant to this discussion, i.e. “got confused” and “I concentrated on the colours”. With respect to the control group, out of 14 participants who completed the follow-up questionnaire, 8 relied on environmental cues, 2 imagined rotating the agent's body position to their own body position to have the same perspective, and 2 imagined rotating their own body position to the agent's body position to have the same perspective. The remaining 2 participants mentioned other strategies not relevant to this discussion, i.e. “whatever box he put it in is the one he would choose?” and “I memorized the colours of the boxes”.

Discussion

In this pilot study, I investigated the replicability of findings from Xie et al., (2018) with regards to a role of perspective taking and mental rotation for false belief understanding in an online setting. Furthermore, I introduced a self-reported measure of mental rotation / perspective taking strategy used during the here implemented
false-belief task to extend the results from the original study, and assessed implicit vs explicit measures of ToM.

The results from this preliminary study only partially supported Xie et al. (2018)’s original findings in the general population, only identifying an effect of belief type on participants’ response accuracy (explicit measure). In contrast, I did not find an effect neither for mental rotation nor perspective taking from the results obtained both in the false-belief task and the self-report questionnaire. Finally, the newly introduced analysis of participants’ looking behaviour (implicit measure) did not support an effect for belief type on percentage looking at the correct quadrant of the screen. Therefore, these results suggest that belief type may differently impact explicit and implicit ToM. However, given the small samples size and other limitations outlined below, future studies are warranted to validate my results. Finally, the feasibility of conducting this study online is briefly discussed.

**Response accuracy**

Xie et al. (2018) indicated that false belief performance (response accuracy) was affected by increased orientation disparity between the participants and the agent, suggesting involvement of embodied transformation (i.e. mental rotation). In contrast, my results only reported an effect of ball location, thus belief type, on participants’ response accuracy. Specifically, participants scored significantly higher in the true vs false belief conditions. My results therefore suggest that belief type (true vs false belief) may have an impact on belief understanding, as assessed through explicit keyboard responses. However, my results do not support a relationship between mental rotation and/or perspective taking and ToM, which was indicated in the original study. Indeed, although I did find an interaction between ball location (thus
belief type) and perspective, this only reached significance, thus highlighting this interaction, if existing, to be weak. Nonetheless, I cannot exclude that the small sample size included in this study and the reduced number of trials ($M = 16.0$, $SD = 1.8$ trials per condition) compared to the original study (20 per condition), as well as the online implementation of this study may have hindered significant findings. Both sample size and number of trials (and their interaction) have been previously indicated to highly influence statistical power in a study (Baker et al., 2021). See below for a more detailed discussion on the impact of conducting this study online on data. Future studies should replicate the study by closely matching sample size and number of trials, as well as experimental setting to answer this question.

**Self-reported questionnaire**

In this study, I aimed to extend the results from the original study (Xie et al., 2018) by explicitly asking participants about the mental rotation / perspective taking strategies they used to complete the task through a follow-up questionnaire upon finishing the study. The findings from this newly introduced follow-up questionnaire also do not support participants’ reliance on mental rotation / perspective taking strategies to succeed in this task. Indeed, most of the participants reported that they relied only on environmental cues (or other techniques) to make their choices instead of mentally rotating the self to take the other’s perspective. Considering that these measures were obtained from a self-report questionnaire, I cannot exclude that participants may have not accurately reported their strategy, or that participants’ idea of their strategy may not reflect their actual strategy to complete the task. However, this is a limitation inherent to all self-report questionnaires (Demetriou et al., 2015). Nonetheless, these results seem to support the same view previously outlined by
behavioural results on response accuracy, which also indicated an absence of a mental rotation / perspective taking strategy.

**Eye-tracking**

Finally, the here introduced analysis of participants' looking behaviour failed to reflect the above indicated effect of ball location (thus belief type) on participants' performance, as participants looked equally at the correct quadrant of the screen regardless of belief type. This therefore may indicate a different impact of belief type on explicit and implicit ToM. Indeed, while belief type was shown to affect participants' explicit keyboard responses, it did not seem to influence their implicit looking behaviour. Nonetheless, some differences in gaze locations between conditions were observed in some participants (e.g. the looking behaviour of the participant above described). Unfortunately, given the small sample size included in this pilot study, I am unable at this stage to draw conclusions as to whether these results may indicate that such explicit and implicit measures may support different cognitive processes. Therefore, a bigger sample size is warranted to validate this data and determine whether statistical significance can be reached with a more representative sample. Furthermore, it would be interesting to conduct this experiment in a laboratory setting, where participants' eye-tracking data can be collected more accurately and in a more controlled environment. Webcam eye-tracking was an interesting tool for us to use in this study as a complementary measure of response accuracy for participants' false-belief understanding. However, I am unable at this stage to determine whether the results seen in my study may be driven by the lack of accuracy of this tool online. Indeed, visualisation of the webcam eye-tracking data from participants suggested looking behaviours not to be extremely accurate, rendering the recognition of looking
patterns challenging (see Figure 15 for an example visualisation). Therefore, future studies addressing these issues are needed, both to validate my findings and to provide further insights into the feasibility of using webcam eye-tracking.

Feasibility of online study

Finally, this pilot study suggests that implementing this false-belief task online is possible. However, my results also indicate that this experimental setting may result in less accurate data (both explicit and implicit) and higher participant drop-out or data loss. Specifically, with regards to explicit data, a higher percentage of inaccurate responses was observed in this online study compared to the original laboratory study (~5.2 vs ~3.6%, respectively). Similarly, a higher number of trials was excluded in the online study compared to the original study due to responses being provided either too fast or too slow (~19.5 vs ~11.1%, respectively). These results may suggest participants' lower engagement and attention throughout the task, or a lack of motivation when conducting a long and repetitive study in the comfort of one's own home. Furthermore, the still limited accuracy of webcam eye-tracking may have influenced the results of this online study and driven the absence of an effect of belief type on implicit ToM. Future studies should be conducted to determine whether this finding maintains in a laboratory setting and the feasibility of webcam eye-tracking for this task. Finally, a drop-out rate of 77% was observed in my study, which therefore calls for a limitation in the online implementation of this study.

Conclusions

To conclude, it is worth to briefly mention that, although a comparison between controls and individuals with limb difference was unfortunately not possible in this
study, the approach here outlined represents a viable way to investigate false belief understanding, as well as the role of mental rotation and perspective taking for ToM, from an innovative perspective. I hope to complete this study in the future, possibly also implementing it in a laboratory setting.
3.3 Prevalent characteristics among individuals with limb difference: a population-based report

Introduction

In this subchapter, I report the prevalence of type, level, and side of limb difference among individuals with limb difference included in my database, which I also analysed by gender. In addition, I describe the prevalence of phantom limb experiences and prosthesis use among my population sample, both by type of limb difference and gender. Similarly, I report the prevalence of physical conditions and mental disorders among individuals included in my database, also by type of limb difference and gender. Finally, I introduce a new measure (i.e. language used to describe limb difference) for investigating the psychology of living with limb difference among the congenital and acquired subgroups. The aim of this report was to provide a unified summary of the prevalence of all such characteristics among my limb difference sample population, which are instead generally provided separately in the literature (see below). In addition, I aimed in this report to introduce a new measure for accessing varying experiences related to having a limb difference between the congenital and acquired subgroups, in an attempt to better understand the psychology of living with limb difference. Overall, I hope this report can inspire future studies in this direction, as well as inform individuals who require information on limb difference, both for academic and clinical purposes, or other. I will now briefly delineate four of the main motivations to conduct this study.

First, to my knowledge, research assessing the prevalence of all the above in the same population does not exist in the literature. To provide a few examples, Ziegler-Graham et al. (2008) provided data on the prevalence of acquired limb difference in
the United States by aetiology of the limb difference, age, sex, and race. Furthermore, they estimated future prevalence based on specific incidence rates for amputation combined with mortality data. Mai et al. (2019) indicated the prevalence of congenital limb difference between 2010 and 2014 on another cohort in the United States by race and level of limb difference, although within a discussion on general major birth defects. Fraser (1998) instead reported laterality, gender and age differences in the frequency of congenital limb difference in the United Kingdom, however only focusing on upper (and not lower) congenital limb differences. Kyberd et al. (1997), in an attempt to inform the design of upper limb prostheses, investigated prevalence of congenital and acquired limb difference among attendees of the Oxford Limb Fitting Centre in the UK. They did so by age, gender, prosthesis use, cause and level of limb difference. However, the authors focused on individuals with upper limb differences only. Ephraim et al. (2003) reviewed articles in the literature to estimate the incidence of congenital and acquired limb difference worldwide. Data on the acquired limb difference population were also presented by age, race, as well as level and cause of amputation. However, those from the congenital limb difference population were only analysed by cause of limb difference and time of detection. Saadah and Melzack (1994) reported phantom limb experiences in only the congenital limb difference population. In contrast, Melzack et al. (1997) described phantom limbs in individuals with congenital and acquired limb differences, although without providing prevalence of the above-described characteristics. Finally, some studies including Datta et al. (2004) and Mckechnie and John (2014), investigated physical conditions and/or mental disorders among the limb difference population. However, on the one hand, Mckechnie and John (2014) only focused on individuals with acquired limb difference. On the other hand, Datta et al. (2004) described anxiety and depression among
individuals with congenital and acquired limb difference, also in relation to prosthesis use and phantom limb experiences. Overall, it seems clear that a complete overview of the prevalence of characteristics associated with limb difference in the same population is currently lacking in the literature.

Second, most of the data present in the literature is provided by cohorts from different sides of the world, rendering their comparison and interpretation challenging. Indeed, a previous study identified different incidence rates of acquired limb difference between nations (Ephraim et al., 2003). Vuillermin et al. (2021) reported notable differences between their registry of individuals with congenital limb difference and those from the United States Midwest and Sweden. Furthermore, a lower number of reports on cases of congenital limb difference was found from developing vs developed countries (Ephraim et al., 2003). Overall, providing a unified summary of such data from the same population may allow a more accurate comparison of data and increase clarity on their relative prevalence in a specific country.

Third, it is currently challenging to find studies in the literature which directly describe characteristics of individuals with congenital vs acquired limb difference. Indeed, most of the studies provide data for either the congenital (e.g. Fraser, 1998; Mai et al., 2019; Vuillermin et al., 2021) or acquired (e.g. Heikkinen et al., 2007; Ziegler-Graham et al., 2008) limb difference groups, separately. Only a few studies in the literature (e.g. Ephraim et al., 2003; Kyberd et al., 1997; Melzack et al., 1997; Wilkins et al., 1998) included both the congenital and acquired limb difference populations in their investigations. However, Kyberd et al. (1997) only focused on the upper limb difference subgroup, not providing data on individuals with lower limb difference. Ephraim et al. (2003) instead investigated differences in prevalence of congenital and acquired limb difference worldwide. However, the authors mainly
focused their analysis on the acquired limb difference subgroup (see above). While Melzack et al. (1997) only focused on phantom limb experiences, Wilkins et al. (1998) only investigated children and adolescents with limb difference instead. Overall, given the lack of a comprehensive description of the prevalence of the above characteristics in congenital vs acquired limb difference in the literature, I deemed it necessary to provide such an analysis in this report. Therefore, this report distinguishes itself from previous research in the literature as it aims at directly describing such prevalent characteristics among adults with congenital vs acquired limb difference.

Fourth and last, previous studies have conducted surveys in both individuals with limb difference and their families to investigate psychosocial dynamics among individuals with limb difference (see Part 2, chapter 1 for a detailed description of these studies). Briefly, Murray et al. (2007) identified the strengths, challenges and relational processes in families with children with limb difference. Bae et al. (2018) compared peer relationships and emotional states between children with congenital upper limb differences and the general population. Furthermore, Rybarczyk et al. (1995) reported body image, perceived social stigma and psychosocial adjustments in individuals who experience lower-limb amputation. However, literature suggests that we still know relatively little about the psychology of living with limb difference, especially on the potential different experiences resulting from having congenital vs acquired limb difference. In an attempt to shed some further light onto the matter, I included an innovative measure in this report, i.e. language used to describe limb difference. Specifically, while participants were simply asked to describe their limb difference, changes in language used may reflect varying representation and acceptance of limb difference by individuals, as well as self-awareness and openness to discuss about their limb difference. By being an implicit question (as it did not directly ask participants
how they experience their limb difference), this measure may provide some new insights into potential varying experiences related to having and living with congenital vs acquired limb difference. Overall, I introduced this measure in an attempt to show scope for further research and inspire future studies in this same direction.

Methods

Participants

A total of 259 adults with limb difference, whose characteristics were investigated and described below, populated the “Research for Limb Difference” database (University of Essex). This database was newly created specifically for this research project given that a database including people with limb difference was not available at the time this report and the above studies were conceived. Participants were recruited through social media and through the support of partner associations supporting individuals with limb differences, including REACH Charity, IAMPOSSIBLE Foundation, Steelbones and LimbPower. Ethical approval was granted by the University of Essex Ethics Sub-Committee (ETH2021-0065).

Qualtrics Survey

Upon registration to the database, participants were asked to complete an online questionnaire, hosted on the Qualtrics platform. This questionnaire collected (a) personal information, such as participants’ gender and location; (b) details on their limb differences, including type and level of limb difference, age of occurrence of limb difference, phantom limb experiences, and use of prostheses; and (c) information on participants’ physical conditions and/or mental disorders.
Procedure

Upon registering their interest in signing up to the Research for Limb Difference database, participants were sent an email with a link to the online survey hosted on the Qualtrics platform. Participants completed the online questionnaire from their homes. Written consent was obtained from all included participants prior to the start of the questionnaire through the Qualtrics platform.

Data analysis

Data was retrieved from the Qualtrics platform, and a descriptive analysis was conducted.

Results

Limb difference by type, level, side, and gender

First, the prevalence of type, level, and side of limb difference was assessed. This analysis was conducted by gender as well.

A. Prevalence of type of limb difference

Out of the 259 people with limb difference who signed up to the database, 44.4% had congenital limb difference. Overall, these results indicate a higher prevalence of acquired vs congenital limb difference among individuals included in the database.

When conducting the same analysis by gender, I observed a slightly higher prevalence of males (56.5%) vs females with congenital limb difference in the database. In contrast, there were no differences in prevalence of acquired limb difference between males and females, as both genders were equally represented in
this group (50%). See Table 14 below for a summary of prevalence of limb difference in the database by type of limb difference and gender.

**Table 14.** Prevalence of limb difference among individuals in the database by type of limb difference and gender.

<table>
<thead>
<tr>
<th>Type of Limb Difference</th>
<th>Participants (N)</th>
<th>Prevalence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquired Limb Difference</td>
<td>144</td>
<td>55.6</td>
</tr>
<tr>
<td>Female</td>
<td>72</td>
<td>50</td>
</tr>
<tr>
<td>Male</td>
<td>72</td>
<td>50</td>
</tr>
<tr>
<td>Congenital Limb Difference</td>
<td>115</td>
<td>44.4</td>
</tr>
<tr>
<td>Female</td>
<td>50</td>
<td>43.5</td>
</tr>
<tr>
<td>Male</td>
<td>65</td>
<td>56.5</td>
</tr>
<tr>
<td>Total</td>
<td>259</td>
<td>100</td>
</tr>
</tbody>
</table>

**B. Overall prevalence of level and side of limb difference**

Table 15 presents a summary of the overall prevalence of level of limb difference, as well as the prevalence by type and gender. Results indicate a similar prevalence of lower (48.3%) and upper (45.6%) limb difference among the limb difference population included in the database, whereas a lower prevalence of mixed upper and lower (6.2%) limb difference was found. Furthermore, a similar prevalence of side of limb difference (left: 46%; right: 47%) was observed overall, whereas a lower prevalence of mixed left and right (7%) limb difference was seen.
When conducting the same analysis by gender, I observed that 59% of females within the limb difference population had lower limb difference, while 34.4% had upper limb difference and 6.6% had mixed upper and lower limb difference. In contrast, about 38.7% of males in this population had lower limb difference, while 55.5% presented upper limb difference and 5.8% had mixed upper and lower limb difference. A similar prevalence of side of limb difference was instead observed among male and female individuals included in the database.
Table 15. Prevalence of level and side of limb difference among participants included in the database by type and gender.

<table>
<thead>
<tr>
<th></th>
<th>Participants (N)</th>
<th>Prevalence (%)</th>
<th>F : M</th>
<th>Prevalence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acquired Limb Difference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Lower</td>
<td>43</td>
<td>29.9</td>
<td>25 : 18</td>
<td>58.1 : 41.9</td>
</tr>
<tr>
<td>L Upper</td>
<td>21</td>
<td>14.6</td>
<td>9 : 12</td>
<td>42.9 : 57.1</td>
</tr>
<tr>
<td>R Lower</td>
<td>37</td>
<td>25.7</td>
<td>23 : 14</td>
<td>62.2 : 37.8</td>
</tr>
<tr>
<td>R Upper</td>
<td>32</td>
<td>22.2</td>
<td>10 : 22</td>
<td>31.3 : 68.7</td>
</tr>
<tr>
<td>R Lower, L Lower</td>
<td>4</td>
<td>2.8</td>
<td>2 : 2</td>
<td>50 : 50</td>
</tr>
<tr>
<td>R Upper, R Lower</td>
<td>2</td>
<td>1.3</td>
<td>0 : 2</td>
<td>0 : 100</td>
</tr>
<tr>
<td>R Upper, L Upper, R Lower,</td>
<td>5</td>
<td>3.5</td>
<td>3 : 2</td>
<td>60 : 40</td>
</tr>
<tr>
<td>L Lower</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Congenital Limb Difference</strong></td>
<td>115</td>
<td>44.4</td>
<td>50 : 65</td>
<td>43.5 : 56.5</td>
</tr>
<tr>
<td>L Lower</td>
<td>19</td>
<td>16.5</td>
<td>3 : 16</td>
<td>15.8 : 84.2</td>
</tr>
<tr>
<td>L Upper</td>
<td>36</td>
<td>31.3</td>
<td>13 : 23</td>
<td>36.1 : 63.9</td>
</tr>
<tr>
<td>R Lower</td>
<td>26</td>
<td>22.6</td>
<td>21 : 5</td>
<td>80.8 : 19.2</td>
</tr>
<tr>
<td>R Upper</td>
<td>26</td>
<td>22.6</td>
<td>8 : 18</td>
<td>30.8 : 69.2</td>
</tr>
<tr>
<td>R Upper, L Upper</td>
<td>3</td>
<td>2.5</td>
<td>2 : 1</td>
<td>66.7 : 33.3</td>
</tr>
<tr>
<td>R Upper, L Upper, R Lower,</td>
<td>1</td>
<td>0.9</td>
<td>1 : 0</td>
<td>0 : 100</td>
</tr>
<tr>
<td>R Upper, L Upper, L Lower,</td>
<td>1</td>
<td>0.9</td>
<td>1 : 0</td>
<td>60 : 40</td>
</tr>
<tr>
<td>R Upper, L Upper, R Lower,</td>
<td>1</td>
<td>0.9</td>
<td>1 : 0</td>
<td>50 : 50</td>
</tr>
<tr>
<td>L Lower</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>259</td>
<td>100</td>
<td>122 : 137</td>
<td>100</td>
</tr>
</tbody>
</table>

F : M = female : male; L = left, R = right
C. Prevalence of level and side of limb difference in the congenital subgroup

With respect to the congenital subgroup, about 39.1% of individuals presented lower limb difference, while 56.5% had upper limb difference and 4.4% had mixed upper and lower limb difference. These results indicate a higher prevalence of upper limb difference in the congenital subgroup. Finally, a similar prevalence of limb difference occurring on either side of the body was seen among individuals with congenital limb difference (left: 47.8%, right: 45.2%, left and right: 7%).

When conducting the same analysis by gender, 48% of females presented lower limb difference, while 46% had upper limb difference and 6% had mixed upper and lower limb difference. In contrast, 32.3% of males had lower limb difference, while 64.6% presented upper limb difference, and 3.1% had mixed upper and lower limb difference. Finally, within the female participants of the congenital limb difference group, a higher prevalence of right vs left limb difference (58 vs 32%) was observed; the opposite was valid for the male participants of the congenital limb difference group (60% of left limb difference cases).

D. Prevalence of level and side of limb difference in the acquired subgroup

With respect to the acquired subgroup, 55.6% of individuals presented lower limb difference, while 36.8% had upper limb difference and 7.6% had mixed upper and lower limb difference. These results indicate a higher prevalence of lower limb difference in the acquired limb difference subgroup. Finally, a similar prevalence of limb difference occurring on either side of the body was seen among individuals with acquired limb difference (left: 44.5%, right: 47.9%, left and right: 7.6%). See Figure 16.
below for a visualisation of the prevalence of level and side of limb difference in individuals with congenital vs acquired limb difference included in the database.

When conducting the same analysis by gender, 66.7% of females presented lower limb difference, while 26.4% had upper limb difference and 6.9% had mixed upper and lower limb difference. In contrast, 44.4% of males had lower limb difference, while 47.2% presented upper limb difference, and 8.5% had mixed upper and lower limb difference. Finally, a similar prevalence of side of limb difference was found within the female participants of the acquired subgroup (left: 51.4%, right: 45.8%). In contrast, a slightly higher prevalence of right-side limb difference was observed within the male participants of the acquired subgroup (left: 41.7%, right: 50%).

Figure 16. Visualisation of data on level and side of limb difference from participants with congenital and acquired limb difference in the database. L-L: left lower body; L-U: left upper body; R-L: right lower body; R-U: right upper body.
Phantom limbs

Next, the prevalence of phantom limb sensation and pain was assessed, as well as their prevalence by type of limb difference and gender. Please see Table 16 below for a summary of this data.

Table 16. Prevalence of phantom limb experiences in individuals from the database by type of limb difference and gender.

<table>
<thead>
<tr>
<th></th>
<th>Participants N (F : M)</th>
<th>Prevalence %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acquired Limb Difference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Phantom Limbs</td>
<td>6 (3 : 3)</td>
<td>4.2 (50 : 50)</td>
</tr>
<tr>
<td>Phantom Limbs Experience</td>
<td>138 (69 : 69)</td>
<td>95.8 (50 : 50)</td>
</tr>
<tr>
<td>Sensation</td>
<td>53 (26 : 27)</td>
<td>36.8 (36.1 : 37.5)</td>
</tr>
<tr>
<td>Pain</td>
<td>32 (10 : 22)</td>
<td>22.2 (13.9 : 30.6)</td>
</tr>
<tr>
<td>Sensation and Pain</td>
<td>53 (33 : 20)</td>
<td>36.8 (45.8 : 27.8)</td>
</tr>
<tr>
<td><strong>Congenital Limb Difference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Phantom Limbs</td>
<td>54 (40 : 14)</td>
<td>47 (74.1 : 25.9)</td>
</tr>
<tr>
<td>Phantom Limbs Experience</td>
<td>61 (10 : 51)</td>
<td>53 (16.4 : 83.6)</td>
</tr>
<tr>
<td>Sensation</td>
<td>38 (7 : 31)</td>
<td>33.0 (14.0 : 47.7)</td>
</tr>
<tr>
<td>Pain</td>
<td>22 (3 : 19)</td>
<td>19.1 (2.6 : 29.2)</td>
</tr>
<tr>
<td>Sensation and Pain</td>
<td>1 (0 : 1)</td>
<td>0.8 (N/A : 1.5)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>259 (122 : 137)</td>
<td>100</td>
</tr>
</tbody>
</table>
A. Overall prevalence of phantom limbs

Out of 259 total participants with limb difference included in the database, only 23% had never experienced phantom limbs. In addition, out of the 77% of individuals with limb difference who did report to have experienced phantom limbs in the past, 73% were continuing to experience them at the time of the survey was conducted. More in detail, 46% only presented phantom limb sensation, 27% reported phantom limb pain only, while the rest (27%) presented mixed phantom limb sensation and pain at some point in their life. See Figure 17 below for a visualisation of the differences in phantom limb experiences among the limb difference population assessed in this report.

When conducting the same analysis by gender, results seem to indicate that females may experience phantom limbs less frequently than males (absence of phantom limbs: 35% vs 12%, respectively). Finally, phantom limb sensation had a higher prevalence among males (Male: 48% vs Female: 42%), as well as phantom limb pain (Male: 34% vs Female: 17%), whereas the opposite was valid for experiences of mixed phantom limb sensation and pain (Female: 39% vs Male: 18%).
Figure 17. Difference in phantom limb experiences among individuals with limb differences in the database.

B. Prevalence of phantom limbs in the congenital subgroup

With respect to the congenital limb difference subgroup, out of 115 individuals, 47% had never experienced phantom limbs at the time of the survey. In contrast, of the individuals who did experience phantom limbs at some point during their life in this subgroup, 62% had only experienced phantom limb sensation, 36% only presented phantom limb pain, while the rest (2%) had mixed phantom limb sensation and pain.

When conducting the same analysis by gender, the female population of this subgroup was found to experience phantom limbs less frequently than males (absence of phantom limbs: Female: 80%, Male: 22%). In more detail, a higher prevalence of phantom limb sensation was seen in males (Female: 14% vs Male: 48%), as well as of phantom limb pain (Female: 3% vs Male: 29%) and mixed phantom limb sensation and pain (Male: 2%).
C. Prevalence of phantom limbs in the acquired subgroup

With respect to the acquired limb difference subgroup, out of 144 individuals, only 4% had never experienced phantom limbs at the time of the survey. In contrast, of the individuals in this subgroup who did experience phantom limbs at some point during their life, 37% had only experienced phantom limb sensation, 22% only reported phantom limb pain, while the rest (37%) had mixed phantom limb sensation and pain. See Figure 18 for a visualisation of the prevalence of phantom limbs experiences in individuals with congenital vs acquired limb difference included in the database.

When conducting the same analysis by gender, no difference in prevalence of phantom limbs experience by gender was found (absence of phantom limbs: Female: 4.2%, Male: 4.2%). Similarly, no difference in prevalence of phantom limb sensation by gender was seen. In contrast, a higher prevalence of phantom limb pain was observed in males (Female: 14% vs Male: 31%), while the opposite was valid for mixed experiences of phantom limb sensation and pain (Female: 46% vs Male: 28%).
Figure 18. Difference in phantom limb experiences in individuals with acquired vs congenital limb difference from the database.

Use of prostheses

Use and type of prostheses among participants here investigated, as well as their prevalence by type of limb difference and gender. Please see Table 17 below for a summary of this data.
Table 17. Prevalence of use and type of prosthesis among participants of the database, by type of limb difference and gender.

<table>
<thead>
<tr>
<th>Acquired Limb Difference</th>
<th>Participants N (F : M)</th>
<th>Prevalence %</th>
</tr>
</thead>
<tbody>
<tr>
<td>No use prostheses</td>
<td>20 (10 : 10)</td>
<td>13.9 (13.9 : 13.9)</td>
</tr>
<tr>
<td>Use prostheses</td>
<td>124 (62 : 62)</td>
<td>86.1 (86.1 : 96.1)</td>
</tr>
<tr>
<td>Cosmetic</td>
<td>5 (2 : 3)</td>
<td>3.5 (2.8 : 4.2)</td>
</tr>
<tr>
<td>Functional</td>
<td>110 (56 : 54)</td>
<td>76.4 (77.8 : 75.0)</td>
</tr>
<tr>
<td>Cosmetic, Functional</td>
<td>9 (4 : 5)</td>
<td>6.3 (5.6 : 6.9)</td>
</tr>
<tr>
<td>Congenital Limb Difference</td>
<td>115 (50 : 65)</td>
<td>44.4 (43.5 : 56.5)</td>
</tr>
<tr>
<td>No use prostheses</td>
<td>45 (24 : 21)</td>
<td>39.1 (48.0 : 32.3)</td>
</tr>
<tr>
<td>Use prostheses</td>
<td>70 (26 : 44)</td>
<td>60.9 (52.0 : 67.7)</td>
</tr>
<tr>
<td>Cosmetic</td>
<td>5 (2 : 3)</td>
<td>4.3 (4.0 : 4.6)</td>
</tr>
<tr>
<td>Functional</td>
<td>62 (21 : 41)</td>
<td>53.9 (42.0 : 63.1)</td>
</tr>
<tr>
<td>Cosmetic, Functional</td>
<td>2 (2 : 0)</td>
<td>1.7 (40.0 : 0)</td>
</tr>
<tr>
<td>Functional, Other</td>
<td>1 (1 : 0)</td>
<td>0.9 (2.0 : 0)</td>
</tr>
<tr>
<td>Total</td>
<td>259 (122 : 137)</td>
<td>100</td>
</tr>
</tbody>
</table>

**A. Overall prevalence of use and type of prostheses**

Out of 259 total participants with limb difference included in the database, only 25% did not make use of prostheses. Out of the 75% of individuals who did use prostheses, 5% used cosmetic prostheses, 89% functional prostheses, and 6% a mix of cosmetic and functional prostheses. Furthermore, no difference in prosthesis use by gender was observed. Please see Figure 19 below for a visualisation of the
differences in prostheses use among the limb difference population assessed in this report.

![Prostheses use among people with limb difference](image)

**Figure 19.** Difference in prostheses use among people with limb difference from the database, by type of prosthesis.

*B. Prevalence of use and type of prostheses in the congenital subgroup*

With respect to the congenital limb difference subgroup, out of 115 individuals included in the database, 39% did not report the use of prostheses. Nonetheless, among the 70 individuals in this subgroup who did utilise prostheses, the functional type of prosthesis was the most common (54%), regardless of gender.
C. Prevalence of use and type of prostheses in the acquired subgroup

With respect to the acquired limb difference subgroup, out of 144 individuals included in the database, only 14% did not make use of any type of prostheses. Among the individuals in this subgroup who did make use of prostheses, the functional prosthesis remained the most commonly used (76%). Please see Figure 20 below for a visualisation of the prevalence of use and type of prostheses among the acquired vs congenital limb difference population samples.

**Figure 20.** Difference in prostheses use among individuals with acquired vs congenital limb difference from the database.

Physical conditions and mental disorders

Next, an analysis was conducted to determine the prevalence of physical conditions and mental disorders in the limb difference population assessed in this report, also by type of limb difference and gender. Please see Table 18 below for a
summary of the most common psychical conditions and mental disorders among participants.

Table 18. Prevalence of physical conditions and mental disorders among participants of the database, by type of limb difference and gender.

<table>
<thead>
<tr>
<th></th>
<th>Participants</th>
<th>Prevalence</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N (F : M)</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td><strong>Acquired Limb Difference</strong></td>
<td>99 (49 : 50)</td>
<td>68.8 (68.1 : 69.4)</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>28 (11 : 17)</td>
<td>19.4 (15.3 : 23.6)</td>
<td></td>
</tr>
<tr>
<td>PTSD, Depression</td>
<td>20 (14 : 6)</td>
<td>13.9 (19.4 : 8.3)</td>
<td></td>
</tr>
<tr>
<td>Migraine</td>
<td>7 (4 : 3)</td>
<td>4.9 (5.6 : 4.2)</td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>5 (3 : 2)</td>
<td>3.5 (4.2 : 2.8)</td>
<td></td>
</tr>
<tr>
<td>PTSD, Depression, Other</td>
<td>4 (2 : 2)</td>
<td>2.7 (2.8 : 2.8)</td>
<td></td>
</tr>
<tr>
<td>Depression, Other</td>
<td>3 (0 : 3)</td>
<td>2.1 (0 : 4.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Congenital Limb Difference</strong></td>
<td>68 (20 : 48)</td>
<td>59.1 (40.0 : 73.9)</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>31 (8 : 23)</td>
<td>27.0 (16.0 : 35.4)</td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>16 (1 : 15)</td>
<td>13.9 (2.0 : 23.1)</td>
<td></td>
</tr>
<tr>
<td>Migraine</td>
<td>6 (2 : 4)</td>
<td>5.2 (4.0 : 6.2)</td>
<td></td>
</tr>
<tr>
<td>Anxiety, Depression</td>
<td>5 (5 : 0)</td>
<td>4.3 (10 : 0)</td>
<td></td>
</tr>
<tr>
<td>Head trauma</td>
<td>4 (1 : 3)</td>
<td>34.8 (2.0 : 4.6)</td>
<td></td>
</tr>
<tr>
<td>Migraine, Depression</td>
<td>4 (2 : 2)</td>
<td>34.8 (4.0 : 7.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>167 (69 : 98)</td>
<td>64.5 (56.6 : 71.5)</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: PTSD: post-traumatic stress disorder.
A. Overall prevalence of physical conditions and mental disorders

Out of 259 total participants with limb difference included in the database, 65% reported to have some physical condition or mental disorder. In more detail, the most prevalent conditions were (a) depression: 35%, (b) post-traumatic stress disorder (PTSD): 13%, (c) comorbid depression and PTSD: 14%, (d) migraine: 8%, and (e) anxiety: 3%.

When conducting the same analysis by gender, I found males to be more likely to report mental disorders as opposed to females (72 vs 57%, respectively). In more detail, the following were observed to be more frequent among males with limb difference vs females (a) depression (16 vs 29%, respectively) and (b) PTSD (3 vs 29%, respectively). Compared to males, females were more likely to report the following mental disorders: (c) comorbid depression and PTSD (13 vs 6%, respectively) and (e) anxiety (4 vs 0%, respectively). Prevalence of (d) migraine was instead similar between genders (5%).

B. Prevalence of physical conditions and mental disorders in the congenital subgroup

With regards to the congenital limb difference group, out of 115 participants included in the database, 59% reported some physical condition or mental disorder. In more detail, the most prevalent mental disorders in this subgroup were (a) depression: 45% and (b) PTSD: 24%.

When conducting the same analysis by gender, the prevalence of physical conditions and mental disorders was higher in males vs females within this subgroup (74 vs 40%, respectively). In concordance, depression was more frequent in males vs
females with congenital limb difference (35 vs 16%, respectively); the same was valid for PTSD (23 vs 2%).

C. Prevalence of physical conditions and mental disorders in the acquired subgroup

With respect to the acquired limb difference subgroup, out of 144 participants included in the database, 68.8% reported some physical condition or mental disorder. In more detail, the most prevalent disorders in this subgroup were (a) depression: 28% and (b) comorbid PTSD and depression: 20%. See Figure 21 below for a visualisation of the prevalence of physical conditions and mental disorders among the acquired vs congenital limb difference groups assessed in this report.

When conducting the same analysis by gender, I observed a similar prevalence of physical conditions and mental disorders between genders within this subgroup (Female: 68.1% vs Male: 69.4%). However, depression was most common in males vs females with acquired limb difference (24 vs 15%, respectively), while comorbid PTSD and depression were more frequent in females than males with acquired limb difference (19 vs 8%).
Figure 21. Difference in prevalence of physical conditions and mental disorders among the acquired vs congenital limb difference population from the database. PTSD: Post-traumatic stress disorder.

**Language used to describe limb difference**

Finally, the language used to describe limb difference was compared between individuals with congenital vs acquired limb difference. Specifically, I asked the following question to participants: “Please specify further where is your limb difference and what parts of your body are affected”. Responses were analysed according to the following four categories: (1) self-referential language (e.g. “my”, “mine”, “I have”, “I am”, “I lost”, “I miss”, etc.); (2) emotional language (e.g. “inconvenience”, “unfortunately”, “loss”, “missing”, “worse”, “affects”, etc.); (3) use of words associated with ownership (e.g. “my” or “mine”); and (4) use of words associated with non-possession (e.g. “not having”, “lost”, “miss”). Please see Figure 22 below for a
visualisation of the prevalence of language used to describe limb difference in individuals with congenital vs acquired limb difference included in the database.

![Language around limb difference in acquired vs congenital limb difference](chart.png)

**Figure 22.** Differences in language used by individuals with acquired vs congenital limb difference to describe their limb difference from the database.

Overall, results suggest a heightened use of all categories of language above identified among individuals with congenital vs acquired limb difference. Specifically, I observed in the congenital limb difference group a higher prevalence of self-referential language (57.4%), emotional language (14.8%), use of words associated with ownership (27%), and use of words associated with non-possession (47.8%), compared to the acquired limb difference group.
Discussion

In this report, I investigated the prevalence of type, level and side of limb difference among participants included in the Research for Limb Difference database. I analysed these also by gender. Similarly, I assessed the prevalence of phantom limb experiences, prosthesis use, and physical conditions and mental disorders in the limb difference population. I analysed these also by type of limb difference and gender. Finally, I compared the language used to describe limb difference between individuals with congenital vs acquired limb difference included in the database. I will now discuss these findings in light of previous literature.

Prevalence of type of limb difference

Overall, a higher prevalence of acquired vs congenital limb difference was identified in this report. To my knowledge, there are no studies in the literature directly reporting the prevalence of congenital vs acquired limb difference within a sample of individuals with limb difference to which I can compare my findings. This is mainly driven by the fact that only a few studies in the literature include both individuals with congenital and acquired limb differences in their cohort (Ephraim et al., 2003; Kyberd et al., 1997; Melzack et al., 1997; Wilkins et al., 1998). For comparison purposes, I calculated the prevalence of type of limb difference in study by Melzack et al. (1997) which reported the number of participants within their limb difference sample who had congenital vs acquired limb difference. As a result, my findings are in accordance with data provided by Melzack et al. (1997), where a higher prevalence of individuals with acquired vs congenital limb difference was seen (76 vs 45%). Future studies assessing the relative prevalence of congenital vs acquired cases within a limb
difference sample are warranted to provide more accurate estimates and inform future studies.

Furthermore, while gender seemed to be equally represented in the acquired limb difference subgroup, a higher prevalence of male individuals was observed in the congenital limb difference subgroup. With regards to such prevalence, mixed results are present in the literature. More specifically, Ephraim et al. (2003) and Fraser (1998) indicated a higher prevalence of male individuals in the acquired and congenital subgroups, respectively. In contrast, Kyberd et al. (1997) found a higher prevalence of female individuals with congenital limb difference. My results seem to support only findings by Fraser (1998). Kyberd et al. (1997) proposed that the prevalence of gender in acquired vs congenital limb difference may be driven by individuals' working and activities choices. Specifically, the authors suggested that a greater proportion of male individuals engage in more dangerous work and leisure activities compared to females, leading to traumatic amputations (thus the prevalence of male individuals with acquired limb difference seen in their study). My results do not support this interpretation and show instead a higher prevalence of male individuals in the congenital subgroup. At this stage, it remains unclear why such bias may occur.

Prevalence of level of limb difference

Overall, I found a similar prevalence of lower or upper limb difference among the limb difference population included in the database. However, when conducting this analysis by subgroups, a higher prevalence of lower limb difference was seen within the acquired limb difference subgroup. In contrast, a higher prevalence of upper limb difference was found within the congenital limb difference subgroup. These results partly support previous studies suggesting a higher prevalence of lower and
upper limb difference in the acquired (Ziegler-Graham et al., 2008) and congenital (Mai et al., 2019) limb difference populations, respectively. My results are only partly support such studies as I found a lower prevalence both compared to Ziegler-Graham, et al. (2008) (acquired: 55.6 vs 90%, respectively) and Mai, et al. (2019) (congenital: 56.5 vs 66.6%, respectively).

Furthermore, both male and female individuals in the congenital limb difference group mostly presented upper limb difference, whereas those in the acquired limb difference group had lower limb difference. Overall, these results seem to indicate that gender may not influence the level of limb difference.

Prevalence of side of limb difference

A similar prevalence of side of limb difference (i.e. left or right side of the body) was observed overall among the limb difference population included in the database, as well as in both subgroups separately.

However, I observed an influence of gender on prevalence of side of limb difference. Specifically, right limb difference was more frequent in females with congenital limb difference, whereas left limb difference was mostly seen in males with congenital limb difference. In contrast, a similar prevalence of side of limb difference was observed in male and female individuals with acquired limb difference.

These results are partially supported by previous studies. Specifically, similarly to the findings here reported, Kyberd, et al. (1997) identified a left-side bias in male individuals with congenital limb difference. However, in contrast to my findings, female individuals with congenital limb difference were also found to have a left-side bias in both Kyberd, et al. (1997) and Fraser (1998).
Fraser (1998) hypothesised that such left-side bias may be resulting from exposures to negative factors during early embryo development when left limbs develop (rather than at later stages when right limbs develop). My results do not seem to support this hypothesis and possibly suggest that gender instead may play a role in such prevalence. It would be interesting to conduct future studies directly addressing a potential influence of gender during embryo development on side of congenital limb difference.

Finally, Kyberd, et al. (1997) identified a right-side bias in male individuals with acquired limb difference, which was however not identified in this report. As mentioned earlier, the authors proposed a tendency in the male population to conduct more dangerous work. Therefore, this result of theirs may be seen as supporting their proposal, considering that right-hand dominance is generally most common (hence the prevalence of male individuals with right-limb amputation). However, my results once again do not support this interpretation.

**Prevalence of phantom limbs**

Overall, my results indicate that most individuals with limb difference in the database have experienced phantom limbs at some point in their life, with a higher prevalence of phantom limb sensation vs pain vs mixed experiences of phantom limb sensation and pain. These results support findings by Krane & Heller (1995), although different sample sizes and proportion of individuals with congenital vs acquired limb difference were used. Nonetheless, Wilkins, et al. (1998) reported phantom limb pain and/or sensation in less than half of their population, thus contrasting my results. However, they assessed a much younger population (children and adolescents) compared to the adult sample here investigated, and age may have impacted results.
More in detail, results by type of limb difference suggest a higher prevalence of general phantom limb experiences in individuals with acquired vs congenital limb difference (difference of 43%). This is in accordance with previous studies (e.g. Melzack et al., 1997; Saadah & Melzack, 1994; Wilkins et al., 1998) reporting phantom limb experiences in individuals with congenital limb difference, although with a lower prevalence compared to that seen among individuals with acquired limb difference. The presence of phantom limbs in the congenital limb difference population has not been much evidenced in the literature. This is because it was not until recently that phantom limbs were only considered possible after the loss of a body part, as resulting from neural memory of the previously healthy limb (Price, 2006), and thus to be a prerogative of individuals with acquired limb difference. However, Saadah and Melzack (1994) suggested that neural representation of the body may be in part genetically determined, hence the presence of phantom limb experiences in individuals with congenital limb difference. An alternative explanation is provided by previous studies (e.g. Brugger et al., 2000; Melzack et al., 1997; Price, 2006), which proposed that phantom limbs in the congenital limb difference population can develop throughout development via low-level resonance and contagion and that body image can be shaped by visual and tactile modalities. Findings from Part 3, chapter 3.1 of this thesis may support this stance, by indicating increased emotional reactivity and possible simulation in individuals with congenital limb difference. Ultimately, the results here reported support the presence of phantom limb experiences in individuals with congenital limb difference.

Specifically, my results indicate a higher prevalence of phantom limb sensation and pain, as well as mixed experiences of sensation and pain, in individuals with acquired vs congenital limb difference. These findings are once again in concordance
with previous studies (e.g. Saadah & Melzack, 1994; Wilkins et al., 1998) confirming the presence of both phantom limb pain and phantom limb sensation in individuals with congenital limb difference, although to a lesser extent compared to the acquired limb difference group. I speculate that the higher prevalence of phantom limb sensation and pain in the acquired limb difference population may result, respectively, from possibly stronger neural representations of the previously healthy limb (compared to the representations developed from resonance and visual and tactile modalities) and cortical reorganisation of motor and somatosensory cortices (MacIver et al., 2008). Additional studies addressing these phantom limb experiences further in the congenital limb difference population are warranted to elucidate and evidence through empirical data the underlying mechanisms.

Finally, my results indicate that the lower prevalence of phantom limb experiences in the congenital group is driven by the female population, possibly suggesting a relationship between gender and phantom limb experiences in the congenital limb difference population. Given the scarcity of literature on gender differences among individuals with congenital limb differences and phantom limb experiences, future studies addressing this are warranted to elucidate whether candidate mechanisms for the presence of phantom limbs in the congenital limb difference population may be directly influenced by gender, or factors interacting with gender. With respect to the acquired limb difference subgroup, a higher prevalence of phantom limb pain was seen among male vs female individuals, supporting previous studies in the literature (e.g. Hirsh et al., 2009).

*Prevalence of prosthesis use and type*
Overall, my results suggest that most of the people (75%) with limb difference included in the database made use of prostheses at the time the survey was conducted. Data on prosthesis use among the general limb difference population are difficult to find in the literature; therefore, directly compare my results with previous research is challenging. Nevertheless, Kooijman et al. (2000) indicated prosthesis use in 72% of their population with upper limb difference. Similarly, Datta, et al. (2004) identified a rejection rate of 33.75% among patients with acquired and congenital upper limb difference.

Furthermore, my results indicate that functional prostheses are most commonly used among individuals with limb difference included in the database (89%) vs cosmetic prostheses (5%) vs a mix of the two (6%). Nonetheless, a previous study conducted on individuals with upper limb difference identified a similar number of users of cosmetic and functional prostheses (Kyberd, et al. 1997).

More in detail, my results suggest a lower prevalence of prosthesis use among the congenital vs acquired limb difference population (75% decrease in use). This result has been previously proposed e.g. by James et al. (2006) to be associated with the extent of the impact of prosthesis use on individuals’ lives. Specifically, the authors suggested that prostheses do not improve function and quality of life of individuals with congenital limb difference to the same extent that they do for individuals with acquired limb difference. Indeed, as also supported from this report’s findings, congenital limb difference most frequently involves partial or complete absence or malformation of upper limbs, while acquired limb difference involves loss of lower limbs. Therefore, function and quality of life are more often nearly normal in individuals with congenital limb difference compared to those with acquired limb difference. For this reason, individuals with congenital limb difference may present a higher rejection rate of
prostheses. In contrast, prostheses are generally more functional for individuals with acquired limb difference, thus possibly explaining such heightened prostheses use.

Finally, it seems therefore not unexpected that I observed a higher prevalence of functional prosthesis use among individuals, regardless of type of limb difference or gender. Nevertheless, there exists studies in the literature suggesting a higher prevalence of cosmetic prosthesis use in a cohort of individuals with acquired upper limb difference (e.g. Kooijman et al., 2000) or among females with acquired upper limb difference (Resnik et al., 2020).

Prevalence of physical conditions and mental disorders

Overall, my results suggest that 65% of individuals with limb difference who participated in this survey had some additional physical condition and/or mental disorder, with the male population suffering to a greater extent than female individuals from these. Furthermore, my results identified depression and PTSD to be common among this population, with a higher prevalence in the male group, while anxiety was higher in the female group. These results seem to be consistent with previous studies identifying significantly higher levels of depression and anxiety compared to the general population in individuals following a traumatic amputation (McKechnie & John, 2014) or with congenital and acquired limb difference (Datta et al., 2004). Similarly, PTSD has also been previously indicated in the limb difference population, e.g. among soldiers with acquired limb difference in Sri Lanka (Abeyasinghe et al., 2012). Migraine was also found in about 5% of both the male and female populations. This was the only factor which was not affected by gender, thus possibly suggesting that gender influences mental disorders rather than physical conditions in the limb difference population included in this database.
In more detail, my results suggest a slightly higher prevalence of physical conditions and mental disorders among the acquired vs congenital limb difference population (68 vs 59%). While the prevalence of conditions and disorders was similar between genders in the acquired limb difference population, males with congenital limb difference were found to more frequently report a mental disorder compared to females with congenital limb difference. Therefore, my results possibly indicate a relationship between having a limb difference and the development of mental disorders guided by gender. For example, in the general population, depression is more prevalent among females (Abate, 2013), while my results suggest a higher prevalence of this disorder among males with limb difference in both groups. Nonetheless, age of both males and females has been associated with the prevalence of different disorders among the general population of Europe (King et al., 2008). Unfortunately, I did not collect this information from participants; therefore, I cannot provide conclusive remarks at this stage. However, I hope to inspire future studies in this direction.

Finally, these results suggest a different prevalence of common mental disorders among the acquired and congenital limb difference populations, with PTSD being more frequent in the acquired group and depression in the congenital group. The reason behind the higher prevalence of PTSD in acquired limb difference may be that generally limb amputation is a traumatic experience (McKechnie & John, 2014). Furthermore, limb amputations are often reported in soldiers and PTSD has been recorded as one of the most common mental disorders in this population given their traumatic experiences during service (Abeyasinghe et al., 2012). It is more challenging to speculate, in contrast, on the reasons behind the high prevalence of depression in both groups, and especially in the congenital limb difference population. Previous
studies have indicated many factors to come into play towards the psychosocial functioning of individuals with limb difference, e.g. social environment of the school setting (Varni et al., 1991), social deprivation (Wall et al., 2021), and perceived social stigma (Rybarczyk et al., 1995). Future studies addressing the reasons behind the different prevalence of mental disorders in the congenital vs acquired limb difference are warranted to identify and develop appropriate prevention schemes and coping strategies.

Prevalence of language used to describe limb difference

Overall, individuals with congenital limb difference assessed in this report more often referred to their limb difference in a self-referential way. This possibly suggests an increased ability of these individuals, compared to individuals with acquired limb difference, to speak of and refer to themselves or a heightened self-awareness. A reason behind this difference may be the changing body representations in individuals with acquired limb difference. Indeed, (Cowan, 1998) described self-reference to occur as the self represents a schema on which it is easier to understand others’ schemas. Therefore, we may speculate that body schema of individuals with acquired limb difference may be blurred or changing, thus resulting in less frequent self-referential language. Nonetheless, time from amputation may have an influence on these results, provided that increased time from amputation may result in different representations of the body after limb loss or phantom limb experiences (MacIver et al., 2008), as well as the development of coping mechanisms following amputation (Oaksford et al., 2005). Unfortunately, I did not collect this information from participants; therefore, future studies addressing the existence of such correlations are warranted. Nonetheless, better scores at self-reported measures in studies presented in Part 2,
chapter 3.1 of this thesis may support the stance of increased self-awareness among individuals with congenital vs acquired limb difference.

Furthermore, my results indicate a more frequent use of emotional language in the congenital vs acquired limb difference group when describing their limb difference, possibly suggesting a relation between limb difference vs limb loss and reference to emotions. Specifically, we could speculate that this increase in emotional language among individuals with congenital limb difference may be related to a more frequent exposure to emotional language associated with their limb difference throughout development compared to individuals with acquired limb difference, who face amputation at different stages in their life. This explanation may indeed be motivated by previous findings in psychology on an association between increased mental state language (including emotions) during development and enhanced mental state language later in life in the general population (e.g. Taumoepeau & Ruffman, 2006). Taumoepeau and Ruffman (2006) suggested an association between mother use of desire language with 15-month-old children and children’s mental state language and emotion task performance at 24 months of age. While studies in Part 2, chapter 3.1 of this thesis may support this view by indicating higher scores at measures of mental state language in people with congenital vs acquired limb difference vs controls, it would be interesting for future studies to address the use of emotional language specific to individuals’ description of their limb difference.

Finally, I aimed to better explore whether the limb difference was seen by participants as part of their body or as a missing part. Specifically, I did so by analysing the use of words associated with ownership and non-possession. By performing higher in both these categories, we might speculate that my results indicate that individuals with congenital limb difference may indeed have a mental representation of their limb
difference as part of their body, which they however see as missing. In contrast, individuals with acquired limb difference may no longer, or to a lesser extent, consider their lost limb as part of their body and they less frequently consider it as missing from their body. This last point may seem counterintuitive, given that their limb was indeed once part of their body and that it is missing following amputation. While this effect may possibly be a result of coping mechanisms following amputation, at present, this remains a speculation for future studies to experimentally investigate.

Future studies addressing the validity of these findings in the limb difference population are warranted to determine whether varying limb difference may mediate different mechanisms associated with self-referential and emotional processing, as well as representations of the missing limb(s) or coping strategies. For example, (De Pisapia et al., 2019) identified the involvement of the mPFC in affective self-referential reasoning, with a key function of this brain region towards the processing of negative attributes. Therefore, studies addressing varying activity of this brain area in people with congenital vs acquired limb difference vs the general population may shed some light into potential differences in self-processing in virtue of having limb difference between groups and validate my data.

Conclusion

To conclude, in this report I provided a unified summary of prevalent characteristics among my limb difference population sample and directly described the congenital vs acquired groups. Furthermore, I introduced a new measure to be investigated in the limb difference population to better understand the psychology of having a limb difference. Considering that the results here presented not always replicated previous findings in the literature, care should be taken when interpreting them. Nevertheless,
this report included data from a large sample of individuals with both types of limb
difference, thus conferring relevance to my results. Overall, I believe that my results
show scope for further research and can be informative for both academic and clinical
purposes.
Part 3

On Theory of Mind: robots
1. Background

In the last decades, the fields of artificial intelligence and robotics have greatly advanced, resulting in the development of increasingly sophisticated virtual and physical intelligent agents. Furthermore, their increasingly complex abilities and behaviours have allowed their application to several everyday scenarios (e.g. Bhat et al., 2016; Görür et al., 2017; Hoffmann et al., 2017; Milliez et al., 2014). Indeed, interactions between AI and humans have nowadays become ubiquitous and heterogeneous, extending from autonomous driving cars to voice assistants or recommender systems supporting the online experience of millions of users. However, their application to sectors involving collaborative (or competitive) and communicative scenarios (e.g. assistive robotics, surveillance, entertainment, human-robot interaction (HRI), decision support, etc.) remains limited, and mutual understanding between robots and humans is a relevant issue to be addressed by research (Taniguchi, 2016).

Nonetheless, the integration of AI and robots among humans is still far from optimal, that is an ongoing issue for which two main explanations can be provided. On the one hand, AI and robotic agents’ increasingly advanced motor and perception skills, as well as their improved humanoid features have enhanced humans’ positive attitude towards them. However, the still limited social capabilities have a negative impact on humans’ trust and acceptance of robots as social companions (uncanny valley effect) in their daily lives (Abubshait & Wiese, 2017; but also see Cavallo et al., 2018; Di Dio et al., 2020; Zanatto et al., 2019, 2020 for studies investigating trust and acceptance in HRI). On the other hand, humans have been often seen as a source of complexity, disturbance, and unpredictability that could affect autonomous systems’ performance (e.g. Alami et al., 2005; Kulič & Croft, 2005; Mainprice et al., 2011; Sisbot et al., 2007), thus limiting their application.
Therefore, several clever robotic architectures have been created to equip robots with social skills and improve HRI (e.g. Demiris, 2007; Devin & Alami, 2016; Görür et al., 2017; Vanderelst & Winfield, 2018). While some of these architectures only aimed at equipping robots with social skills for an effortless interaction with humans (Lemaignan et al., 2017), others were inspired by our knowledge of human social understanding providing plausible models of human cognition (e.g. Patacchiola & Cangelosi, 2016; Scassellati, 2002; Vinanzi et al., 2019; Winfield, 2018). Indeed, getting inspiration from human behaviour, we know that efficient and natural interactions among humans are generally associated with their successful interpretation and prediction of others’ mental states, which guide their behaviour (Taniguchi, 2016). Therefore, to achieve optimal integration of AI and robots in the society, systems with similar capabilities (thus having a ToM) need to be developed. ToM is at the base of most human higher-level social skills, such as collaboration, communication, imitation (Frith & Frith, 1999; Rakoczy, 2017; Tomasello et al., 2005) and is widely recognised to impact humans’ success during social interactions (Devaine et al., 2014; Kovács et al., 2010). Nevertheless, building robots with a ToM, thus with the ability to understand others’ intentions, beliefs and desires, remains amongst the “Grand Challenges of Science Robotics” (Yang et al., 2018, p. 9).

The implementation of some human-inspired ToM functions within a robotic architecture has been previously shown to provide robots with increasing social abilities (e.g. Demiris, 2007; Devin & Alami, 2016; Görür et al., 2017; Hiatt et al., 2011; Patacchiola & Cangelosi, 2016; Vanderelst & Winfield, 2018). Nonetheless, developing adaptive agents with the ability to autonomously learn how to model others’ mental states and associated behaviours from a limited amount of data remains to be addressed. This ability has been elsewhere referred to as “Machine Theory of Mind”
(Rabinowitz et al., 2018) and has been proposed to enable more flexible interactions between robots and their human partners. Furthermore, integrating this adaptive ToM in robots has been envisaged to increase their application to situations in which specific data are not presently available due to high variability or volatility of environments and agents (e.g. searching and rescuing during disasters or everyday social settings) (Bianco & Ognibene, 2019; Lake et al., 2017).

Recently, an experiment part of a larger computational study about belief-based behaviours prediction performed by Rabinowitz et al. (2018) explored the learning of explicit belief representations (thus mental states). Specifically, they did so through a meta-cognitive observer (i.e. able to represent others’ mental states) who predicted others’ behaviours after the observation of a few of their previous behaviours. However, the authors deemed this approach to be limited due to the high computational demands connected with the complexity of beliefs representation. While recent algorithms have made the control and deliberation (not adaptation) of beliefs-based social behaviours more computationally affordable (e.g. Kominis & Geffner, 2017), Rabinowitz et al. (2018) also suggested that the supervisory signal needed to explicitly learn beliefs, as accessed through one’s own mental states made available by meta-cognition, may be too biased. Furthermore, Rabinowitz et al. (2018) did not study sample efficiency of this approach nor compared the learning trajectory of their models compared to that of belief-based behaviours prediction models that did not explicitly learn to predict beliefs using their own mental states as teaching signal. This is particularly important considering the use of deep convolutional networks that are known to be data hungry, the variability of social interactions, and the high ecological cost that may be associated with misinterpreting others’ actions in “social animals” like humans. Therefore, it remains to be determined which architectural
principles could be suitable to endow intelligent systems with adaptive, autonomous and interpretable ToM.

Currently, the best example of autonomous development in real environments of an adaptive ToM is provided by humans, representing once again the “role model” for the advancement in robotics (Asada et al., 2009; Lungarella et al., 2003; Shimoda et al., 2022). Indeed, such cognitive skill has been suggested to be present from an early age during human development (e.g. Luo, 2011; Onishi & Baillargeon, 2005; Senju et al., 2011; see also Part 1 of this thesis). However, the developmental path of ToM leading to its emergence in humans remains unclear. Therefore, this makes it challenging to develop computational models reflecting the development of a human-inspired adaptive ToM. In fact, while it is now widely accepted that children older than 4 years of age show evidence of ToM ability, whether this cognitive ability can be observed at younger ages is yet to be confirmed (Apperly & Butterfill, 2009; Ruffman & Perner, 2005; Sodian & Kristen, 2016; Wellman et al., 2001). Findings in support of early ToM ability in infants comes from behavioural, as well as a few neuroimaging and computational studies (e.g. Hyde et al., 2018; Kampis et al., 2015; Luo, 2011; Onishi & Baillargeon, 2005), which evidenced belief understanding and tracking abilities in infants as young as 6 months of age. However, these interpretations have been contrasted by other non-ToM-related theories, including the low-level processing and behavioural rules theories (e.g. Heyes, 2014a, 2014b; Perner & Ruffman, 2005). Specifically, these theories propose that infants’ successful performance in such ToM-related tasks is not guided by their representation of others’ mental states but rather by their memory, attention and perception, statistical regularities or simple expectation of behaviour.
One psychology account that has been previously proposed to allow ToM engagement is the “like me” assumption (Meltzoff, 2007b, 2007a). Meltzoff (2007a) proposed that infants, as well as adults, can use themselves and their self-experience as a framework for understanding others and their mental states. Specifically, this account suggests the presence of a shared “supramodal” code which allows the understanding of others’ mental states and behaviours by representing them with a similar structure or “ontology” to that used to encode own mental states and behaviours. Therefore, it facilitates reasoning on and allows easier comparison between others’ representations and representations of own behaviours and underlying mental states. This approach therefore highlights that shared representations are at the base of social cognition, rather than the result of complex developmental and inferential processes driven by an initially solitary representation of the self, as suggested in contrasting theories (e.g. see Piaget, 1952, 1954). While this “like me” assumption has been adopted in infant studies assessing action, perception, emotion and imitation (Meltzoff, 2007b, 2007a), it has also been previously implicated in computational mechanisms proposed to underlie ToM, including association (e.g. Prinz, 1997), simulation (e.g. Meltzoff, 2007b), and teleological (Csibra & Gergely, 2007) mechanisms. Crucially, the “supramodal” code, part of the “like me” framework, can be considered more abstract than the above-mentioned mechanisms as it does not make specific assumptions on the type of mechanism using the code. Therefore, it is able to engulf all above mechanisms (see Figure 23 below).

To conclude, the “like me” assumption for others’ beliefs representation supports the early ToM account. Specifically, it does so by providing a means to explicitly and interpretably represent and infer others’ mental states through autonomous learning from an early age, without resorting to communication or other forms of external, hand-
crafted learning signals. Therefore, the implementation of this assumption in robotic and AI architectures may represent one of the ways forward to further socio-cognitive capabilities of adaptive robots and intelligent agents, contributing to the resolution of one of the main current challenges in robotics.

1.1 Related work

Previous attempts (e.g. Devin & Alami, 2016; Giese & Rizzolatti, 2015; Görür et al., 2017; He et al., 2016; Kennedy et al., 2009; Rabinowitz et al., 2018; Raileanu et al., 2018; Vanderelst & Winfield, 2018; Winfield, 2018) exist in the literature creating social agents able to predict their partner’s intentions or computational models which allow the study of the development of ToM functions. However, they mainly focused on the final performance of intention prediction, disregarding the developmental trajectory and the learning of explicit representations of others’ beliefs for intention and behaviour prediction. See Table 19 below for a summary of relevant robotic or computational implementations in the literature addressing inference vs learning of others’ mental states vs learning of others’ beliefs. These are described following.
Table 19. Summary of relevant robotic or computational implementations in the literature addressing inference vs learning of others’ mental states vs learning of others’ beliefs.

<table>
<thead>
<tr>
<th>Study</th>
<th>Inference of others’ mental states</th>
<th>Learning of others’ mental states BUT beliefs</th>
<th>Learning of others’ beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Devin &amp; Alami (2016)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Görür et al. (2017)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Hiatt et al. (2011)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Demiris &amp; Khadhouri (2006)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Winfield (2018)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Baker et al. (2017)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Hamlin et al. (2013)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Patacchiola &amp; Cangelosi (2016)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Asakura &amp; Inui (2016)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Ramirez &amp; Geffner (2011)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Kominis &amp; Geffner (2015, 2017)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Zeng et al. (2020)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Raileanu et al. (2018)</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>He et al. (2016)</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Rabinowitz et al. (2018)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Breazeal et al. (2009)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kennedy et al. (2009)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Inference and representation of mental states (including beliefs), but not autonomous learning

Previous studies exist in the literature presenting compelling artificial architectures and computational models which allow the representation or inference of others’ mental states, including beliefs, for predicting or evaluating others’ behaviours. Nevertheless, they did not focus on the learning of explicit representations of others’ beliefs, but rather on the final performance of intention prediction, while some assumed a learning free simulation-based approach or availability of explicit communication channels.

For example, Devin and Alami (2016) integrated a ToM model in their robot control architecture which permitted the estimation of both the state of the environment and human partners’ internal states, in particular goals and plans, which were considered by the robot for successful human-robot shared plans performance. A hand-crafted list of possible actions and goals, as well as associated status was readily provided to the robots. Görür et al. (2017) used a Hidden Markov Model (HMM) to estimate actions performed by interacting agents in a collaborative task and incorporate human emotional states. The authors provided robots with a hand-crafted set of action states, while the emotional states were acquired by the robot in the form of human reactions to the robot’s judgment on each action.

Hiatt et al. (2011) implemented ToM for equipping robots with the ability to interpret human behaviour variability and unexpected actions during team operations. Specifically, using the simulation approach, the authors allowed their robot to simulate hypothetical models of others which differ in their knowledge (beliefs) about the world. Furthermore, the authors relied on communication between robot and interacting actors to disambiguate actors’ unexpected actions and behaviours. Another example
is provided by Demiris and Khadhouri (2006), who advanced a similar approach in their work also using the simulation approach. Briefly, the authors described a simulation-inspired computational architecture that allows robots to select and execute an action, as well as understand it when shown by a demonstrator (thus predicting the agent’s goals and future behaviour). Winfield (2018) also implemented a simulative computational model for ToM. Specifically, the authors provided robots with a simulation-based internal model of itself and its environment, including other agents, which could test (i.e. simulate) next possible actions and anticipate likely consequences, both of the robot itself and others.

Baker et al. (2017) presented a compelling Bayesian computational model of ToM (BToM), which was found to accurately infer mental state judgements of human participants in the “food track” experiment. Briefly, this computational model formalises ToM as a Bayesian inference about unobserved mental states (beliefs, desires, percepts) of a POMDP agent, based on observed actions. Hamlin et al. (2013) also used a Bayesian ToM computational model to identify whether 10-month-old infants’ social evaluation was driven by an analysis of the mental states that motivated others’ behaviours. Crucially, by showing that the ToM model better explained participants’ behaviour, as opposed to other non-ToM models, the above studies provided evidence of reliance on the others’ beliefs representations for predicting or evaluating others’ behaviours.

Patacchiola and Cangelosi (2016) also relied on a Bayesian framework to infer others’ mental states. Briefly, the authors made use of Bayesian Networks, including representations of self and others’ beliefs and actions, to investigate the relationship between ToM and trust. Interestingly, adopting a developmental approach and Bayesian inference in a simulated environment, the authors provided evidence of
differing associations between others’ actions and beliefs based on the presence of a mature or immature ToM ability. Ultimately, such differing association resulted in differing ability to distinguish helpers and hinderers, thus to determine who to trust.

Asakura and Inui (2016) provided a Bayesian framework for false-belief reasoning in children, which integrated both the simulation and teleological theories. Specifically, the authors indicated that children rely on teleological-based reasoning to infer others’ beliefs states (other model), but they highlighted that this reasoning also entails simulation-based reasoning based on an internal model of one’s own mind (self model). The authors found their model to provide a good fit to a variety of children ToM data.

Ramirez and Geffner (2011) focused on the inference of a probability distribution over possible goals of an agent whose behaviour results from a POMDP model shared between the agent and the observer. Kominis and Geffner (2015, 2017) applied this approach to multiagent settings, in which agents share a common goal and plan with beliefs about the world and consider nested beliefs of others in an online fashion.

Zeng et al. (2020) proposed a brain-inspired model of ToM, based on the implementation of the functions of different brain areas implicated in false-belief understanding as seen through human empirical evidence (e.g. STS: sensitive to biological motion; pSTS: implicated in understanding others’ actions and perspective taking, precuneus: implicated in mental imagery, etc). The authors focused on the belief reasoning pathway between such brain areas. Nevertheless, their model was rather false-belief task-specific as it was based on object permanence and visual access pathways, which are important in false-belief tasks but not necessarily crucial.
for understanding others’ intentions in more generic beliefs-driven behaviours (e.g. searching).

Learning of mental states other than beliefs

Other studies made use of neural network-based models to investigate the learning of others’ intentions for predicting others’ behaviours; however, they did not investigate the learning of beliefs.

For example, I already reported about ToMnet, an artificial neural network developed by Rabinowitz et al. (2018) that, using meta-learning, was able to learn to predict differences in others’ behaviours after the observation of a few of their previous behaviours (without explicit beliefs representation). In their studies, the authors investigated the network’s ability to characterise different features of the observed agents, such as field of view, and its generalisation ability across different classes of agents.

Raileanu et al. (2018) and He et al. (2016) used reinforcement learning instead for equipping artificial agents with the ability to learn to collaborate with others based on their intentions. Briefly, Raileanu et al. (2018) introduced the Self Other-Modeling (SOM) approach to solve multi-agent adversarial and cooperative tasks, driven by a reward function based on intentions of both agents in the task. Similarly to other simulation models (e.g. Demiris, 2007; Ognibene & Demiris, 2013), the SOM approach allowed the agent to use its own policy to predict the other agent’s actions and underlying intentions in an online manner. During the game, the agent inferred the other agent’s hidden goal by directly optimising over the goal using its own action function to maximise the likelihood of others’ actions. He et al. (2016) instead focused on jointly learning a policy and the behaviour of opponents, as well as their strategies.
using a feed-forward network. Specifically, the authors of this paper resorted to multitasking to explicitly model other agents’ actions and strategies, using the following two supervisory signals, i.e. others’ actions in the current state and mode (defensive vs offensive).

Learning of beliefs

Only a few papers in the literature directly addressed the learning of explicit beliefs representation for the prediction of others’ behaviour. Considering beliefs for an adaptive ToM architecture is important, given that others’ behaviours aimed at achieving goals are determined by actors’ current beliefs.

As mentioned earlier, in a side experiment, Rabinowitz et al. (2018) explored the learning of explicit belief representations using a meta-learning approach. However, the authors deemed their approach likely not to scale to real-world situations due to the challenges of acquiring a supervisory signal for learning beliefs. Furthermore, the authors did not investigate the learning trajectory of their model. Therefore, it remains to be determined whether this approach is usable in online adaptive and social robots.

Breazeal et al. (2009) and Kennedy et al. (2009) attempted to address the acquisition of a supervisory signal for learning beliefs using the “like me” assumption. Specifically, Breazeal et al. (2009) provided their robots with a representation of beliefs, in the form of representations integrating perceptual features from raw sensory information, such as spatial relationships between observations and other metrics of similarity (knowledge of the world). The robot developed beliefs about the world from its own reference frame and, through a simulation mechanism, it reused the same mechanisms used for its own belief modelling but transformed and filtered the
incoming data stream from others’ visual perspective to predict others’ beliefs. Kennedy et al. (2009) also used a “like me” simulation to represent and predict others’ beliefs. The authors equipped their robot with the ability to create an imagined representation of the world by taking the agent’s visual perspective. The robot then used its own generated goal for the simulation and associated it to the decision-making of the interacting agent. Following this, a new declarative fact was created for the specific situation and the response saved for future use. This therefore led to learning instances, remembering them and then using them to generate new goals.

While these studies provided compelling architectures for social robots, they integrated strong and less flexible forms of the “like me” assumption (i.e. simulation), which use the same mechanisms to both control and recognize actions (Demiris & Khadhouri, 2006; Giese & Rizzolatti, 2015; Ognibene & Demiris, 2013). Due to the correspondence problem previously outlined (Brass & Heyes, 2005; Nehaniv & Dautenhahn, 2002), as well as the limits of generative methods when applied to inputs that do not satisfy their assumptions (Ng & Jordan, 2002; Prasad et al., 2017), these models provide a limited solution for adaptive ToM. This is true if not considering compensatory mechanisms that may aid the understanding and prediction of behaviours of others who differ from the self.

Furthermore, similarly to Rabinowitz et al. (2018), these studies did not investigate the impact of learning to explicitly represent others’ beliefs on inferring others’ intentions and behaviours. Nevertheless, these simulative models do not offer a fair evaluation of such an effect given that their recognition performance steeply decays for actions that the observer himself would not be able to represent and produce (Nehaniv & Dautenhahn, 2002). As a result, beliefs representation is a prerogative of these models to recognize beliefs-driven behaviours and the removal
of such representations would result in extensive architectural and performance changes.

Overall, the developmental trajectory (or learning) of explicit representations of others’ beliefs and the nature of their impact on others’ intention prediction performance is yet to be identified. In other words, whether the “like me” approach for learning to explicitly represent others’ beliefs provides an advantage towards predicting others’ behaviours, thus resulting in a usable approach for adaptive and social robots with increasing ToM skills, remains to be addressed.
2. Theoretical and Methodological Contributions

2.1 Proposal

In this thesis, I propose that learning to explicitly represent others’ beliefs provides an advantage towards predicting others’ behaviours, in line with the ToM account previously outlined. Learning to explicitly represent beliefs may impose demanding and complex constraints on performance and the computational mechanisms associated with others’ behaviour prediction (as suggested e.g. by Rabinowitz et al., 2018). However, I hypothesise this ability may help render the prediction of others’ behaviour more accurate and improve the learning trajectory of this skill. This will resolve in part the limitations associated with the high variability of behaviours in different contexts without increasing the amount of training samples (which are difficult to obtain and ecologically expensive) and bridge the gap between human and AI learning speeds.

This hypothesis is driven by our knowledge from the psychology “like me” assumption of social cognition, which I adapt in this thesis to a “like them” assumption to show that developing the capability of learning to explicitly represent beliefs through a shared representational framework may (a) pose architectural demands that are simpler than previously believed, (b) contribute in speeding-up the acquisition of socio-cognitive prediction skills, (c) strongly improve the interpretation of beliefs-driven behaviours, and (d) increase the generalisation ability to predict behaviours of others acting in different environments. Overall, my proposal aims to provide architectural suggestions for social artificial intelligent systems, such as virtual companions and social robots, and it is also relevant for shedding some light on developmental neuropsychology debates surrounding ToM.
2.2 The “like them” assumption

To tackle the demanding and complex constraints for artificial systems of not having a readily available supervisory signal for learning to explicitly represent beliefs (Rabinowitz et al., 2018; Schlinger, 2009; Spradlin & Brady, 2008), I resort to the “like me” assumption of social cognition. However, I propose an adaptation of such assumption that I name the “like them” assumption, which provides the rationale for the experimental research conducted in the next chapter (Part 3, chapter 3).

In the “like them” approach, I maintain the “like me” assumption of a shared representational framework between self and others to reason about mental states. However, to understand observed others’ behaviours (and underlying mental states), this variation does not rely on shared representations as simulated by the observer’s control and planning systems, with the assumption of self-other similarity (as in the direct-matching hypothesis). In contrast, this relation is inverted. Rather than generating trajectories on the fly, an individual’s social perception system is prepared or better trained before another’s action is observed, thus more readily able to understand others and predict their behaviour.

Under the “like them” assumption, through a mechanism of self-observation, one’s own mental states while performing a task are assumed to be similar to future putative mental states and actions of other agents (“like them”) performing the same or similar tasks. Therefore, own (mental) states and actions provide a pair of supervisory signals and observed samples to train a predictor of others’ mental states. In other words, this means that self-representation of beliefs, which is formed through self-experience and inference processes, acts as a supervisory signal which, through the shared representational framework, more readily allows the understanding and prediction of others’ beliefs and, ultimately, behaviour.
My “like them” proposal can also be seen as in line with the associative hypothesis, which has been described by James (1890) as a mechanism linking action-effect representations through bidirectional associations. My approach follows previous research (e.g. Hommel et al., 2001, as described in Csibra & Gergely, 2007) which extended this associative hypothesis to intention interpretation. This approach proposes that associations between behaviours (actions) and underlying intentions (effect) develop from an early age and can be used later in life as a means to infer and predict others’ intentions and behaviours. The associative account has also been previously related to others’ understanding by proposals of its involvement in mirror neurons development (e.g. Heyes, 2010), as well as in sensorimotor matching for imitation (Decety & Chaminade, 2003). My work differs from these accounts as it focuses on beliefs (Demiris, 2007). It relies on associations between explicit belief representations learnt through self-experience and consequent behaviours to improve prediction performance of others’ beliefs-driven behaviours. See Figure 23 for a diagram of the “like me” assumption and the mechanisms using such shared representational framework, including my “like them” assumption.

Overall, this “like them” assumption may thus be able to overcome the lack of an explicit supervisory signal for the prediction of others’ mental states. Nonetheless, using oneself as a model for the prediction of others’ behaviour may still lead to bias. However, Gilbert and Malone (1995) have previously suggested that, while such bias may have negative consequences, it can still be beneficial towards the understanding of others’ behaviours, even when the resulting predictions from this bias are not completely accurate. Furthermore, the main demand of the “like them” architectural approach (i.e. the propagation of teaching signals from the control and executive processes to the social perception ones) is less constraining than the ones required
by a full direct-matching approach. Indeed, the latter re-uses most of the same neural circuitry for both processes (Giese & Rizzolatti, 2015) and would result in increasingly biased and noisy predictions due to the correspondence problem (Brass & Heyes, 2005; Nehaniv & Dautenhahn, 2002). Ultimately, while my approach does not imply the direct matching of self-other representations, it can still support high-level cognitive skills by ensuring representational matching through a shared “supramodal” code.

**Figure 23.** “Like me” assumption and comparison of the characteristics of the mechanisms using this shared representational framework.
2.3 Multi-task learning

While my approach is inspired by the “like me” developmental psychology hypothesis, its theoretical basis comes from machine learning, where learning by self-observation can be seen as a form of transfer learning (Pan & Yang, 2010). Specifically, learning by self-observation allows individuals to use the observation of one’s own mental states while performing tasks to support prediction of others’ intentions in similar tasks. In turn, this results in the assumption of one’s own and others’ actions and beliefs as sampled from related distributions. Transfer learning can be seen as a subclass of meta-learning (Langdon et al., 2022), i.e. the ability to use existing models and knowledge, e.g. derived from first-person experience, to efficiently solve new tasks and interact with novel agents (Langdon et al., 2022).

I consider for the current implementation another form of meta-learning, multi-task learning (Caruana, 1998; Crawshaw, 2020; Ruder, 2017). Multi-task learning has been indeed indicated by Omidshafiei et al. (2017) as a means to increase the applicability of deep learning models to real-world scenarios and to deal with tasks involving non-observable components. Multi-task learning involves the simultaneous learning of multiple tasks by a shared model in order to improve learning performances (Crawshaw, 2020; Ruder, 2017). Specifically, this approach has been associated with several advantages, including improved data efficiency and implicit data augmentation through reduction of noise patterns, reduced overfitting through shared representations, reduced representation bias, attention focusing on relevant features, and faster learning in virtue of complementary information between related tasks (Crawshaw, 2020; Ruder, 2017). Furthermore, multi-task learning has been previously suggested to be the most relatable type of learning to human learning, as humans are
rarely presented with single tasks in isolation and they instead rely on information from different modalities to build their knowledge (Crawshaw, 2020).

In the simultaneous multi-task learning approach commonly adopted in deep neural networks, multiple output sub-networks (heads) receive information from a shared input subnet (trunk). During learning, the shared trunk simultaneously faces the informational requirements, in the form of error backpropagation, of the different heads. While this may increase the complexity of the task that the trunk must face, if the predictions from different heads share common aspects, and thus pose compatible constraints, the presence of multiple tasks increases learning efficiency by helping to discard solutions that would lead to overfit on one head, thus providing a form of regularisation. This approach easily allows the removal of one prediction output, through the elimination of one head, without directly affecting the functioning of the other heads. Therefore, this allows an easy estimation of its impact on learning prediction of the other variables by directly comparing performance between models that present or not that head.

Given the above, I hypothesise that using multi-task learning would improve the generalization of actor’s target prediction exploiting the domain-specific information coming from the prediction of actor’s beliefs. In other words, I hypothesise that additionally learning to explicitly represent beliefs would result in more effective predictions of others’ intentions.
3. Experimental Contributions

This chapter is structured as a sequence of experiments of increasing complexity comparing predictive performance of others’ behaviour by a “ToM observer”, who is able to explicitly represent others’ beliefs, and a “simple observer”, who does not have this ability. Following the rationale presented in the previous chapter of this thesis (Part 3, Chapter 2), I hypothesise that the “ToM observer” will exhibit an advantage towards others’ behaviour prediction, also when faced with varying observers, actors, and environmental complexities. This would be a direct result of its ability to learn to explicitly represent beliefs following a “like them” approach, which supposedly has a beneficial effect on predicting others’ intentions and behaviours. I expect this to be valid both in terms of accuracy and sample complexity or learning speed, allowing for important implications in different research fields.

Material and methods

The architectures

In this thesis, I employed two neural architectures which differ in their ability to learn to predict (or not) others’ beliefs while they are performing a task, resulting in the Beliefs and NoBeliefs architectures, respectively. The implementation of these architectures is adapted from Rabinowitz et al. (2018). These neural architectures present a shared torso network, that processes an input tensor representing recent states of the observed actor as well as the environment and objects configuration, and three prediction heads, including the (1) target position, (2) action, and (3) state, to predict respectively the position of the observed actor’s target, the next action and the next state of the observed actor. However, the Beliefs architecture has an additional (4) belief head, resulting in a total of four prediction heads, which is used to predict the
beliefs of the observed actor with regards to the target position. All these heads are fed by the torso output. See Figure 24 below.

**Figure 24.** Visualisation of the architecture utilised in the here reported studies, formed of a shared prediction net torso and subsequently of separate prediction heads. For the NoBeliefs architecture the following prediction heads are considered: 1. Target position, 2. Actor’s next action, and 3. Actor’s next state. For the Beliefs architecture, the 4. belief prediction head (in red) is also considered.
Environment and observed actors

For all experiments in this study, the environment consisted of 11x11 grid world maps, which varied in the location of walls, columns, and free cells to move around the map (see Figure 25 for a visualisation of example grid world maps). To assess a developmental trend in my experiments, I built training datasets comprising different numbers of maps; i.e. 5, 10, 15, 20, 25, 30, 60, 120, and 300 maps. The environment also enabled a common action space (north, east, south, west, northeast, northwest, southeast, southwest, stay) with deterministic results. A total of 30 trajectories were generated per grid world map by randomly selecting the initial locations of both the actor and target for each trajectory. For example, when considering the dataset with 60 grid world maps, a total of 1800 actors' behaviours were created, while 9000 total behaviours were created for that with 300 maps. At training and test time, 3 distractor objects, identical to the target, were randomly positioned (unless otherwise specified) at different empty locations in the map. This enabled a wider environment and behavioural diversity with no additional computational cost.
Figure 25. Visualisation of example 11×11 grid world maps, which varied in the location of walls, columns and free cells to move around the map. Colour code - Black: walls; White: empty cells; Yellow: target; Green: distractor objects; Blue: current actor’s position.
Actors included in these experiments had partial observability over the target position in the environment, i.e. they could see it only when it was in their 5x5 field of view, but they were fully informed of their position and that of the walls. To account for the resulting uncertainty and related information-gathering behaviours (Friston et al., 2015), the actors’ trajectories were generated using the POMDP planner based on Montecarlo tree search presented in Ognibene et al. (2019). It also integrated a Bayesian filter that explicitly represented the actor’s beliefs about the state of the task. The distractor objects were not represented in the beliefs as they would not affect the actor’s behaviour. As the actor knew both its own location and the map, beliefs ultimately represented the probability distribution of the target location in the map, which was instead unknown to the actor. Note that while the beliefs design of the observed actor are necessarily determined by its task, this does not affect the generality of the observer’s performance because it is blind to the task and belief design assumptions.

Observers

For the experiments in this study, I built observers who, in each episode, have access to a set of behavioural trajectory chunks of an actor comprising five past steps. The observer’s goal is to make predictions about the observed actors’ future behaviour, with a specific interest on the target position. I trained two types of observers to infer the actors’ target position based on the actors’ overt behaviour, according to the two architectures described above. Specifically, the first type of observer, i.e. the NoBeliefs observer, predicts an actor’s target position, next action, and next resulting state; the NoBeliefs architecture was therefore used. In contrast, the Beliefs observer, was asked to predict (in addition to the previous) also the actor’s
beliefs; thus utilising the *Beliefs* architecture. Observers are referred to in this thesis as “simple observer” and “ToM observer”, respectively. To note, I trained the observers to infer observed actors’ future behaviour from an allocentric perspective. Specifically, I assumed that both the observed behaviour and corresponding beliefs are produced by the actor itself and utilised as a teaching signal using an allocentric representation. As previously mentioned, to investigate the developmental trajectory of learning to predict other actors' behaviours and beliefs, the observers were exposed to differing numbers of training samples.

*Input sensing and routing*

The observers can observe themselves or others; the input vector for the system can then be provided by a common reference frame to represent either the proprioception or self-localisation state of the observer or the physical state of the other actor. Several architectures have studied the problem of how to switch between the processing of own and others’ data and how to acquire others’ physical states. Note that in this case this function, while important, poses less constraints to behaviour performance as it feeds not the execution process but the learning one.

*Input encoding*

**Pre-processing.** The shared *prediction net* takes inputs formed by a number (a total of 5) of past steps of a full trajectory on a single grid map, including information on the actor trajectory, presence of walls and objects’ locations. Observed actions\states pairs are combined through a spatialisation-concatenation operation, whereby actions are tiled over space into a tensor and concatenated to form a single tensor of shape (11 x 11 x 20). While 11 x 11 represents the size of the grid world
environments, 20 vectors are provided as inputs consisting of information regarding (a) actions (9 possible actions in experiments, thus 9 vectors); (b) objects coordinates, including the target position (4 objects, thus 4 vectors); (c) actor’s position in past steps (5 past steps, thus 5 vectors); (d) 1 feature plane for the walls in environments; and (e) 1 vector for the actor’s current position.

**Prediction Net.** Following spatialisation-concatenation operation, tensors are passed through a 2-layer ResNet with 32 channels, leaky ReLU nonlinearities, and batch-norm.

**Target Location Prediction Head.** The output from the torso is inputted into a 1-layer Convnet with 32 channels and leaky RELU, another 1-layer Convnet with 16 channels and leaky RELU, followed separately by (a) a fully connected layer to 121-dim logits (11 x 11 grid world) and (b) another 1-layer Convnet with 4 channels to 1. These are then summed.

**Next Action Prediction Head.** The output from the torso is inputted into a 1-layer Convnet with 32 channels and leaky RELU, followed by average pooling, and 2 fully connected layers to 9-dimensions (9 possible actions).

**Next State Prediction Head.** The output from the torso is inputted into a 1-layer Convnet with 32 channels and leaky RELU, another 1-layer Convnet with 16 channels and leaky RELU, followed separately by (a) a fully connected layer to 121-dim logits (11 x 11 grid world) and (b) another 1-layer Convnet with 4 channels to 1. These are then summed.

**Beliefs Prediction Head.** The output from the torso is inputted into a 1-layer Convnet with 32 channels and leaky RELU, another 1-layer Convnet with 16 channels and leaky RELU, followed separately by (a) a fully connected layer to 121-dim logits
(11 x 11 grid world) and (b) another 1-layer Convnet with 4 channels to 1. These are then summed.

Training

All architectures (both Beliefs and NoBeliefs) were trained with the Adam optimiser, with varying learning rates (we tested 6 levels from 0.00015 to 0.001), using batches of size 32. A learning rate scheduler with the following parameters was used in all experiments: milestones = [30, 60, 80, 160], gamma = 0.5. The Cross Entropy loss function was utilised for all heads training, except for the Belief head, for which the Kullback–Leibler divergence loss function was used instead. This choice was driven by the fact that the action, state and target prediction heads all required one-hot encoding to identify one single position in the map, whereas a distribution of probabilities over each map location was needed for the belief prediction head. Prior to conducting the main study described in this thesis, L1 and L2 regularisation tuning was performed using the L1 and L2 factor search; the final values of the L1 and L2 parameters used in all experiments were 0.005 and 0.001, respectively. In addition, early stopping was also integrated during training as a means to prevent overfitting. Early stopping was performed to obtain the best total model and best total loss and accuracy models separately, as well as best loss and accuracy models for each prediction head (i.e. target position, state, action, belief). A validation set comprising 10 maps (with 30 associated behaviours per map) was utilised for early stopping. Furthermore, balance between prediction heads was achieved through factor tuning. Specifically, normalisation factors for each prediction head were calculated from the losses obtained on the best total model from each prediction head, utilising the
following formula: \((1/\text{best loss model for prediction head}) \times 100\)^1. The resulting normalisation factors which were utilised in all experiments were: 0.000718612, 0.000702, 0.114846, and 0.00219 for the target, action, state, and belief (when present) prediction heads, respectively. Finally, I trained the nets with a varying number of samples.

3.1 “Like Them”: Developmental synergy between behaviour prediction and explicit representations of others’ beliefs in a deep-learning model of Theory of Mind

In this study, I conducted a series of experiments to assess the role of learning explicit belief representations towards understanding others’ intentions and behaviours throughout development. Specifically, the ability (or inability) to process beliefs was implemented by building two neural architectures differing in whether (or not) they included a Belief head (representation and prediction of beliefs), i.e. the Beliefs and NoBeliefs architectures. These correspond to the “ToM observer” and “simple observers”, respectively. The developmental point of view (thus the study of the learning trajectory) was instead implemented by providing the neural networks with differing numbers of environmental settings (or maps) for observed behaviours during training.

In all experiments, varying learning rates were included (6 levels from 0.00015 to 0.001) and multiple subjects testing was conducted (achieved by initialising the

---

1 Please note that for each prediction head, normalisation factors were calculated based on the best loss models measured with respect to each specific head separately.
network with 18 different weights, that is equivalent to 18 subjects) for both architectures and for any given condition.

Our results are summarised in Table 1, which shows the best target prediction accuracy (averaged between runs, or subjects, with the same belief processing ability) and the associated variance for both the Beliefs and NoBeliefs architectures. Furthermore, Table 20 indicates the learning rates which resulted in the best performances for both architectures based on the number of maps that were made available during training. See also Figure 26 for a visualisation of the target prediction accuracies by number of maps in the Beliefs and NoBeliefs architectures.
Table 20. Best target prediction accuracies by best learning rate obtained for the Beliefs vs NoBeliefs architectures based on the number of maps made available during training. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best LR</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Best LR</td>
</tr>
<tr>
<td>5</td>
<td>0.001</td>
<td>59.26</td>
<td>18.84</td>
<td>0.001</td>
</tr>
<tr>
<td>10</td>
<td>0.001</td>
<td>65.75</td>
<td>8.99</td>
<td>0.001</td>
</tr>
<tr>
<td>15</td>
<td>0.001</td>
<td>67.54</td>
<td>2.79</td>
<td>0.001</td>
</tr>
<tr>
<td>20</td>
<td>0.001</td>
<td>68.74</td>
<td>2.08</td>
<td>0.001</td>
</tr>
<tr>
<td>25</td>
<td>0.001</td>
<td>69.45</td>
<td>1.63</td>
<td>0.001</td>
</tr>
<tr>
<td>30</td>
<td>0.001</td>
<td>69.49</td>
<td>1.60</td>
<td>0.001</td>
</tr>
<tr>
<td>60</td>
<td>0.00075</td>
<td>70.49</td>
<td>1.23</td>
<td>0.001</td>
</tr>
<tr>
<td>120</td>
<td>0.00075</td>
<td>71.47</td>
<td>0.87</td>
<td>0.0005</td>
</tr>
<tr>
<td>300</td>
<td>0.00015</td>
<td>72.43</td>
<td>0.28</td>
<td>0.00015</td>
</tr>
</tbody>
</table>

BEL: Beliefs architecture; NoBEL = NoBeliefs architecture

Both within- and between-architectures, as well as developmental analyses were performed to interpret data. This is valid also in all subsequent experiments.

Within-architectures analysis

As shown in Table 20, I observed a steady trend in both the architectures for achieving better performance with an increasing number of maps made available during training (see also Figure 26). These results suggest that better target prediction
accuracies can be achieved with increasing experience. Furthermore, the above results suggest a trend in both architectures with regards to the learning rate required to achieve best performance. Specifically, a lower learning rate was more performant in both architectures with an increasing number of maps. This is in conformance with the fact that training with an increasing number of maps results in longer learning and more learning updates, which in turn call for a low learning rate to achieve best performance (in this case, a learning rate of 0.00015). The opposite is valid for training with a small number of maps (in this case, a learning rate of 0.001). Finally, high variance was observed in both architectures trained with small numbers of maps (5 and 10 maps), showing overfit with a limited number of samples (a total of 150 and 300 behaviours, respectively).

*Between-architectures analysis*

With regards to the role of beliefs for intention prediction, results in Table 20 indicate better performance (highly statistically significant in most cases) by the Beliefs architecture (see Figure 26 for a visualisation of this data). This is valid for all except for the smallest number of maps included in this experiment (5 maps), which however was identified to have high variance and low statistical significance (likely due to insufficient training data and resulting overfit). Performance improved by up to 1.87% ($p < .001$) (25 maps) when including the beliefs head, thus when allowing belief processing. Overall, these results indicate an important role for beliefs in target prediction accuracy, suggesting that adding the Belief head results in regularisation and, as a consequence, improved performance.
Figure 26. Visualisation of increase in performance by the Beliefs vs NoBeliefs architectures with an increasing number of training maps. Average target prediction accuracy at each number of map; ***: significant at the .001 level (2-tailed); *: significant at the .05 level (2-tailed).

Further supporting this hypothesis are the results shown in Table 21 below. Specifically, the above target prediction accuracies were obtained through early stopping on the best target accuracy and best loss on actor’s target model in both architectures (as I was interested in determining best performance with regards to target prediction). However, the data presented in Table 21 report the target prediction performance obtained on the best loss on actor’s beliefs model, meaning the model which achieved best prediction of beliefs. These results suggest a comparable performance in target prediction accuracy obtained in the best target and beliefs models. Indeed, results follow a similar trajectory, both in terms of overall and experience-based performances, confirming multi-task-induced regularisation. This
can therefore be considered the reason behind improved performance by the Beliefs architecture. In other words, these results indicate a useful exchange of information between the Belief and Target prediction heads, which evidently represents an advantage towards predicting others’ behaviour.

Table 21. Target prediction performance of the Beliefs architecture obtained on the best loss on agent’s beliefs model, supporting multi-task-induced regularisation. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>Best LR</th>
<th>Avg Acc (%)</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.001</td>
<td>58.79</td>
<td>18.65</td>
</tr>
<tr>
<td>10</td>
<td>0.001</td>
<td>65.83</td>
<td>7.60</td>
</tr>
<tr>
<td>15</td>
<td>0.00075</td>
<td>67.06</td>
<td>5.86</td>
</tr>
<tr>
<td>20</td>
<td>0.001</td>
<td>68.01</td>
<td>1.97</td>
</tr>
<tr>
<td>25</td>
<td>0.001</td>
<td>68.81</td>
<td>1.50</td>
</tr>
<tr>
<td>30</td>
<td>0.001</td>
<td>69.54</td>
<td>1.23</td>
</tr>
<tr>
<td>60</td>
<td>0.00075</td>
<td>70.43</td>
<td>1.30</td>
</tr>
<tr>
<td>120</td>
<td>0.00075</td>
<td>71.33</td>
<td>1.26</td>
</tr>
<tr>
<td>300</td>
<td>0.00015</td>
<td>72.41</td>
<td>0.45</td>
</tr>
</tbody>
</table>

BEL: Beliefs architecture; NoBEL: NoBeliefs architecture; LR: learning rate

Developmental analysis

From a developmental perspective, my results suggest an interplay between amount of experience and target prediction, with increasing experience resulting in improved target prediction accuracy.
With regards to the impact of learning explicit beliefs representation on target prediction accuracy, I instead identified a developmental trend. Specifically, I observed the improvement in performance when including the Belief head in my architecture to follow an increasing trend from 5 to 25 maps, to then convert into a decreasing trend from 25 to 300 maps. This supports the regularisation hypothesis: there is a significant contribution of the Belief head towards learning target prediction, which increases until reaching a plateau (e.g. 25 maps), after which, with enough data (large number of maps, e.g. 300 maps), regularisation is decreasingly needed. In contrast, regularisation is not yet effective with very few training samples due to overfit, as also highlighted from the high variance in the results. Crucially, in this simplified environment (only a few objects, localised without noise, in a simple grid map of 11x11 cells), the performances of both models kept increasing, even if slightly, with quite an extensive training set (i.e. 300 maps, with 30 behaviours). Therefore, in realistic environments that are much more complex and diverse than grid worlds, it is likely that the performance gain due to learning to predict others’ beliefs together with the target may extend for a significant amount of time. Future studies are warranted to assess whether this is the case. Nonetheless, I investigated the generalisation of my architectural choices in a more complex environment in Part 3, chapter 3.3 of this thesis.

From a human behaviour point of view, these results indicate that beliefs processing starts playing an increasingly important role for understanding others’ behaviours with increasing experience, until reaching a possible plateau of maximum impact after which beliefs again gradually become less useful for predicting others’ behaviour, although still representing a good source of information (see Figure 26). This result could be interpreted as follows. While the correct recognition of an actor’s
target requires increasing experience, beliefs processing may be an ability that develops early in humans and can be used to aid the interpretation of others’ behaviours from an early age, prior to extensive experience. Overall, these findings may indicate a beneficial role for beliefs in predicting others’ intentions throughout development from an early age, supporting early ToM emergence².

² The actual dynamics may depend on the complexity of the environment (see Part 3, chapter 3.3 of this thesis).
Conclusions

• Learning explicit representations of others’ beliefs, taking a ‘like them’ approach, is beneficial for predicting others’ behaviours and results in improved accuracy of others’ intentions prediction.

• This effect is driven by multi-task-induced regularisation between beliefs and target processing, which results in faster learning with a lower number of training samples (i.e. more efficient learning).

• This beneficial effect follows a developmental trend, i.e. increasing impact seen with increasing experience. A plateau of maximum impact is reached, after which this decreases, while remaining important for improved performance.

• With respect to human behaviour, these results indicate that not only beliefs processing is computationally possible from an early age, but that it also beneficial towards predicting others’ behaviours. Overall, these findings support early Tom emergence and indicate it to be advantageous for understanding others.

3.2 Conditions which maximise multi-task-induced regularisation between target and beliefs processing

In the next studies, I explored the specific conditions in which including in the architecture the learning of explicit beliefs representations has the most beneficial effects towards predicting others’ intentions.
**Exp. 1: Target Visibility**

First, I conducted further testing on both architectures with simulations which varied according to whether the target was (or not) *visible* by the actor for the whole behavioural chunk processed by the “neural network observers”. In all cases, all distractor objects present in the environment were generated and randomly positioned within the actor’s field of view (FOV)\(^3\).

This current manipulation resulted in the following conditions: (1) Target *visible* + 3 Objects *visible*, and (2) Target *not visible* + 3 Objects *visible*. All trained neural networks (i.e. from both configurations and trained with different numbers of maps and initial weights) were tested for these new conditions. Results are summarised in Tables 22A,B.

---

\(^3\) The impact of also changing the number of steps done before or after seeing the target and the visibility of objects are investigated in the next studies (Exp. 2-6 of this chapter).
Tables 22. Best target prediction accuracies for the Beliefs vs NoBeliefs architectures by number of training maps in the conditions with 3 distractor objects visible and either target (A) visible and (B) not visible by the actor. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

### A. Target visible – 3 Objects visible

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL Average Acc (%)</th>
<th>BEL Variance</th>
<th>NoBEL Average Acc (%)</th>
<th>NoBEL Variance</th>
<th>BEL-NoBEL Percentage</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>79.33</td>
<td>48.59</td>
<td>81.17</td>
<td>2.97</td>
<td>-1.83</td>
<td>.286</td>
</tr>
<tr>
<td>10</td>
<td>85.50</td>
<td>0.97</td>
<td>84.89</td>
<td>0.58</td>
<td>0.61</td>
<td>.045</td>
</tr>
<tr>
<td>15</td>
<td>86.50</td>
<td>0.50</td>
<td>85.83</td>
<td>0.38</td>
<td>0.72</td>
<td>.005</td>
</tr>
<tr>
<td>20</td>
<td>87.11</td>
<td>0.22</td>
<td>86.56</td>
<td>0.26</td>
<td>0.56</td>
<td>.002</td>
</tr>
<tr>
<td>25</td>
<td>87.17</td>
<td>0.26</td>
<td>86.44</td>
<td>0.26</td>
<td>0.72</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30</td>
<td>87.33</td>
<td>0.24</td>
<td>86.61</td>
<td>0.25</td>
<td>0.72</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60</td>
<td>87.94</td>
<td>0.06</td>
<td>87.72</td>
<td>0.21</td>
<td>0.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>120</td>
<td>88.28</td>
<td>0.21</td>
<td>88.00</td>
<td>0.00</td>
<td>0.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>300</td>
<td>88.94</td>
<td>0.06</td>
<td>88.28</td>
<td>0.21</td>
<td>0.67</td>
<td></td>
</tr>
</tbody>
</table>

**avg.** 0.29  
**max.** 0.72

### B. Target not visible – 3 Objects visible

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL Average Acc (%)</th>
<th>BEL Variance</th>
<th>NoBEL Average Acc (%)</th>
<th>NoBEL Variance</th>
<th>BEL-NoBEL Percentage</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>37.44</td>
<td>96.97</td>
<td>38.56</td>
<td>31.44</td>
<td>-1.11</td>
<td>.681</td>
</tr>
<tr>
<td>10</td>
<td>52.61</td>
<td>29.31</td>
<td>48.83</td>
<td>17.44</td>
<td>3.78</td>
<td>.025</td>
</tr>
<tr>
<td>15</td>
<td>58.17</td>
<td>27.09</td>
<td>51.11</td>
<td>16.69</td>
<td>7.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20</td>
<td>56.94</td>
<td>8.29</td>
<td>54.17</td>
<td>12.85</td>
<td>2.78</td>
<td>.015</td>
</tr>
<tr>
<td>25</td>
<td>57.11</td>
<td>8.58</td>
<td>51.56</td>
<td>13.91</td>
<td>5.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30</td>
<td>56.22</td>
<td>8.18</td>
<td>53.22</td>
<td>6.42</td>
<td>3.00</td>
<td>.002</td>
</tr>
<tr>
<td>60</td>
<td>59.39</td>
<td>19.08</td>
<td>54.44</td>
<td>12.73</td>
<td>4.94</td>
<td>.001</td>
</tr>
<tr>
<td>120</td>
<td>59.39</td>
<td>13.08</td>
<td>55.11</td>
<td>10.46</td>
<td>4.28</td>
<td>.001</td>
</tr>
<tr>
<td>300</td>
<td>61.61</td>
<td>5.19</td>
<td>63.11</td>
<td>4.34</td>
<td>-1.50</td>
<td>.047</td>
</tr>
</tbody>
</table>

**avg.** 3.20  
**max.** 7.06

**BEL:** Beliefs architecture; **NoBEL:** NoBeliefs architecture
**Within-architectures analysis**

In this experiment, I observed a general increase in performance for both architectures when the target was *visible* by the actor compared to the original study 1 (Part 3, chapter 3.1) (~17% increase at 300 maps). In contrast, I found a decrease in performance when the target was *not visible* (~10% decrease at 300 maps) (see Tables 22A,B vs Table 20). These fluctuations in performance can be expected, considering that study 1 included a mix of cases with target *visible* and *not visible*, thus resulting in an average performance between the two conditions analysed in this experiment.

Overall, it is clear that behaviour prediction improves when the target is *visible* by the observed actor. These results may be explained by the fact that when the target is *visible*, the actor may be engaging in a “goal-oriented or directed” behaviour (i.e. covering the shortest path between positions), thus in an efficient way (Csibra & Gergely, 2007). In contrast, in the absence of a known target position, the actor’s navigation behaviour would rather be “information gathering” (e.g. target-seeking or exploration of a wider area, often not adopting the shortest path between visited positions) (Morash, 2016). Indeed, even an optimal explorative actor may perform u-turns, zigzag and spiralling movements to localize a target with an unknown position. As a result, an observer may be able to use this information to predict the actor’s behaviour. Specifically, it may be easier for an observer to predict the actor’s target when his behaviour is recognised to be *goal-directed*, as opposed to an *exploratory* behaviour, leading to improved performance. Interestingly, the neural networks

---

4 Indeed, in the testing set of study 1 (Part 3, chapter 3.1 of this thesis), a steps *visible* / steps *not visible* ratio of 1.35 : 1 was observed. Please note that the distribution of these conditions in the training set of study 1 is not known, thus the real effect of the gain in performance may be bigger than expected.
seemed to be able to recognise a difference between these two behaviours, resulting in different performances when the target was (or not) visible by the actor.

Between-architectures analysis

By manipulating whether the target was visible by the actor (Tables 22A,B), I identified a great advantage of including belief processing for intention prediction when the target was not visible and all distractor objects were visible (see also Figure 27). Indeed, a statistically significant big positive impact of including the Belief head in my architecture was observed in that condition, reaching up to 7.06% difference in target prediction accuracy ($p < .001$) compared to the NoBeliefs architecture (15 maps).

This result may be driven by the fact that beliefs collapse as redundant information on target position when the target is visible by the actor. Specifically, the actor’s goal-directed behaviour may provide enough information to an observer with regards to the actor’s target. Overall, a beneficial role for learning to explicitly represent beliefs, specifically towards exploratory behaviour, was here identified.
Figure 27. Visualisation of gain in performance driven by the Beliefs head, by number of training maps, in the experimental condition with 3 distractor objects visible and target visible vs not visible by the observed actor.

**Developmental analysis**

From a developmental perspective, results from this experiment indicate that the recognition and prediction of goal-directed, as opposed to exploratory, behaviours may be skills that develop earlier during development. Indeed, while target prediction accuracy improves with experience when observing an actor engaging in both behaviours, performance is always worse when interpreting *exploratory* behaviours.

Nonetheless, these results also suggest that being able to process beliefs may be mostly informative when observing actors engaging in *exploratory* behaviours, which significantly accelerate the learning process. In *exploratory* conditions, actors indeed need to rely more strongly on their beliefs; thus, if an observer is aware of them (i.e. is endowed with a ToM), a substantial gain in performance may be obtained.
Finally, with respect to the impact of explicitly learning beliefs, I also observed the same (although here less linear) developmental trend identified in study 1, with the highest impact of beliefs processing at a medium level of experience. These results thus support the previously identified dynamics of multi-task-induced regularisation. From a human developmental perspective, these findings support early development of beliefs representation and indicate their beneficial role towards interpreting behaviours of actors with partial knowledge about the environment and engaging in exploratory behaviours (especially when the observer has had some experience with similar situations).

Exp. 2: Steps-driven performance and Beliefs Processing

Next, I further assessing whether predictive performance was influenced by the number of steps performed by the observed actor and associated beliefs, both in the target visible and not visible conditions.

Specifically, I considered, for each given condition, a varying number of steps (from 1 to 5) in the agent’s simulated trajectories with target visible or not visible, resulting in the following conditions: Target visible and 5, 4, 3, 2, or 1 steps visible; Target not visible and 5, 4, 3, 2, or 1 steps not visible. This experiment was conducted for two sets of maps only, i.e. 25 and 120 maps. This choice was motivated by the fact that these were identified as the required number of maps for Beliefs to be most influential (to peak) and to decrease consistently from the peak, respectively, in study 1. Therefore, these were considered to well represent the window of experience during
which the main changes in the previously identified (developmental) trend occurred. Results are shown in Tables 23A,B.
Tables 23. Best target prediction accuracies for the Beliefs vs NoBeliefs architectures based on target visibility and number of past steps with target visibility, when considering (A) 25 train maps and (B) 120 train maps. Best target prediction accuracies from an adaptive architecture are also presented in the condition with 120 train maps (B). Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

A.

<table>
<thead>
<tr>
<th>Target visible</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>5 past steps with target visible</td>
<td>89.83</td>
<td>4.38</td>
<td>89.67</td>
<td>10.71</td>
</tr>
<tr>
<td>4 past steps with target visible</td>
<td>90.50</td>
<td>1.72</td>
<td>90.94</td>
<td>5.00</td>
</tr>
<tr>
<td>3 past steps with target visible</td>
<td>91.89</td>
<td>2.10</td>
<td>92.22</td>
<td>3.36</td>
</tr>
<tr>
<td>2 past steps with target visible</td>
<td>97.78</td>
<td>0.18</td>
<td>97.78</td>
<td>0.18</td>
</tr>
<tr>
<td>1 past step with target visible</td>
<td>96.56</td>
<td>0.26</td>
<td>96.56</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Target not visible

<table>
<thead>
<tr>
<th>Target not visible</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>5 past steps with target not visible</td>
<td>55.67</td>
<td>2.12</td>
<td>52.22</td>
<td>3.48</td>
</tr>
<tr>
<td>4 past steps with target not visible</td>
<td>55.83</td>
<td>1.68</td>
<td>52.72</td>
<td>2.45</td>
</tr>
<tr>
<td>3 past steps with target not visible</td>
<td>53.44</td>
<td>0.85</td>
<td>51.06</td>
<td>3.11</td>
</tr>
<tr>
<td>2 past steps with target not visible</td>
<td>50.18</td>
<td>1.28</td>
<td>48.33</td>
<td>3.29</td>
</tr>
<tr>
<td>1 past step with target not visible</td>
<td>46.22</td>
<td>1.71</td>
<td>44.39</td>
<td>4.37</td>
</tr>
</tbody>
</table>
### B.

<table>
<thead>
<tr>
<th>Target visible</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
<th>Adaptive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>BEL-NoBEL</td>
</tr>
<tr>
<td>5 past steps with target visible</td>
<td>91.61</td>
<td>2.84</td>
<td>92.44</td>
<td>2.61</td>
<td>-0.83</td>
</tr>
<tr>
<td>4 past steps with target visible</td>
<td>92.61</td>
<td>2.02</td>
<td>92.94</td>
<td>0.88</td>
<td>-0.33</td>
</tr>
<tr>
<td>3 past steps with target visible</td>
<td>93.89</td>
<td>1.52</td>
<td>94.33</td>
<td>0.82</td>
<td>-0.44</td>
</tr>
<tr>
<td>2 past steps with target visible</td>
<td>98.11</td>
<td>0.10</td>
<td>98.00</td>
<td>0.00</td>
<td>0.11</td>
</tr>
<tr>
<td>1 past step with target visible</td>
<td>97.78</td>
<td>0.18</td>
<td>97.78</td>
<td>0.18</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target not visible</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 past steps with target not visible</td>
<td>58.33</td>
<td>1.53</td>
<td>56.89</td>
<td>1.16</td>
</tr>
<tr>
<td>4 past steps with target not visible</td>
<td>57.89</td>
<td>1.40</td>
<td>56.28</td>
<td>1.27</td>
</tr>
<tr>
<td>3 past steps with target not visible</td>
<td>55.44</td>
<td>2.50</td>
<td>53.78</td>
<td>2.07</td>
</tr>
<tr>
<td>2 past steps with target not visible</td>
<td>52.00</td>
<td>2.71</td>
<td>50.56</td>
<td>2.61</td>
</tr>
<tr>
<td>1 past step with target not visible</td>
<td>47.78</td>
<td>3.01</td>
<td>47.06</td>
<td>3.11</td>
</tr>
</tbody>
</table>

**BEL**: Beliefs architecture; **NoBEL**: NoBeliefs architecture

### Within-architectures analysis

Tables 23A,B show a striking difference in performance between the target visible vs not visible conditions (see also Figure 28 for an example visualisation of this data), in both architectures and regardless of the number of maps, supporting findings from Exp.1 ("Target visibility"). Specifically, better performance is achieved in both the
Beliefs and NoBeliefs architectures in the conditions with the target visible, as opposed to not visible.

More in detail, when the target is not visible by the actor (thus during exploratory behaviours), target prediction performance increases with an increasing number of steps with target not visible by the actor (see Figure 28). This is valid for both architectures and regardless of the number of maps. These results therefore suggest that the more steps the actor performs while the target is not visible (thus showing exploratory behaviour), the easier it is for an observer to predict his behaviour. This is probably due to additional information made available to the observer during such exploratory behaviour. For example, distractor objects neglected by the actor in additional steps can be discarded as non-targets. In contrast, with fewer steps, only a limited area can be covered by the actor’s FOV and the same probability of being the target is assigned to the objects outside of his FOV. Note that the current architecture has a limit of 5 steps in memory. Actor’s object neglect as a source of information during goal-directed and exploratory behaviours is further assessed in the next experiments.

When the target is visible (thus during goal-directed behaviours), target prediction performance decreases with an increasing number of steps with the target visible by the actor instead. However, this is not a linear relationship, as an increase from 1 to 2 steps with target visible is seen (see Figure 28). This is valid for both architectures and regardless of the number of maps. These results indicate that it is easier for an observer to predict the behaviour of an actor who has seen his target for a couple of steps (e.g. 1 vs 2 steps). However, if the actor completes several steps with a visible target, it may become challenging for an observer to predict his target, considering that the actor should take the most efficient path to the target once visible
(thus showing a goal-directed behaviour). This is something that remains consistent with increasing experience.

**Figure 28.** Example visualisation of the steps-driven performance in the *Beliefs* architecture based on actor’s target visibility, by number of steps completed by the actor given the target visibility condition. Average target prediction accuracy at each number of steps.

**Between-architectures analysis**

Tables 23A,B indicate that the role of beliefs for behaviour prediction becomes once again more evident in conditions with target *not visible* (thus during exploratory behaviours) where the *Beliefs* architecture significantly outperforms the *NoBeliefs* architecture (maximum gain in performance: 3.4%, \( p < .001 \), 5 past steps with target

---

5 Based on a follow-up analysis of steps statistics (see supplementary material 1), this condition happens very rarely in my simulated trajectories, as the actor generally takes a direct path to the target once *visible*. Therefore, this confirms that conditions with an additional number of steps with target *visible* may confuse the observer and render behaviour prediction more challenging.
not visible, 25 train maps) (see also Figure 29). Furthermore, this seems to follow a trend: the gain in performance driven by beliefs processing seems to increase with an increasing number of steps when the target is not visible, regardless of the number of maps.

In contrast, when the target is visible by the actor (thus during goal-directed behaviour), target prediction accuracies reached with the Beliefs architecture are the same or worse than those obtained with the NoBeliefs architecture (maximum decrease in performance due to beliefs processing: ~ -0.8%, \( p = .139 \), 5 past steps with target visible, 120 maps). However, none of these results are statistically significant; therefore, further studies are warranted to elucidate the role of beliefs processing for step-driven target prediction performance when the target is visible. Nonetheless, a possible explanation for these results is the following. When the target is visible by the actor, beliefs are substantially redundant with the target position output (and related training signal) and their contribution to multi-task-induced regularisation may thus be limited. Therefore, an absence of substantial difference in performance between the two architectures when the target is visible is expected.

Overall, these findings suggest that there is an increasing role for beliefs processing (towards predicting others’ behaviour) when the observed actor has not seen the target and has interacted with the environment for a longer period of time. This increasing role of beliefs processing with time may also be a result of the low informativity of beliefs at the beginning of the trial, when their information is redundant with the current actor’s position but still informative with respect to the actor’s FOV. In other words, beliefs are mostly beneficial in exploratory behaviours, especially following longer exploration.
Figure 29. Visualisation of gain in performance driven by beliefs processing based on target visibility and number of past steps with the given target visibility, when considering 25 train maps.

**Developmental analysis**

A developmental trend can be observed in both performance and beliefs impact (when the target is *not visible*) on behaviour prediction, with the former improving with increasing experience and the latter decreasing at extensive experience (see Tables 23A vs 23B). These results resonate with those from my previous studies in that, while experience helps with target prediction, learning beliefs and the regularisation effect it introduces in this architecture becomes less informative at extensive experience.

In order to further assess learning through multi-task-induced regularisation, I compared the gain in performance between the above conditions and an “adaptive” network (120 train maps) (see Table 23B). In more detail, the “adaptive” architecture would activate (or not) the Belief *head* based on the characteristics of the environment identified in the steps-driven performance experiments. The Belief *head* would be
activated and used to learn and predict target accuracy only when the target was not visible by the agent or visible from less than 3 steps. The results from the adaptive network (see column “adaptive” in Table 23B) are similar to those obtained from the architecture with the sole beliefs processing (Beliefs architecture), suggesting an absence of additional gain in performance with an adaptive, hybrid architecture. This may be due to (a) having selected a developmental phase for which the belief contribution was already strongly reduced, and (b) different distribution of the training and test datasets with regards to the number of samples including visible and not visible target. Nonetheless, this result, together with the steps-driven performance results above, suggests that the actual gain in performance seen for the Beliefs vs NoBeliefs architectures is driven by the learning and processing of beliefs when they are not redundant.

**Exp. 3: Visual crowding when target is not visible and Beliefs processing**

Next, I further explored the impact of beliefs on performance in the target not visible condition when a varying number of distractor objects (3, 2, 1, or 0) were visible by the actor. I call this condition “visual crowding”. The rationale for conducting this experiment was the following.

Having a high number of distractor objects visible by the actor (visual crowding) when the target is not visible may on the one hand result in (H1) confusion in the target prediction process, possibly due to an acquired “target-close-to-actor” bias. On the other hand, it may result in (H2) improved target prediction performance if relying on the actor’s behaviour who is seen neglecting such distractors. This latter hypothesis is driven by the fact that, even when considering the optimal target recognition
process, only objects *visible* by the actor can be discarded by the observer and considered non-target on the basis of the actor’s behaviour. In contrast, distractor objects that are *not visible* by the actor would not be discarded and would continue to confuse the observer.

In line with this, as seen in the previous experiments, the actor’s navigation behaviour changes based on whether the target is *visible* or *not visible* by the actor. When the target is *not visible* by the actor, his exploratory behaviour may be a source of information that, if recognised and distinguished from goal-directed behaviour, can be used by the observer to discard objects currently *visible* by the actor as non-targets.

Given that, in the previous experiments, the impact of belief learning on target prediction was found to be stronger in the target *not visible* condition, thus pointing to a higher efficiency with exploratory behaviours, I expect the second hypothesis (H2) to be stronger in belief learning architectures (i.e. the Beliefs architecture).

To assess this, all trained neural networks (i.e. from both configurations and trained with different numbers of maps and initial weights) were tested for the following new conditions: (1) Target *not visible* + 3 Objects *visible*, (2) Target *not visible* + 2 Objects *visible*, (3) Target *not visible* + 1 Object *visible*, (4) Target *not visible* + No Objects *visible*. *Visible* and *not visible* distractor objects were generated and randomly located within and out of the actor’s FOV, respectively. Results are summarised in Tables 24A-D.
Tables 24. Best target prediction accuracies for the Beliefs vs NoBeliefs architectures by number of training maps in the conditions with the target not visible by the actor and (A) 3, (B) 2, (C) 1, and (D) No distractor objects visible. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

A.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>37.44</td>
<td>96.97</td>
<td>38.56</td>
<td>31.44</td>
<td>-1.11</td>
<td>.681</td>
</tr>
<tr>
<td>10</td>
<td>52.61</td>
<td>29.31</td>
<td>48.83</td>
<td>17.44</td>
<td>3.78</td>
<td>.025</td>
</tr>
<tr>
<td>15</td>
<td>58.17</td>
<td>27.09</td>
<td>51.11</td>
<td>16.69</td>
<td>7.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20</td>
<td>56.94</td>
<td>8.29</td>
<td>54.17</td>
<td>12.85</td>
<td>2.78</td>
<td>.015</td>
</tr>
<tr>
<td>25</td>
<td>57.11</td>
<td>8.58</td>
<td>51.56</td>
<td>13.91</td>
<td>5.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30</td>
<td>56.22</td>
<td>8.18</td>
<td>53.22</td>
<td>6.42</td>
<td>2.94</td>
<td>.002</td>
</tr>
<tr>
<td>60</td>
<td>59.39</td>
<td>19.08</td>
<td>54.44</td>
<td>12.73</td>
<td>4.94</td>
<td>.001</td>
</tr>
<tr>
<td>120</td>
<td>59.39</td>
<td>13.08</td>
<td>55.11</td>
<td>10.46</td>
<td>4.28</td>
<td>.001</td>
</tr>
<tr>
<td>300</td>
<td>61.61</td>
<td>5.19</td>
<td>63.11</td>
<td>4.34</td>
<td>-1.50</td>
<td>.047</td>
</tr>
</tbody>
</table>

avg. 3.20  
max. 7.06

B.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>32.22</td>
<td>50.65</td>
<td>34.33</td>
<td>14.59</td>
<td>-2.11</td>
<td>.278</td>
</tr>
<tr>
<td>10</td>
<td>41.83</td>
<td>9.91</td>
<td>40.67</td>
<td>9.88</td>
<td>1.17</td>
<td>.274</td>
</tr>
<tr>
<td>15</td>
<td>45.28</td>
<td>10.21</td>
<td>42.33</td>
<td>10.35</td>
<td>2.94</td>
<td>.009</td>
</tr>
<tr>
<td>20</td>
<td>44.89</td>
<td>5.99</td>
<td>44.61</td>
<td>10.37</td>
<td>0.28</td>
<td>.773</td>
</tr>
<tr>
<td>25</td>
<td>45.11</td>
<td>4.22</td>
<td>42.22</td>
<td>7.01</td>
<td>2.89</td>
<td>.001</td>
</tr>
<tr>
<td>30</td>
<td>44.11</td>
<td>3.87</td>
<td>43.56</td>
<td>4.26</td>
<td>0.56</td>
<td>.414</td>
</tr>
<tr>
<td>60</td>
<td>46.22</td>
<td>8.77</td>
<td>44.50</td>
<td>7.68</td>
<td>1.72</td>
<td>.080</td>
</tr>
<tr>
<td>120</td>
<td>47.33</td>
<td>5.18</td>
<td>44.44</td>
<td>6.14</td>
<td>2.89</td>
<td>.001</td>
</tr>
<tr>
<td>300</td>
<td>47.89</td>
<td>3.75</td>
<td>47.67</td>
<td>2.47</td>
<td>0.22</td>
<td>.708</td>
</tr>
</tbody>
</table>

avg. 1.17  
max. 2.94
C.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
</tr>
<tr>
<td>5</td>
<td>29.28</td>
<td>31.75</td>
<td>5.00</td>
<td>2.47</td>
</tr>
<tr>
<td>10</td>
<td>36.44</td>
<td>36.39</td>
<td>6.02</td>
<td>0.06</td>
</tr>
<tr>
<td>15</td>
<td>39.22</td>
<td>38.00</td>
<td>4.94</td>
<td>1.22</td>
</tr>
<tr>
<td>20</td>
<td>39.50</td>
<td>39.56</td>
<td>6.03</td>
<td>-0.06</td>
</tr>
<tr>
<td>25</td>
<td>39.33</td>
<td>38.39</td>
<td>3.78</td>
<td>0.94</td>
</tr>
<tr>
<td>30</td>
<td>38.72</td>
<td>39.17</td>
<td>2.74</td>
<td>-0.44</td>
</tr>
<tr>
<td>60</td>
<td>40.11</td>
<td>40.11</td>
<td>4.69</td>
<td>0.00</td>
</tr>
<tr>
<td>120</td>
<td>41.11</td>
<td>39.67</td>
<td>3.65</td>
<td>1.44</td>
</tr>
<tr>
<td>300</td>
<td>41.39</td>
<td>40.44</td>
<td>1.79</td>
<td>0.94</td>
</tr>
</tbody>
</table>

avg. 0.18
max. 1.44

D.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
</tr>
<tr>
<td>5</td>
<td>27.33</td>
<td>31.11</td>
<td>11.52</td>
<td>-3.78</td>
</tr>
<tr>
<td>10</td>
<td>33.22</td>
<td>34.11</td>
<td>4.22</td>
<td>-0.89</td>
</tr>
<tr>
<td>15</td>
<td>35.72</td>
<td>35.56</td>
<td>2.73</td>
<td>0.17</td>
</tr>
<tr>
<td>20</td>
<td>36.17</td>
<td>36.83</td>
<td>4.38</td>
<td>-0.67</td>
</tr>
<tr>
<td>25</td>
<td>36.22</td>
<td>36.28</td>
<td>2.33</td>
<td>-0.06</td>
</tr>
<tr>
<td>30</td>
<td>35.94</td>
<td>36.67</td>
<td>2.47</td>
<td>-0.72</td>
</tr>
<tr>
<td>60</td>
<td>36.22</td>
<td>37.67</td>
<td>2.35</td>
<td>-1.44</td>
</tr>
<tr>
<td>120</td>
<td>37.06</td>
<td>37.61</td>
<td>2.37</td>
<td>-0.56</td>
</tr>
<tr>
<td>300</td>
<td>36.50</td>
<td>36.50</td>
<td>0.97</td>
<td>0.00</td>
</tr>
</tbody>
</table>

avg. -0.88
max. 0.17

BEL: Beliefs architecture; NoBEL: NoBeliefs architecture
Within-architectures analysis

In Tables 24A-D, when the target is not visible by the actor, having an increasing number of objects in the actor’s FOV (visual crowding) improves predictive performance, regardless of the architecture and the number of train maps or experience (see also Figures 30A-D for a visualisation of the effect of visual crowding on predictive performance when the target is not visible). In more detail, from the condition with No6 to 3 objects visible by the actor and target not visible, performances increase by ~21% and ~15% in the Beliefs and NoBeliefs architectures, respectively (when considering 25 train maps).

This may be possibly driven by a relationship between the informativity of objects and actor’s behaviours resulting in improved target prediction, supporting hypothesis (H2). Indeed, if objects were visible by the actor and one of them was his target, the actor would engage in a goal-directed behaviour. However, considering that in this experiment the actor has an exploratory behaviour (target not visible condition), an observer that recognises such behaviour can conclude that those distractor objects are non-target. Specifically, prediction of object neglect may be considered a very informative strategy when predicting the behaviour of an actor who does not hold all the information regarding an environment. The influence of object neglect strategy when predicting others’ targets, as well as the relationship with beliefs processing and

6 Condition (4) Target not visible + No Objects visible did not result in average 25% target prediction accuracy in neither of the architectures, as one would expect considering that the actor in this condition is not able to see any object nor the target. Indeed, the actor’s behaviour should be considered random by the observer in this condition, and equal probabilities of being targets should be assigned to all objects. I reasoned that this may be a result of some of the distractor objects being in the past trajectory of the actor. This would mean that such objects were visible by the actor in previous steps and neglected, representing a valuable piece of information for the observer. I conducted a further experiment to validate this hypothesis. Specifically, I ensured that none of the objects would be in the actor’s previous steps (thus visible in previous steps). As a result, equal probabilities of being targets (~25%) were assigned to all objects in this implementation (see supplementary material 2).
behaviour recognition, was further tested in Exp. 5 ("Object Neglect and Beliefs Processing"), where all objects were placed in the past trajectory of the actor.

Figures 30. Visualisation of the effect of visual crowding on predictive performance of the Beliefs and NoBeliefs architectures when the target is not visible by the actor. Specifically, lower target prediction accuracies are observed in both architectures from (A) 3 objects visible by the actor to (B) 2 objects visible, (C) 1 object visible, and (D) No objects visible, regardless of the number of maps (average target prediction accuracy at each number of train maps); *: significant at the .05 level (2-tailed); **: significant at the .01 level (2-tailed); ***: significant at the .001 level (2-tailed).
Between-architectures analysis

In Tables 24A-D, I continued to observe a role for beliefs in all conditions and number of maps (except for 5 maps). This seemed to increase (as well as statistical significance) with an increasing number of visible objects (i.e. higher effect during visual crowding). It instead reached similar or worse target prediction accuracies to the NoBeliefs architecture in the condition (4) Target not visible + No Objects visible (see Figure 32). However, statistical significance was observed to decrease with a decreasing number of objects, thus suggesting that the apparent negative effect of beliefs is not as relevant and that beliefs may at least not be harmful.

Overall, the role of beliefs for behaviour prediction when the target is not visible seems to be related to the recognition of the actor’s exploratory behaviour, which in turn results in prediction of object neglect strategy mentioned earlier. Specifically, when the target is not visible, the actor’s beliefs are spread over the parts of the environment that are yet to be seen by the actor. When distractor objects are visible and the actor does not engage in goal-directed behaviour, an observer can consider those objects as neglected by the actor, thus aiding target prediction. The variable impact of beliefs by number of neglected objects in this experiment can be explained by the fact that object neglect takes place only when distractor objects are visible by the actor. Therefore, any gain in prediction resulting from prediction of object neglect decreases with a decreasing number of visible distractors. Overall, these results confirm that, during visual crowding and when the target is not visible by the actor, the effect of beliefs through behaviour interpretation may be that of reducing a target-close-to-actor bias (see also Exp. 5 “Object Neglect and Beliefs Processing” below).
Developmental analysis

From a developmental perspective, better target prediction accuracy was found with increasing experience in both architectures in all conditions, once again confirming the role of experience for improved target prediction and extending this to visual crowding during exploratory behaviour.

In addition, these results are coherent with the developmental trend seen in the previous experiments with respect to the impact of beliefs on target prediction. Indeed, when considering the condition in which beliefs were most impactful (i.e. Target not visible and 3 Objects visible), the gain in performance driven by beliefs processing was highest at a medium level of experience. Overall, this suggests that the developmental trend extends to visual crowding when target is not visible by the actor.

Exp. 4: Visual crowding when target is visible and Beliefs processing

In this experiment, I assessed whether the above strategy is also utilised to predict the actor’s intentions with target visible, as well as whether processing beliefs would result in different performance in this condition. The rationale for conducting this experiment was that the dynamics identified in the previous experiments (i.e. an advantage of processing beliefs, as well as an informative role of visible objects by the actor) may change when trying to predict the intentions of an actor that is in close proximity, and thus can see, his target.

Similarly to the previous experiment (Exp. 3), a valid hypothesis (H1) is that the presence of distractor objects visible by the actor may confuse the observer when the target is also visible. However, in contrast to the previous experiment, discarding such
distractor objects as potential targets based on an exploratory behaviour of the actor (H2) is not possible in the current experiment. Indeed, in the condition here assessed the actor would instead show a goal-oriented behaviour, at least for the latest chunk of the observed trajectory. As a result, less information may be extracted from the proximity of distractor objects to the actor.

As in the previous experiment, I tested this by including a variable number of distractor objects in the environment in the actor’s FOV; however, in this case, the target was also visible by the actor. This resulted in the following conditions: (1) Target visible + 3 Objects visible, (2) Target visible + 2 Objects visible, (3) Target visible + 1 Object visible, (4) Target visible + No Objects visible. Visible and not visible distractor objects were generated and randomly located within and out of the actor’s FOV, respectively. Results are shown in Tables 25A-D below.
Tables 25. Best target prediction accuracies for the Beliefs vs NoBeliefs architectures by number of training maps in the conditions with the target visible by the actor and 
(A) 3, (B) 2, (C) 1, and (D) No distractor objects visible. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

A.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>79.33</td>
<td>48.59</td>
<td>81.17</td>
<td>2.97</td>
</tr>
<tr>
<td>10</td>
<td>85.50</td>
<td>0.97</td>
<td>84.89</td>
<td>0.58</td>
</tr>
<tr>
<td>15</td>
<td>86.50</td>
<td>0.50</td>
<td>85.83</td>
<td>0.38</td>
</tr>
<tr>
<td>20</td>
<td>87.11</td>
<td>0.22</td>
<td>86.56</td>
<td>0.26</td>
</tr>
<tr>
<td>25</td>
<td>87.17</td>
<td>0.26</td>
<td>86.44</td>
<td>0.26</td>
</tr>
<tr>
<td>30</td>
<td>87.33</td>
<td>0.24</td>
<td>86.61</td>
<td>0.25</td>
</tr>
<tr>
<td>60</td>
<td>87.95</td>
<td>0.06</td>
<td>87.72</td>
<td>0.21</td>
</tr>
<tr>
<td>120</td>
<td>88.28</td>
<td>0.21</td>
<td>88.00</td>
<td>0.00</td>
</tr>
<tr>
<td>300</td>
<td>88.94</td>
<td>0.06</td>
<td>88.28</td>
<td>0.21</td>
</tr>
</tbody>
</table>

avg. 0.29 
max. 0.72

B.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>80.56</td>
<td>55.08</td>
<td>82.50</td>
<td>3.32</td>
</tr>
<tr>
<td>10</td>
<td>86.94</td>
<td>1.00</td>
<td>86.61</td>
<td>0.72</td>
</tr>
<tr>
<td>15</td>
<td>88.22</td>
<td>0.65</td>
<td>87.56</td>
<td>0.26</td>
</tr>
<tr>
<td>20</td>
<td>89.06</td>
<td>0.17</td>
<td>88.22</td>
<td>0.18</td>
</tr>
<tr>
<td>25</td>
<td>89.17</td>
<td>0.15</td>
<td>88.28</td>
<td>0.33</td>
</tr>
<tr>
<td>30</td>
<td>89.44</td>
<td>0.26</td>
<td>88.53</td>
<td>0.26</td>
</tr>
<tr>
<td>60</td>
<td>90.06</td>
<td>0.29</td>
<td>89.89</td>
<td>0.10</td>
</tr>
<tr>
<td>120</td>
<td>90.72</td>
<td>0.21</td>
<td>90.28</td>
<td>0.21</td>
</tr>
<tr>
<td>300</td>
<td>91.28</td>
<td>0.21</td>
<td>90.94</td>
<td>0.06</td>
</tr>
</tbody>
</table>

avg. 0.29 
max. 0.92
C.

### Target visible – 1 Object visible

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>82.44</td>
<td>56.97</td>
<td>84.17</td>
<td>5.68</td>
</tr>
<tr>
<td>10</td>
<td>89.22</td>
<td>1.59</td>
<td>88.56</td>
<td>1.56</td>
</tr>
<tr>
<td>15</td>
<td>90.39</td>
<td>1.66</td>
<td>89.94</td>
<td>0.53</td>
</tr>
<tr>
<td>20</td>
<td>91.50</td>
<td>0.26</td>
<td>90.33</td>
<td>0.35</td>
</tr>
<tr>
<td>25</td>
<td>91.78</td>
<td>0.30</td>
<td>90.89</td>
<td>0.81</td>
</tr>
<tr>
<td>30</td>
<td>92.17</td>
<td>0.38</td>
<td>91.24</td>
<td>0.32</td>
</tr>
<tr>
<td>60</td>
<td>92.78</td>
<td>0.54</td>
<td>92.83</td>
<td>0.15</td>
</tr>
<tr>
<td>120</td>
<td>93.56</td>
<td>0.38</td>
<td>93.33</td>
<td>0.24</td>
</tr>
<tr>
<td>300</td>
<td>94.17</td>
<td>0.15</td>
<td>94.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg.</td>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>max.</td>
<td>1.17</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Target visible – No Objects visible

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>84.17</td>
<td>65.68</td>
<td>86.06</td>
<td>8.17</td>
</tr>
<tr>
<td>10</td>
<td>91.61</td>
<td>2.13</td>
<td>91.00</td>
<td>2.24</td>
</tr>
<tr>
<td>15</td>
<td>92.89</td>
<td>2.10</td>
<td>92.56</td>
<td>0.73</td>
</tr>
<tr>
<td>20</td>
<td>94.17</td>
<td>0.50</td>
<td>93.11</td>
<td>1.16</td>
</tr>
<tr>
<td>25</td>
<td>94.72</td>
<td>0.68</td>
<td>93.72</td>
<td>1.62</td>
</tr>
<tr>
<td>30</td>
<td>95.33</td>
<td>0.47</td>
<td>94.24</td>
<td>0.32</td>
</tr>
<tr>
<td>60</td>
<td>95.78</td>
<td>0.89</td>
<td>96.00</td>
<td>0.35</td>
</tr>
<tr>
<td>120</td>
<td>96.39</td>
<td>0.60</td>
<td>96.78</td>
<td>0.30</td>
</tr>
<tr>
<td>300</td>
<td>97.06</td>
<td>0.29</td>
<td>97.22</td>
<td>0.18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg.</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>max.</td>
<td>1.10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

BEL: *Beliefs* architecture; NoBEL: *NoBeliefs* architecture
Within-architectures analysis

In Tables 25A-D, a general opposite trend is seen within-architectures compared to the previous experiment (Exp. 3). Specifically, when the target is *visible* by the actor, having less *visible* objects in the actor’s FOV (no visual crowding) improves predictive performance, regardless of the architecture and the number of maps or experience (see also Figures 31A-D for a visualisation of the effect of visual crowding on predictive performance when the target is *visible*). In more detail, from the condition with 3 to No objects *visible* by the actor (and target *visible*), performances increase by ~7% in both the Beliefs and NoBeliefs architectures, when considering 25 train maps.

I hypothesised this to be a result of object *alignment* with the target, which could confuse an observer on which is the real target of an actor and thus lead to poorer performance, regardless of the number of maps or experience. Alignment is expected to be more relevant when the target is *visible* (i.e. during goal-directed behaviours), as approaching an object may look intentional and not casual. Overall, this interpretation would suggest that the observer was able to recognise the goal-directed behaviour of the actor, but that however was unsure on which was the actor’s target, likely due to object-target alignment.

Furthermore, the opposite results seen here compared to the previous experiment (Exp. 3) may also be explained by a relationship between alignment and predicted object neglect. Specifically, when the target is *not visible* by the actor, thus during exploratory behaviours, aligned objects which are *visible* by the actor may be considered neglected by an observer (see Exp. 3). In contrast, when the target is *visible* by the actor, thus during goal-directed behaviours, the presence of aligned
objects would be more ambiguous and render it more challenging to differentiate them from the target, given that these are on the actor’s future efficient path (see current experiment). Therefore, it may be important for the observer to (a) distinguish between actor’s goal-oriented behaviours (i.e. with visible target) and exploratory ones (i.e. when target is not yet visible) and (b) evaluate the target-approaching behaviours of the actor differently in the two cases. The hypothesis of a negative effect of object alignment with target on prediction of the actor’s intentions, as well as the role of beliefs processing and behaviour prediction were further tested in Exp. 6 (“Object Alignment and Beliefs Processing”), where all objects were placed in the future actor’s trajectory.
Figures 31. Visualisation of the effect of visual crowding on predictive performance of the Beliefs and NoBeliefs architectures when the target is visible by the actor. Specifically, higher target prediction accuracies are observed in both architectures from (A) 3 objects visible by the actor to (B) 2 objects visible, (C) 1 object visible, and (D) No objects visible, regardless of the number of maps. Average target prediction accuracy at each number of train maps; *: significant at the .05 level (2-tailed); **: significant at the .01 level (2-tailed); ***: significant at the .001 level (2-tailed).
Between-architectures analysis

Tables 25A-D show a statistically significant positive role for beliefs with all numbers of maps (except for 5 and 60 maps) when all the distractor objects were visible by the actor. This gain in significance, but not the magnitude, seemed to increase with the number of visible distractor objects (visual crowding) (see Tables 25A-D). However, this effect was less strong that the one observed in the previous experiment (Exp. 3) where the target was not visible (maximum gain in performance driven by beliefs processing: 1.17 vs 7.06%, respectively) (see Figure 32). Overall, these results suggest that the multi-task-induced regularisation effect earlier identified during visual crowding remains valid also when the target is visible, although this is much stronger when the target is not visible.

![Figure 32](image_url). Gain in performance driven by beliefs processing based on the number of distractor objects visible by the actor when the target is visible vs not visible.
More in detail, when the target is visible by the actor, the gain in performance obtained from learning beliefs does not substantially differ when changing the number of visible distractor objects. This is in line with my previous findings of a limited impact of beliefs on goal-directed behaviours. However, beliefs show on average a higher significance when more distractor objects are visible (see Figures 31).

The reason behind these results may lie in the fact that, considering that the network input consists also of the actor’s past steps and that these may include steps where the target was not yet visible, the observer may have seen the actor previously engaging in an explorative behaviour. My previous experiments indicate that belief processing is helpful for predicting explorative behaviours, allowing the observer to discard distractors close to the actor that can be considered neglected. Thus, the more objects are visible by the actor, the better the observer can predict them as neglected. This is likely due to a reduction of the harm of the “target-close-to-actor” bias which may occur with visible objects. Indeed, this bias is only helpful if the object next to the actor is the actual target. If this were the case, I would expect beliefs processing to be beneficial when the target is visible and objects are visible and when the aligned distractors are close enough to the actor to predict their neglect. When they are far, they would be difficult to discard based on the earlier-observed exploratory behaviour, as they were likely not in the actor’s FOV. This hypothesis was further investigated in Exp. 6 below ("Object Alignment and Beliefs Processing"), where all objects were placed in the future trajectory of the actor, closer or farther away from the actor.
**Developmental analysis**

From a developmental perspective, better target prediction accuracy was found with increasing experience in both architectures in all conditions, once again confirming the role of experience for improved behaviour prediction and extending this to visual crowding during goal-directed behaviour.

Furthermore, these results are coherent with the developmental trend observed in previous experiments with respect to the impact of beliefs on target prediction. Indeed, when considering the condition in which beliefs were most impactful (i.e. Target visible and 3 Objects visible), the gain in performance driven by beliefs processing was highest at a medium level of experience, although this is limited (e.g. see Table 25D).

---

**Exp. 5: Object Neglect and Beliefs Processing**

In order to further investigate the relationship between beliefs processing, recognition of actor’s behaviour, and detection of object neglect for target prediction, I conducted a separate experiment in an environment built for assessing object neglect. Specifically, a varying number of the three objects present in the environment, in addition to the target object, were placed in the last past steps of the actor. The objects being in the actor’s past trajectory meant that such objects were seen and neglected by the actor during previous steps, thus providing clear additional information to the observer with regards to the actor’s target identity. This experiment investigated the ability of the architectures to exploit this information. Furthermore, to determine whether detection of object neglect may have a role also when the target is visible, which may have influenced my previous results, this condition was also assessed.
Therefore, the following conditions were included in this experiment: (1) Target \textit{visible} + 3 Objects neglected, (2) Target \textit{visible} + 2 Objects neglected, (3) Target \textit{visible} + 1 Object neglected, (4) Target \textit{not visible} + 3 Objects neglected, (5) Target \textit{not visible} + 2 Objects neglected, (6) Target \textit{not visible} + 1 Object neglected. As above, this experiment was conducted for two sets of maps only, i.e. 25 and 120 maps. Distractor objects not placed in the past trajectory (i.e. conditions 2, 3, 5, 6) were randomly located outside the past trajectory and out of the actor's FOV. Results are shown in Tables 26A-D below.
Tables 26. Best target prediction accuracies for the Beliefs vs NoBeliefs architectures in the conditions with varying number of neglected objects and target visible by the actor (25 maps (A), 120 maps (C)) or target not visible by the actor (25 maps (B), 120 maps (C)). Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

<table>
<thead>
<tr>
<th>Objects Neglected (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>99.00</td>
<td>99.00</td>
<td>0.00</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>98.89</td>
<td>98.44</td>
<td>0.26</td>
<td>0.44</td>
</tr>
<tr>
<td>1</td>
<td>97.72</td>
<td>96.67</td>
<td>0.59</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Bel: Beliefs architecture; NoBel: NoBeliefs architecture
Within-architectures analysis

In both architectures, an increasing number of objects neglected (both when the target was or was not visible) leads to better performance, regardless of the number of maps or experience. This effect was most obvious for the conditions in which the target was not visible (4-6), although the NoBeliefs architecture was found to overfit in this condition. Specifically, up to ~2% improved performance was seen when target was visible vs ~14% when target was not visible (when discarding cases with high variance). These results support my interpretation of the previous data, in that detection of object neglect is a factor guiding target prediction in both goal-directed and exploratory behaviours, although with a bigger impact on the latter. Furthermore, these results suggest that the neural networks were able to detect object neglect and use this information for guiding target prediction.

Interestingly, when comparing the present results with those from the experiments of visual crowding with target not visible (Exp. 3) and visible (Exp. 4), I could further confirm the hypothesised effect of detection of object neglect on target prediction, especially when the target is not visible by the actor (see Table 27 below).
Table 27. Gain in performance in the Beliefs and NoBeliefs architectures resulting from one object neglected compared to No or one object in the actor’s FOV, both by target visibility and number of maps.

<table>
<thead>
<tr>
<th></th>
<th>One Object Neglected vs No Objects visible</th>
<th>One Object Neglected vs One Object visible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BEL</td>
<td>NoBEL</td>
</tr>
<tr>
<td>Target</td>
<td>25 maps</td>
<td>120 maps</td>
</tr>
<tr>
<td>Visible</td>
<td>3%</td>
<td>2%</td>
</tr>
<tr>
<td>Not Visible</td>
<td>49%</td>
<td>49%</td>
</tr>
</tbody>
</table>

BEL: Beliefs architecture; NoBEL: NoBeliefs architecture

In more details, I observed an improvement in performance when comparing the condition of one neglected object in the actor’s past trajectory (current experiment) and the condition with no distractor objects in the actor’s FOV with target visible and not visible (Exps. 3-4). Specifically, when considering the Beliefs architecture and 25 maps as an example, a ~49% improvement in performance was seen when including only one neglected object in the actor’s past trajectory and the target was not visible (thus during exploratory behaviours). An improvement in performance was also seen when the target was visible by the actor (thus during goal-directed behaviours), although this was much smaller (~3%). In the NoBeliefs architecture, an improvement in performance of ~46% and ~3% was also achieved, respectively (see Figure 33). Similar results were obtained for 120 maps, although the gain in performance was lower (see Table 27 for more details).
Even more strikingly, I observed improved performance also when comparing the condition of *one neglected object* in the actor's past trajectory (current experiment) and the condition with *one* distractor objects randomly placed in the actor's FOV with target *visible* and *not visible* (Exps. 3-4). Specifically, when considering the *Beliefs* architecture and 25 maps as an example, a ~46% gain in performance was observed when including only *one* neglected object in the actor's past trajectory and the target was *not visible* (thus during exploratory behaviours). An improvement in performance was also seen when the target was *visible* by the actor (thus during goal-directed behaviours), although this was much smaller (~6%). In the *NoBeliefs* architecture, an improvement in performance of ~44% and ~6% was achieved, respectively (see Figure 33). Similar results were obtained for 120 maps, although the gain in performance was lower (see Table 27 for more details).

Finally, the above analyses indicate an increasing gain in performance driven by the condition “One object *neglected* and *one visible* distractor” vs “One object *neglected* and *No visible* distractor” when the target is *visible*; while the opposite is valid when the target is *not visible*. These results once again support a different informative nature of objects based on the recognised types of behaviours (i.e. during exploratory behaviours, a visible object can be easily predicted as neglected).
Overall, my results confirm the strong contribution of detection of neglected objects towards target prediction, especially when the target is not visible by the actor, who engages in an exploratory behaviour. Furthermore, findings indicate that the contribution of visible distractor objects to target prediction increases when they are clearly neglected (e.g. on the actor’s past trajectory and not just in the actor’s FOV). Thus, a neglected distractor object is much more informative than a randomly positioned distractor. Finally, my results suggest that the informative nature of objects is influenced by type of behaviour (goal-directed vs exploratory); therefore, recognition of such behaviours is informative and allows to accurately use the information derived from objects in the environment to achieve better target prediction performance.

**Figure 33.** Visualisation of gain in performance in the Beliefs and NoBeliefs architectures resulting from one object neglected vs No or one object in the actor’s FOV, both by target visibility (25 train maps).
Between-architectures analysis

In Tables 26A-D, I continued to observe a statistically significant better performance in the Beliefs vs the NoBeliefs architecture for most conditions, except for conditions (1) and (4, 120 maps), i.e. when all 3 distractor objects were neglected. Furthermore, this statistically significant difference in performance between the two architectures increased as the number of neglected objects decreased. Finally, data suggest that beliefs have a stronger impact on performance in conditions in which the target is not visible. See Figure 34 below for a visualisation of this data.

These results indicate that detection of object neglect may not interact with beliefs, considering the limited impact that beliefs processing has on target prediction when all objects have been neglected. Instead, these results indicate that beliefs processing may help disambiguate the remaining objects in the environment which have not been neglected in the past trajectory, but which are not approached with an efficient trajectory. This is in concordance with the finding that the impact of beliefs processing in this experiment was higher in the target not visible condition, indicating that beliefs may indeed help recognise exploratory behaviours and in turn reduce the “target-close-to-actor” bias through predicted object neglect, ultimately improving target prediction. This is further investigated in the next experiment (Exp. 6). The impact that beliefs have on the target visible condition, thus in goal-directed behaviours, may be due to beliefs resulting in better detection of the actor’s explorative behaviour in the early phases of the observed behavioural chunk. During that phase, the observer may have assumed the predicted object neglect strategy to consider some objects as non-targets, e.g. when objects are aligned on the trajectory to the target which is however not yet visible. The relationship between object alignment with target, recognition of
actor’s behaviour, and beliefs processing was further investigated in the next experiment (Exp. 6).

Overall, these findings confirm that detection of object neglect results in improved performance and suggest that this happens regardless of the presence of beliefs processing. However, they also support previous results indicating that that learning to explicitly represent others’ beliefs aids the recognition of explorative behaviours and, in turn, the disambiguation of distractor objects, possibly using a predicted object neglect strategy. Therefore, we may hypothesise the existence of a relationship between beliefs processing, recognition of actor’s behaviour, and prediction of object neglect which was better investigated in the next experiment (Exp. 6).

![Chart](image)

**Figure 34.** Visualisation of gain in performance driven by beliefs processing based on the number of objects neglected, by target visibility and number of maps.
Developmental analysis

Although the developmental trend was not systematically assessed here as in previous experiments, in concordance to my previous findings, target prediction performance, when including neglected objects, improved with experience in all conditions. An increasing role of beliefs towards target prediction, when including neglected objects, was found with increasing experience\(^7\). This may be a result of the limited percentage of samples made available during training showing perfect neglect and, therefore, the need for further experience to achieve the maximum associated gain.

Exp. 6: Object Alignment and Beliefs Processing

Finally, to investigate the relationship between object alignment with target, belief processing, recognition of behaviour, and prediction of object neglect, I conducted a separate experiment in an environment built for assessing object alignment. Specifically, a varying number of three objects present in the environment, in addition to the target object, were placed in the next steps of the actor’s trajectory.

In conditions with target \textit{visible} by the actor, I expect all steps to be efficient towards the target, as the actor is following a goal-directed trajectory\(^8\). In contrast, in conditions with target \textit{not visible}, steps may not to be necessarily efficient. Therefore, 

\(^7\) Please note that both target prediction accuracy and impact of beliefs were seen to mostly increase with experience in the \textit{NoBeliefs} condition. However, the high variance associated with this condition may indicate overfit of the model, thus I cannot provide any conclusive remarks on this regard.

\(^8\) Based on a follow-up analysis of steps statistics (see supplementary material 1), in my simulated trajectories, the actor generally takes a direct path to the target once \textit{visible}, reaching the target within 3 steps. As a result, if distractor objects are placed in the actor’s next steps, and given that the target is generally reachable or visible within a few steps, this condition would result object-target alignment. Please note that, as the third step was, in most simulations, the location of the target, the third object was not placed exactly on the third step but in the next cell on the grid; thus, it was in this case not directly aligned with the target but next to the target instead.
I defined a distractor object *aligned* with respect to the future actor’s behaviour, rather than with the actual fastest path to the target. Crucially, predicting the actor’s next steps, in this case, is different from predicting the best-informed path to the target.

As a result, the included conditions in this experiment were the following: (1) Target *visible* + 3 Objects aligned, (2) Target *visible* + 2 Objects aligned, (3) Target *visible* + 1 Object aligned, (4) Target *not visible* + 3 Objects aligned, (5) Target *not visible* + 2 Objects aligned, (6) Target *not visible* + 1 Object aligned. As above, this experiment was conducted for only the 25 and 120 maps. Distractor objects not placed in the future trajectory (i.e. conditions 2, 3, 5, 6) were randomly placed outside the future trajectory and out of the actor’s FOV. Results are shown in Tables 28A-D below.
Tables 28. Target prediction accuracies for the Beliefs vs NoBeliefs architectures in the conditions with varying number of aligned objects and target visibility. (A) Target visible, 25 maps; (B) Target not visible, 25 maps; (C) Target visible, 120 maps; and (D) Target not visible, 120 maps. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

Within-architectures analysis

Tables 28A-D indicate the presence of high variances throughout, which may be a result of the limited percentage of samples made available during training showing perfect alignment, and model overfit. Therefore, while I did attempt data
interpretation given the statistically significant results, care should be taken when interpreting results.

In both architectures, worse performance is seen when 3 vs 1 objects are aligned with the target (both with target visible and not visible). These results support my interpretation of the previous data, in that object alignment with actor’s future behaviour is a factor negatively affecting target prediction, both during goal-directed and exploratory behaviours.

Counterintuitively, (in most cases) performance is seen to increase when including 3 vs 2 objects aligned with the target. This may be explained through prediction of object neglect as follows. According to the prediction of object neglect strategy, during exploratory behaviours, near distractors are easier to consider as neglected by the actor, thus non-targets. Therefore, when three aligned objects are present, one of them must be close to the actor, the second less close and the third farther away. In contrast, when 2 aligned objects are only present, there will be one third of the cases in which the closest objects will be absent, thus removing the prediction of object neglect gain that we know is strong. While this can explain the results seen in the target not visible condition here observed, it can also explain results seen for the target visible condition. Indeed, while in this condition the target is visible in the current step, it may not have been in previous steps; therefore, the actor may have had an exploratory behaviour that the observer could have used to predict object neglect, which is most likely when 3 objects are present.

To further investigate the impact of aligned objects in goal-directed and exploratory behaviours, I compared the present results with those from the experiments of visual crowding with target not visible (Exp. 3) and visible (Exp. 4). As
a result, I could further confirm the general negative effect of object-target alignment on target prediction when the target is visible by the actor, thus during goal-directed behaviours. However, the Beliefs architecture seemed to be able to find it informative when the target is not visible, thus during exploratory behaviours (see Table 29 below).

Table 29. Gain in performance (%) in the Beliefs and NoBeliefs architectures resulting from one object aligned compared to No or one object in the actor’s FOV, both by target visibility and number of maps.

<table>
<thead>
<tr>
<th></th>
<th>One Object Aligned vs No Objects visible</th>
<th>One Object Aligned vs One Object visible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BEL</td>
<td>NoBEL</td>
</tr>
<tr>
<td>Target</td>
<td>25 maps</td>
<td>120 maps</td>
</tr>
<tr>
<td>Visible</td>
<td>-43%</td>
<td>-40%</td>
</tr>
<tr>
<td>Not Visible</td>
<td>6%</td>
<td>9%</td>
</tr>
</tbody>
</table>

BEL: Beliefs architecture; NoBEL: NoBeliefs architecture

In more details, I observed an improvement in performance (~6%) by the Beliefs architecture when the target was not visible (25 maps), when comparing the condition of one aligned object in the actor’s future trajectory (current experiment) and the condition with no distractor objects in the actor’s FOV (Exps. 3-4). In contrast, a drop in performance (~43% decrease) was observed when the target was visible by the actor. In the NoBeliefs architecture, a drop in performance was seen both when the target was not visible and visible by the actor, although such a decrease in performance was much more negative in the latter condition (~1 vs 48% decrease, respectively) (see Figure 35). These results thus indicate that object alignment can be
informative for the interpretation of exploratory behaviours, only when beliefs are considered as well. Specifically, these results support previous findings on a role for beliefs in recognising exploratory behaviours and, in turn, disambiguating objects in the environment (possibly through the predication of object neglect).

Furthermore, I continued to observe an improvement in performance (~3%) by the Beliefs architecture when target was not visible (25 maps), when comparing one aligned distractor object in the actor’s future trajectory (current experiment) with the condition with one distractor object randomly placed in the actor’s FOV (Exps. 3-4). However, this gain was lower than that observed in the previous paragraph when no distractor objects were visible. These results support findings in the previous paragraph and further highlight that having one visible object still helps target prediction during exploratory behaviours, through prediction of object neglect. This can be explained by the fact that aligned distractors are usually closer to the agent than randomly placed visible objects. In turn, the closer to the agent the distractor object is, the easier it is to detect it as neglected, i.e. not being reached efficiently by the agent after being spotted. This neglect event can be predicted and contribute to the recognition of the actor’s intention, while the other distractor objects may not be spotted and act as harmful distractors.

In contrast, I continued to observe a drop in performance in both the Beliefs architecture with target visible, and in the NoBeliefs architecture both with visible and not visible target. Only the drops observed when the target was visible were less negative than those observed in the previous paragraph when no distractor objects were visible (see Figure 35), confirming that object alignment or visibility is particularly negative for predicting goal-directed behaviours and if not considering beliefs.
Figure 35. Visualisation of decrease in performance in the \textit{Beliefs} and \textit{NoBeliefs} architectures resulting from one object aligned vs No or one object in the actor’s FOV, both by target visibility (25 train maps).

Overall, these results confirm the \textit{negative} impact of object alignment with target towards target prediction, regardless of the actor’s behaviour. However, when comparing object alignment with conditions of one \textit{visible} object or absence of objects in the environment, results suggest a positive contribution of object alignment towards target prediction only when the target is \textit{not visible} and beliefs processing is included. These results may thus support my previous findings indicating that beliefs processing aids the recognition of exploratory behaviours, which is crucial in conditions of object alignment, and in turn the disambiguation of objects in the environment, possibly through prediction of object neglect. To conclude, these results suggest that the
informative nature of aligned objects is influenced by a crucial ability to interpret actor’s behaviours in this condition, which is driven by beliefs processing.

**Between-architectures analysis**

In Tables 28A-D, I continued to observe a statistically significant better performance in the *Beliefs vs NoBeliefs* architecture for all conditions. Furthermore, this statistically significant difference in performance between the two architectures increased as the number of aligned objects decreased (except for Target *visible* + 2 vs 1 object aligned, 25 maps). See Figure 36 below for a visualisation of this data.

I interpret these results to indicate that object alignment ultimately challenges both architectures towards target prediction; however, they point to a better performance of the *Beliefs* architecture in this condition. This may be driven by the strong contribution of beliefs in exploratory behaviour recognition and thus better prediction of object neglect, overall resulting in better target prediction. This interpretation is supported by the fact that object alignment leads to better performance compared to No or one *visible* objects only in the exploratory condition in the *Beliefs* architecture. Finally, the decrease in the impact of beliefs with an increasing number of aligned objects along the actor’s trajectory is likely due to the fact that some objects may not have been visible at all in the actor’s previous steps, thus decreasing the gain induced by beliefs processing on recognition of exploratory behaviour and following prediction of distractor object neglect.
Developmental analysis

In accordance with my previous studies, increasing experience was shown to improve target prediction performance also in the object-target alignment condition. In contrast, I here failed to identify a linear developmental trend for the impact of beliefs on target prediction when considering object alignment, as the role of beliefs varied based on the conditions of the environment. Once again, these interpretations should be considered with caution given the high variance observed in all conditions.

**Figure 36.** Visualisation of gain in performance driven by beliefs processing based on the number of objects aligned, by target visibility and number of maps.
Conclusions

In summary, results from study 2 indicate a role for beliefs towards others’ behaviour prediction, which leads to faster learning and improved performance of others’ intentions predictions. Furthermore, study 2 sheds light into the conditions which benefit from this relationship between beliefs processing and behaviour recognition the most (and the least). More details are provided below.

- Generally, better target accuracy was achieved in the target *visible* vs target *not visible* condition, suggesting that it may be easier for an observer to recognise and predict an actor’s goal-directed behaviour, rather than exploratory behaviour.

  *With regards to human behaviour*, this may indicate that the ability to recognise and predict goal-directed, as opposed to exploratory, behaviours may be mastered earlier in development; however, they both improve with experience.

- Learning to explicitly represent beliefs was seen to compensate for the delayed learning and prediction of exploratory behaviours, rendering it faster and resulting in better prediction of others’ intentions. This positive impact of beliefs processing on behaviour and target prediction followed the developmental trend identified in study 1. Beliefs were instead shown to be mostly redundant during goal-directed behaviours.

  *With regards to human behaviour*, results support the early development of beliefs representation. In addition, they indicate that beliefs processing can be used to aid the recognition and interpretation of others’ behaviours, especially when actors have partial knowledge about the environment and engage in exploratory behaviours. This is true in particular when the observer has had
some experience with similar situations. Ultimately, given that exploratory behaviours require actors to rely more strongly on their beliefs, if an observer is aware of them (i.e. has a ToM), a substantial gain in performance is obtained.

- Visual crowding results in improved performance when the target is not visible (i.e. exploratory behaviour), while the opposite is valid when the target is visible (i.e. goal-directed behaviour). Beliefs were shown to aid the recognition of exploratory behaviours during visual crowding and, in turn, the disambiguation of objects in the environment (likely due to prediction of object neglect), resulting in improved prediction of others’ intentions. Beliefs were shown to be mostly redundant in visual crowding conditions during goal-directed behaviours. However, their impact increased with increased visual crowding (likely due to a relationship between object-target alignment and prediction of object neglect).

With regards to human behaviour, this suggests that recognising (goal-directed vs exploratory) behaviours is useful for the discrimination of visible objects as non-targets. Beliefs processing supports behaviour recognition (through faster learning), which ultimately results in better discrimination of objects in the environment and improved prediction of others’ intentions. Furthermore, it indicates that observers rely on the informativity of visible objects in the environment for others’ intentions prediction.

- Detection of object neglect is a factor guiding target prediction, regardless of the actor’s observed behaviour, although it is mostly important in exploratory behaviours. Furthermore, object neglect represents a more informative source
of information than having a randomly positioned visible object. However, I here identified that the actor’s behaviour influences the informativity of objects in the environment for the observer. Beliefs aid the recognition of the correct behaviour and, in turn, the disambiguation of objects in the environment (likely through prediction of object neglect and reduced “target-close-to-actor” bias). With regards to human behaviour, this extends previous results by highlighting the importance of recognising an actor’s correct behaviour to accurately use information derived from objects in the environment to achieve better target prediction performance. Furthermore, it shows that this ability is supported by beliefs processing, following a developmental trend.

- Object alignment negatively affects target prediction performance, regardless of the actor’s observed behaviour. However, it is more informative than visible or absent objects in the environment when observing an actor engaging in exploratory behaviour, an effect mediated by beliefs processing. Therefore, I identified the informative nature of aligned objects to be influenced by a crucial ability to interpret actor’s behaviours in this condition, which is driven by beliefs processing. These findings support the hypothesis of beliefs aiding the disambiguation of objects through prediction of object neglect and reduced “target-close-to-actor” bias. With regards to human behaviour, this supports previous findings by showing an advantageous role for beliefs processing towards others’ behaviour recognition, which is crucial for disambiguating objects in the environment given challenging conditions (such as target-object alignment).
Overall, study 2 advances the previous findings by highlighting that, rather than being random, the multi-task-induced regularisation between beliefs and target processing is mostly beneficial for recognising others’ behaviours and interpreting exploratory behaviours. This in turn allows better disambiguation of objects in the environment, ultimately resulting in improved prediction of others’ intentions. While supporting early ToM emergence, this study also highlights the advantages of having a ToM (intended here as beliefs processing) for improved human behaviour prediction in several, and challenging, situations.

3.3 Generalisation of architectural choice using “like them” approach

In study 3, I explored whether the advantageous effect of learning to explicitly represent beliefs for others’ behaviour prediction through a “like them” approach could generalise to observers and environments of varying complexity. Specifically, I investigated this by first varying the observer’s complexity (i.e. varying neural network layers), while maintaining the same environment. Successively, I changed the environmental complexity (i.e. number of objects in the grid world), while maintaining the same observer’s complexity. The aim of this study was to show whether the architectural choices made in this project can withstand changes and support behaviour prediction also in other situations.
Exp. 1: Observer's complexity

First, I investigated whether learning to explicitly represent others’ beliefs generalises to other observers. Specifically, I changed the layers in both the Beliefs and NoBeliefs neural networks to investigate the impact of the observer’s neural complexity on performance. While two layers were originally used in studies 1 and 2, the following number of layers were investigated in this experiment: 1, 5, and 8. Given the previously identified impact of beliefs on target prediction on 25, 120 and 300 maps, such maps were used for training in these new conditions. The original environmental complexity was used for this experiment. The results of these runs are summarised in Tables 30A-D below.
Tables 30. Target prediction accuracies for the Beliefs vs NoBeliefs architectures in the conditions with varying complexity of the observer. Neural network layers: (A) 1 (simpler observer); (B) 2 (original observer); (C) 5 (more complex observer); and (D) 8 (more complex observer). Accuracies were calculated as averages across 18 initial network weights; the associated variances and learning rates were reported.

A.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>LR</td>
</tr>
<tr>
<td>25</td>
<td>0.001</td>
<td>68.64</td>
<td>1.26</td>
<td>0.001</td>
</tr>
<tr>
<td>120</td>
<td>0.00075</td>
<td>71.19</td>
<td>0.69</td>
<td>0.0005</td>
</tr>
<tr>
<td>300</td>
<td>0.00015</td>
<td>72.18</td>
<td>0.27</td>
<td>0.00015</td>
</tr>
</tbody>
</table>

avg 70.67 0.63 0.86
var 3.34 0.05

B.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>LR</td>
</tr>
<tr>
<td>25</td>
<td>0.001</td>
<td>69.45</td>
<td>1.63</td>
<td>0.001</td>
</tr>
<tr>
<td>120</td>
<td>0.00075</td>
<td>71.47</td>
<td>0.87</td>
<td>0.0005</td>
</tr>
<tr>
<td>300</td>
<td>0.00015</td>
<td>72.43</td>
<td>0.28</td>
<td>0.00015</td>
</tr>
</tbody>
</table>

avg 71.12 0.92 1.24
var 2.32 0.25
C.

**Neural network layers: 5**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL- NoBEL</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>LR</td>
</tr>
<tr>
<td>25</td>
<td>0.001</td>
<td>68.46</td>
<td>1.40</td>
<td>0.001</td>
</tr>
<tr>
<td>120</td>
<td>0.00075</td>
<td>71.01</td>
<td>0.54</td>
<td>0.0005</td>
</tr>
<tr>
<td>300</td>
<td>0.00015</td>
<td>71.49</td>
<td>0.38</td>
<td>0.00015</td>
</tr>
<tr>
<td>avg</td>
<td>70.32</td>
<td>69.88</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>2.64</td>
<td>4.30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

D.

**Neural network layers: 8**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL- NoBEL</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>LR</td>
</tr>
<tr>
<td>25</td>
<td>0.001</td>
<td>68.34</td>
<td>1.53</td>
<td>0.001</td>
</tr>
<tr>
<td>120</td>
<td>0.00075</td>
<td>70.81</td>
<td>0.93</td>
<td>0.0005</td>
</tr>
<tr>
<td>300</td>
<td>0.00015</td>
<td>71.34</td>
<td>0.57</td>
<td>0.00015</td>
</tr>
<tr>
<td>avg</td>
<td>70.16</td>
<td>1.03</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>2.57</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

LR: learning rate; BEL: *Beliefs* architecture; NoBEL: *NoBeliefs* architecture

**Within-architectures analysis**

Tables 30A-D show that averaged accuracies across maps generally result in similar accuracies across different observers. Furthermore, compared to the original observer’s complexity used in studies 1 and 2 (i.e. 2 layers), similar averaged accuracies for both architectures were here observed, although they were slightly
higher in the original condition. See Figure 37 for an example visualisation of this data. Overall, these results may suggest that the observer’s complexity may not extremely change overall performance towards predicting others’ intentions.

**Figure 37.** Visualisation of target prediction accuracy by the *Beliefs* and *NoBeliefs* architectures by observer’s complexity (simpler vs more complex observers). Average target prediction accuracies across train maps for each observer are reported.

*Between-architectures analysis*

With regards to the role of beliefs for target prediction, the above results indicate similar positive differences between the *Beliefs* and *NoBeliefs* architectures among all observers. Nonetheless, only the 1-layer observer resulted in statistical significance on all three numbers of maps, thus replicating the results seen in the original study 1. Furthermore, higher statistical significance was observed for the condition with 1 layer versus the conditions with 5 and 8 layers. However, a linear trend in the impact of
beliefs on performance was not observed. See Figure 38 for a visualisation of this gain driven by beliefs processing. Overall, these results indicate that the multi-task-induced regularisation hypothesis maintains with this study and that generalisation to different observers’ complexities is possible. In other words, from an applicative point of view, these results indicate that introducing beliefs processing is a good strategy for achieving improved target prediction performance, regardless of the observer’s level of complexity.

![Performance gain driven by beliefs processing based on observer’s complexity](image)

**Figure 38.** Gain in performance driven by beliefs processing based on observer’s complexity (simpler vs more complex observers).

**Developmental analysis**

Regardless of the number of layers, a steady trend for achieving better performance was seen with an increasing number of maps made available during training, thus experience (see Tables 30A-D). With respect to the impact of beliefs
processing on target prediction, slightly different trends were seen between observers. More in detail, similarly to the original study 1, the gain in performance driven by beliefs seemed to peak at 25 maps in the observer with 1 layer. In contrast, such peak seemed to be delayed (occurring at 120 maps) in observers with an increasing number of layers (more complex observers) (see Figure 39). Overall, this may indicate that while experience improves performance regardless of the complexity of the observer, the contribution of beliefs processing on target prediction may extend for a longer time during development in more complex observers. Nevertheless, my results show that the actual dynamics of the impact of learning explicit belief representations on target prediction may be influenced by the complexity of the observers.

Figure 39. Delayed peak of impact of beliefs processing on target prediction accuracy in more complex vs simpler observers, by number of train maps.
Exp. 2: Environmental complexity

Next, I trained both architectures with simulations which had 8 distractor objects in the environment, as opposed to 4, and investigated their performance in predicting the actor's target. The distractor objects were still randomly placed within the 11 x 11 grid world. This way I assessed whether learning to explicitly represent beliefs can also generalise to other environments of higher complexity. The following neural networks from both configurations (and all seeds) were trained for this new condition: 25, 60, 90, 120, and 300 maps. The original observer's complexity was used for this experiment. The results of these runs are summarised in Tables 31 below.
Tables 31. Target prediction accuracies for the Beliefs vs NoBeliefs architectures in the conditions with varying complexity of the environment. Number of objects in the environment: (A) 4 (Original); and (B) 8 (more complex environment). Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

A.

### 4 objects - Original

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
</tr>
<tr>
<td>25</td>
<td>69.45</td>
<td>1.63</td>
<td>67.57</td>
<td>1.44</td>
</tr>
<tr>
<td>30</td>
<td>69.49</td>
<td>1.60</td>
<td>67.79</td>
<td>1.76</td>
</tr>
<tr>
<td>60</td>
<td>70.49</td>
<td>1.23</td>
<td>69.32</td>
<td>1.33</td>
</tr>
<tr>
<td>120</td>
<td>71.47</td>
<td>0.87</td>
<td>70.46</td>
<td>0.89</td>
</tr>
<tr>
<td>300</td>
<td>72.43</td>
<td>0.28</td>
<td>71.59</td>
<td>0.43</td>
</tr>
<tr>
<td>avg</td>
<td>70.67</td>
<td></td>
<td>69.35</td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>1.67</td>
<td></td>
<td>2.96</td>
<td></td>
</tr>
</tbody>
</table>

B.

### 8 objects

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
</tr>
<tr>
<td>25</td>
<td>46.46</td>
<td>0.56</td>
<td>46.50</td>
<td>1.16</td>
</tr>
<tr>
<td>30</td>
<td>48.53</td>
<td>0.58</td>
<td>48.43</td>
<td>1.19</td>
</tr>
<tr>
<td>60</td>
<td>49.12</td>
<td>0.81</td>
<td>48.50</td>
<td>0.85</td>
</tr>
<tr>
<td>120</td>
<td>51.17</td>
<td>1.36</td>
<td>50.27</td>
<td>1.05</td>
</tr>
<tr>
<td>300</td>
<td>52.79</td>
<td>0.19</td>
<td>52.29</td>
<td>0.19</td>
</tr>
<tr>
<td>avg</td>
<td>49.61</td>
<td></td>
<td>49.20</td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>5.96</td>
<td></td>
<td>4.77</td>
<td></td>
</tr>
</tbody>
</table>

BEL: Beliefs architecture; NoBEL: NoBeliefs architecture
Within-architectures analysis

Tables 31 summarise performances across differing number of training maps for both the Beliefs and NoBeliefs architectures when considering a more complex vs the original, simpler environment. Compared to the original study with only 4 distractor objects (study 1), lower accuracies are generally observed in both the Beliefs and NoBeliefs architectures (see Figure 40 for a visualisation of this comparison for the Beliefs architecture). These results indicate worse predictive performance in more complex environments.

![Figure 40](image_url)

Figure 40. Example visualisation of target prediction accuracy by the Beliefs architecture by environmental complexity (simpler vs more complex environment). Average target prediction accuracies at each number of train maps are reported.
**Between-architectures analysis**

With regards to the role of beliefs for target prediction in the more complex environment, the above results indicate better performance (highly statistically significant in most cases) by the architecture including the Belief head (see Table 31). Specifically, performance improved by up to 0.91% ($p = .010$) (90 maps) when allowing belief processing. Compared to the original study 1, the impact of beliefs on target accuracy is lower (1.87% maximum impact vs 0.91%, respectively). Furthermore, beliefs processing does not seem to be significantly beneficial in this experiment when providing 25 and 60 train maps (see Figure 41). Overall, these results support findings from the original study 1, in that beliefs are beneficial for predicting others’ intentions, and extends them to more complex environments, although to a lesser degree.

**Developmental analysis**

From a developmental perspective, a steady trend in both the architectures was seen for achieving better performance with an increasing number of maps made available during training. In accordance with the previous studies, these results suggest that better target prediction accuracies can be achieved with increasing experience even in more complex environments.

With regards to the impact of belief processing on target prediction, the trend identified in Study 1 was here also reported, although the peak of the impact of beliefs on performance improvement was shifted as well (see Figure 41). Specifically, the impact of beliefs processing on performance here peaked at 90 maps made available during training, as opposed to the 25 train maps seen in the original study, and decreased again from 120 to 300 maps.
Overall, these results indicate that the multi-task-induced regularisation hypothesis maintains with this study. However, in more complex environments, the role of beliefs becomes more evident with increasing experience and extends for a longer period of time. Nevertheless, these results indicate that the actual dynamics of the impact of learning explicit belief representations on target prediction depends on the complexity of the environment.

**Figure 41.** Delayed peak of impact of beliefs processing on target prediction accuracy in more complex vs simpler environments, by number of train maps.
Conclusions

- Overall, these studies provide evidence of the suitability of my architectural choices, supporting generalisation to other situations, including varying observers’ and environmental complexities.

- While observers’ characteristics do not extremely influence overall target prediction performances, environmental characteristics have a bigger impact.

- A significant impact of learning to explicitly represent beliefs towards predicting others’ intentions and behaviours is visible in different observers and environments. However, this impact is lower in more complex observers and environments.

- From a developmental point of view, target prediction accuracy improves with experience both in more complex observers and environments. However, a delayed maximum impact of beliefs on performance is observed in more complex observers and environments. This indicates that the contribution of beliefs processing may extend for a longer period of time during development in these conditions.

- To conclude, these results confirm that the multi-task-induced regularisation hypothesis maintains across observers and that generalisation to observers and environments of different complexities is possible. However, the actual dynamics of the impact of learning to explicitly represent others’ beliefs on intention prediction may be influenced by observers’ and environmental complexity. Finally, these results show the suitability of this architectural choice for implementation in robotic systems.
3.4 Generalisation of the architecture

Finally, I explored in Study 4 the generalisation of the actual architecture by testing its ability to predict others’ behaviours when observing actors with different (a) cognitive capabilities (i.e. varying max samples driving actor’s behaviour), and (b) physical ability (i.e. varying speed for reaching target). The aim of this study was to show whether learning to explicitly represent others’ beliefs can provide advantages for an observer towards predicting the behaviour of actors with new cognitive and physical abilities, with no (or little) experience with these behaviours. The investigation of this generalisation ability is important to understand the extent of the “like them” approach for understanding others who differ from the self. In these studies, I employed the same conditions used in the original studies, i.e. observer’s complexity (2-layers neural network) and environmental complexity (4 objects in the environment).

Exp. 1: Varying actor’s cognitive abilities

First, I conducted further testing on both the originally trained Beliefs and NoBeliefs architectures with simulations which saw actors with different cognitive capabilities (deliberation and planning as in Ognibene et al. (2019)). Specifically, the actors provided at testing differed in the amount of available cognitive resources determining the depth of navigation in their internal model of action-state relationships and associated rewards. Therefore, limited cognitive resources result in incorrect representation and action-sequence assessments, leading to suboptimal deliberation, planning and choices (Ognibene et al., 2019). While actors provided during training presented high cognitive capabilities (250 max samples), those at testing had lower cognitive capabilities, i.e. 150, 50, 25 and 5 max samples. This way I investigated
whether learning to explicitly represent beliefs can also generalise to different actors with varying cognitive capabilities without the need to train on their specific behaviours or observe multiple behaviours as done in Rabinowitz et al. (2018). In other words, I assessed the extent to which the “like them” approach would be beneficial to understand actors whose behaviour highly differs from that produced by the observer without previous exposure to their behaviour or if a personal bias would hinder accurate predictions. All trained neural networks (i.e. from both configurations and trained with different numbers of maps and seeds) were tested for these new conditions. The results of these runs are summarised in Tables 32A-E below.
Tables 32. Target prediction accuracies for the Beliefs vs NoBeliefs architectures in the conditions with varying complexity of the actor’s cognitive capabilities. Number of max samples underlying actor’s behaviour: (A) 250 (Original); (B) 150; (C) 50; (D) 25; (E) 5. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

A.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th></th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>59.26</td>
<td>18.84</td>
<td>61.51</td>
<td>20.30</td>
<td>-2.25 .043 .488 .077 .001</td>
</tr>
<tr>
<td>10</td>
<td>65.75</td>
<td>8.99</td>
<td>65.46</td>
<td>11.82</td>
<td>0.29</td>
</tr>
<tr>
<td>15</td>
<td>67.54</td>
<td>2.79</td>
<td>66.85</td>
<td>1.84</td>
<td>0.69</td>
</tr>
<tr>
<td>20</td>
<td>68.74</td>
<td>2.08</td>
<td>67.47</td>
<td>1.51</td>
<td>1.27</td>
</tr>
<tr>
<td>25</td>
<td>69.45</td>
<td>1.63</td>
<td>67.57</td>
<td>1.44</td>
<td>1.87 &lt;.001</td>
</tr>
<tr>
<td>30</td>
<td>69.49</td>
<td>1.60</td>
<td>67.79</td>
<td>1.76</td>
<td>1.69 &lt;.001</td>
</tr>
<tr>
<td>60</td>
<td>70.49</td>
<td>1.23</td>
<td>69.32</td>
<td>1.33</td>
<td>1.17 &lt;.001</td>
</tr>
<tr>
<td>120</td>
<td>71.47</td>
<td>0.87</td>
<td>70.46</td>
<td>0.89</td>
<td>1.00 &lt;.001</td>
</tr>
<tr>
<td>300</td>
<td>72.43</td>
<td>0.28</td>
<td>71.59</td>
<td>0.43</td>
<td>0.84 &lt;.001</td>
</tr>
</tbody>
</table>

| avg           | 68.29 | 67.56 | 0.73 |
| var           | 15.45 | 8.67  | 1.48 |

B.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th></th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>59.61</td>
<td>14.49</td>
<td>61.39</td>
<td>2.60</td>
<td>-1.78 .077</td>
</tr>
<tr>
<td>10</td>
<td>65.72</td>
<td>3.04</td>
<td>65.06</td>
<td>1.82</td>
<td>0.67 .208</td>
</tr>
<tr>
<td>15</td>
<td>67.61</td>
<td>2.96</td>
<td>67.18</td>
<td>2.03</td>
<td>0.43 .423</td>
</tr>
<tr>
<td>20</td>
<td>67.83</td>
<td>2.15</td>
<td>67.17</td>
<td>2.03</td>
<td>0.67 .175</td>
</tr>
<tr>
<td>25</td>
<td>68.61</td>
<td>2.25</td>
<td>67.44</td>
<td>2.73</td>
<td>1.17 .033</td>
</tr>
<tr>
<td>30</td>
<td>68.61</td>
<td>1.90</td>
<td>67.72</td>
<td>2.09</td>
<td>0.89 .068</td>
</tr>
<tr>
<td>60</td>
<td>69.50</td>
<td>1.09</td>
<td>69.22</td>
<td>1.24</td>
<td>0.28 .445</td>
</tr>
<tr>
<td>120</td>
<td>70.94</td>
<td>1.47</td>
<td>70.39</td>
<td>0.96</td>
<td>0.56 .139</td>
</tr>
<tr>
<td>300</td>
<td>71.50</td>
<td>0.85</td>
<td>70.72</td>
<td>0.68</td>
<td>0.78 .012</td>
</tr>
</tbody>
</table>

| avg           | 67.77 | 67.37 | 0.41 |
| var           | 12.40 | 8.14  | 0.74 |
### C.

#### 50 max samples

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>57.83</td>
<td>60.17</td>
<td>-2.33</td>
<td>.039</td>
</tr>
<tr>
<td>10</td>
<td>64.83</td>
<td>64.22</td>
<td>0.61</td>
<td>.301</td>
</tr>
<tr>
<td>15</td>
<td>66.06</td>
<td>66.24</td>
<td>-0.18</td>
<td>.709</td>
</tr>
<tr>
<td>20</td>
<td>67.78</td>
<td>66.50</td>
<td>1.28</td>
<td>.019</td>
</tr>
<tr>
<td>25</td>
<td>68.22</td>
<td>66.78</td>
<td>1.44</td>
<td>.002</td>
</tr>
<tr>
<td>30</td>
<td>68.44</td>
<td>67.28</td>
<td>1.17</td>
<td>.014</td>
</tr>
<tr>
<td>60</td>
<td>69.11</td>
<td>68.94</td>
<td>0.17</td>
<td>.735</td>
</tr>
<tr>
<td>120</td>
<td>70.11</td>
<td>69.61</td>
<td>0.50</td>
<td>.165</td>
</tr>
<tr>
<td>300</td>
<td>70.50</td>
<td>70.50</td>
<td>0.00</td>
<td>1.000</td>
</tr>
<tr>
<td>avg</td>
<td>66.99</td>
<td>66.69</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>15.02</td>
<td>9.67</td>
<td>1.30</td>
<td></td>
</tr>
</tbody>
</table>

### D.

#### 25 max samples

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>56.94</td>
<td>59.06</td>
<td>-2.11</td>
<td>.057</td>
</tr>
<tr>
<td>10</td>
<td>62.89</td>
<td>63.22</td>
<td>-0.33</td>
<td>.553</td>
</tr>
<tr>
<td>15</td>
<td>64.72</td>
<td>64.12</td>
<td>0.60</td>
<td>.165</td>
</tr>
<tr>
<td>20</td>
<td>65.78</td>
<td>65.06</td>
<td>0.72</td>
<td>.079</td>
</tr>
<tr>
<td>25</td>
<td>65.83</td>
<td>65.00</td>
<td>0.83</td>
<td>.028</td>
</tr>
<tr>
<td>30</td>
<td>66.56</td>
<td>65.83</td>
<td>0.72</td>
<td>.040</td>
</tr>
<tr>
<td>60</td>
<td>67.61</td>
<td>67.78</td>
<td>0.17</td>
<td>.645</td>
</tr>
<tr>
<td>120</td>
<td>68.50</td>
<td>68.61</td>
<td>-0.11</td>
<td>.744</td>
</tr>
<tr>
<td>300</td>
<td>68.72</td>
<td>68.61</td>
<td>0.11</td>
<td>.733</td>
</tr>
<tr>
<td>avg</td>
<td>65.28</td>
<td>65.25</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>13.17</td>
<td>9.15</td>
<td>0.84</td>
<td></td>
</tr>
</tbody>
</table>
### E.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL Avg Acc (%)</th>
<th>BEL Var</th>
<th>NoBEL Avg Acc (%)</th>
<th>NoBEL Var</th>
<th>BEL- NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>47.667</td>
<td>29.06</td>
<td>50.39</td>
<td>10.49</td>
<td>-2.72</td>
<td>.075</td>
</tr>
<tr>
<td>10</td>
<td>56.00</td>
<td>4.47</td>
<td>55.39</td>
<td>3.66</td>
<td>0.61</td>
<td>.370</td>
</tr>
<tr>
<td>15</td>
<td>57.67</td>
<td>4.12</td>
<td>57.76</td>
<td>1.94</td>
<td>-0.10</td>
<td>.869</td>
</tr>
<tr>
<td>20</td>
<td>57.83</td>
<td>4.15</td>
<td>58.22</td>
<td>3.12</td>
<td>-0.39</td>
<td>.545</td>
</tr>
<tr>
<td>25</td>
<td>57.78</td>
<td>2.07</td>
<td>58.72</td>
<td>3.15</td>
<td>-0.94</td>
<td>.088</td>
</tr>
<tr>
<td>30</td>
<td>58.33</td>
<td>2.59</td>
<td>59.06</td>
<td>2.88</td>
<td>-0.72</td>
<td>.199</td>
</tr>
<tr>
<td>60</td>
<td>58.72</td>
<td>2.21</td>
<td>59.89</td>
<td>1.28</td>
<td>-1.17</td>
<td>.012</td>
</tr>
<tr>
<td>120</td>
<td>59.11</td>
<td>1.40</td>
<td>60.39</td>
<td>1.78</td>
<td>-1.28</td>
<td>.005</td>
</tr>
<tr>
<td>300</td>
<td>61.06</td>
<td>1.00</td>
<td>60.28</td>
<td>0.57</td>
<td>0.78</td>
<td>.012</td>
</tr>
</tbody>
</table>

Within-architectures analysis

Compared to the original results (Table 32A), averaged accuracies across maps generally revealed similar target prediction accuracies for actors with varying cognitive capabilities, although these were lower for actors who were increasingly different from the observer (e.g. 5 max samples condition) (see Figure 42 for a visualisation of this data). Overall, these results suggest an ability to generalise of these architectures to actors whose behaviour (driven by their cognitive capabilities) varies and differs from the self. Although lower generalisation is seen in conditions that are increasingly different from those the neural networks were trained upon.
Figure 42. Target prediction accuracy by the Beliefs and NoBeliefs architectures based on actors' cognitive capabilities (number of max samples). Average target prediction accuracies are reported.

**Between-architectures analysis**

The role of beliefs for target prediction remains evident in these results, although varying significance was observed. A lower gain in performance driven by beliefs processing can be globally reported when observing actors with lower cognitive capabilities. These results indicate once again successful multi-task-induced regularisation to be beneficial also for generalising predictive ability to actors whose behaviours (driven by cognitive capabilities) differ from the self. However, these results also suggest that such a gain in performance decreases with increasingly different actors.
Developmental analysis

From a developmental perspective, a steady trend in both the architectures was seen for achieving better performance with an increasing number of maps made available during training. In accordance with my previous studies, these results suggest that better target prediction accuracies can be achieved with increasing experience even when predicting the behaviour of actors with different cognitive capabilities.

With regards to the impact of belief processing on target prediction, I failed to identify a developmental trend. Specifically, while the impact of beliefs for actors with higher cognitive capabilities peaked at a medium level of experience (similarly to my previous studies), their significance varied across development, as well as in actors with lower cognitive capabilities.

Exp. 2: Varying actor’s physical abilities

Finally, I further varied the complexity of the observed actor, however in this experiment changing the actor’s physical abilities. Specifically, I tested both the originally trained architectures with simulations which saw actors moving around the grid world at different speeds throughout the task (i.e. at x0.75, x0.9, x1.1, and x1.25 the speed on which the nets were trained upon). The aim of this experiment was the same as the previous one, although from a different perspective. Specifically, I investigated whether the “like them” approach would be beneficial to understand actors whose behaviour highly differs from that produced by the observer or if bias would hinder accurate predictions. However, this time I considered actors’ differing physical abilities (i.e. different speeds). This is another example of generalisation.
ability of my architecture. In a post-hoc analysis, I also exposed both originally trained architectures to a few behaviours of actors with such different physical abilities, through a brief re-training (5 maps). This was done in an attempt to determine if short exposure to their behaviour would enhance predictive performance. The results of these runs are summarised in Tables 33 below.
**Tables 33.** Target prediction accuracies for the Beliefs vs NoBeliefs architectures in the conditions with varying complexity of the actor’s physical abilities. Speed underlying actor’s behaviour: (A) x0.75; (B) x0.90; (C) x1 (Original); (D) x1.1; (E) x1.25. Left tables: test following original training. Right tables: test following re-training. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

### A.

**Speed: x0.75**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>53.89</td>
<td>28.22</td>
<td>56.94</td>
<td>13.35</td>
</tr>
<tr>
<td>10</td>
<td>60.56</td>
<td>3.08</td>
<td>61.06</td>
<td>3.70</td>
</tr>
<tr>
<td>15</td>
<td>61.28</td>
<td>6.92</td>
<td>63.06</td>
<td>2.64</td>
</tr>
<tr>
<td>20</td>
<td>61.56</td>
<td>3.08</td>
<td>62.44</td>
<td>1.91</td>
</tr>
<tr>
<td>25</td>
<td>61.78</td>
<td>3.48</td>
<td>65.68</td>
<td>19.23</td>
</tr>
<tr>
<td>30</td>
<td>62.44</td>
<td>3.91</td>
<td>63.22</td>
<td>2.54</td>
</tr>
<tr>
<td>60</td>
<td>63.50</td>
<td>3.21</td>
<td>63.89</td>
<td>1.87</td>
</tr>
<tr>
<td>120</td>
<td>64.50</td>
<td>2.15</td>
<td>64.72</td>
<td>0.80</td>
</tr>
<tr>
<td>300</td>
<td>66.11</td>
<td>0.81</td>
<td>65.56</td>
<td>0.50</td>
</tr>
</tbody>
</table>

**Re-training, Speed: x0.75**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>63.92</td>
<td>1.19</td>
<td>64.00</td>
<td>0.68</td>
</tr>
<tr>
<td>10</td>
<td>64.98</td>
<td>0.59</td>
<td>64.69</td>
<td>0.60</td>
</tr>
<tr>
<td>15</td>
<td>65.81</td>
<td>0.46</td>
<td>65.43</td>
<td>0.50</td>
</tr>
<tr>
<td>20</td>
<td>66.08</td>
<td>0.48</td>
<td>65.81</td>
<td>0.81</td>
</tr>
<tr>
<td>25</td>
<td>66.78</td>
<td>0.51</td>
<td>66.18</td>
<td>0.69</td>
</tr>
<tr>
<td>30</td>
<td>67.12</td>
<td>0.60</td>
<td>66.36</td>
<td>0.77</td>
</tr>
<tr>
<td>60</td>
<td>67.71</td>
<td>0.33</td>
<td>67.12</td>
<td>0.60</td>
</tr>
<tr>
<td>120</td>
<td>68.16</td>
<td>0.42</td>
<td>67.96</td>
<td>0.62</td>
</tr>
<tr>
<td>300</td>
<td>69.16</td>
<td>0.23</td>
<td>68.90</td>
<td>0.25</td>
</tr>
</tbody>
</table>

**B.

**Speed: x0.9**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>56.39</td>
<td>21.78</td>
<td>58.94</td>
<td>7.94</td>
</tr>
<tr>
<td>10</td>
<td>62.89</td>
<td>1.99</td>
<td>63.39</td>
<td>2.96</td>
</tr>
<tr>
<td>15</td>
<td>63.94</td>
<td>2.64</td>
<td>64.56</td>
<td>2.50</td>
</tr>
<tr>
<td>20</td>
<td>65.06</td>
<td>1.82</td>
<td>64.78</td>
<td>2.65</td>
</tr>
<tr>
<td>25</td>
<td>65.33</td>
<td>1.65</td>
<td>65.50</td>
<td>0.74</td>
</tr>
<tr>
<td>30</td>
<td>66.11</td>
<td>3.05</td>
<td>65.28</td>
<td>2.09</td>
</tr>
<tr>
<td>60</td>
<td>66.83</td>
<td>1.32</td>
<td>66.00</td>
<td>1.18</td>
</tr>
<tr>
<td>120</td>
<td>67.72</td>
<td>1.39</td>
<td>66.83</td>
<td>0.97</td>
</tr>
<tr>
<td>300</td>
<td>69.11</td>
<td>0.69</td>
<td>68.28</td>
<td>1.04</td>
</tr>
</tbody>
</table>

**Re-training, Speed: x0.9**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>64.47</td>
<td>0.93</td>
<td>64.44</td>
<td>1.34</td>
</tr>
<tr>
<td>10</td>
<td>65.77</td>
<td>0.73</td>
<td>65.28</td>
<td>0.63</td>
</tr>
<tr>
<td>15</td>
<td>66.90</td>
<td>0.68</td>
<td>66.32</td>
<td>0.92</td>
</tr>
<tr>
<td>20</td>
<td>67.17</td>
<td>0.80</td>
<td>66.72</td>
<td>0.66</td>
</tr>
<tr>
<td>25</td>
<td>67.98</td>
<td>0.97</td>
<td>67.26</td>
<td>1.22</td>
</tr>
<tr>
<td>30</td>
<td>68.34</td>
<td>1.11</td>
<td>67.44</td>
<td>0.59</td>
</tr>
<tr>
<td>60</td>
<td>68.90</td>
<td>0.45</td>
<td>68.24</td>
<td>0.48</td>
</tr>
<tr>
<td>120</td>
<td>69.53</td>
<td>0.32</td>
<td>69.06</td>
<td>0.33</td>
</tr>
<tr>
<td>300</td>
<td>70.30</td>
<td>0.22</td>
<td>70.25</td>
<td>0.36</td>
</tr>
</tbody>
</table>

**avg** 64.82 | 64.84 | -0.02 | avg 67.71 | 67.22 | 0.48 |

**var** 13.56 | 6.84 | 1.27 | var 3.39 | 3.27 | 0.08 |
### C.

**Speed: x1 – Original**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>59.26</td>
<td>18.84</td>
<td>61.51</td>
<td>20.30</td>
</tr>
<tr>
<td>10</td>
<td>66.17</td>
<td>8.99</td>
<td>65.46</td>
<td>11.82</td>
</tr>
<tr>
<td>15</td>
<td>67.54</td>
<td>2.79</td>
<td>66.85</td>
<td>1.84</td>
</tr>
<tr>
<td>20</td>
<td>68.74</td>
<td>2.08</td>
<td>67.47</td>
<td>1.51</td>
</tr>
<tr>
<td>25</td>
<td>69.45</td>
<td>1.63</td>
<td>67.57</td>
<td>1.44</td>
</tr>
<tr>
<td>30</td>
<td>69.49</td>
<td>1.60</td>
<td>67.79</td>
<td>1.76</td>
</tr>
<tr>
<td>60</td>
<td>70.49</td>
<td>1.23</td>
<td>69.32</td>
<td>1.33</td>
</tr>
<tr>
<td>120</td>
<td>71.47</td>
<td>0.87</td>
<td>70.46</td>
<td>0.89</td>
</tr>
<tr>
<td>300</td>
<td>72.43</td>
<td>0.28</td>
<td>71.59</td>
<td>0.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>68.29</td>
<td>65.65</td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>15.45</td>
<td>8.67</td>
<td>1.48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### D.

**Speed: x1.1**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>58.78</td>
<td>21.01</td>
<td>61.28</td>
<td>6.68</td>
</tr>
<tr>
<td>10</td>
<td>65.56</td>
<td>3.44</td>
<td>65.17</td>
<td>2.74</td>
</tr>
<tr>
<td>15</td>
<td>67.33</td>
<td>1.65</td>
<td>67.06</td>
<td>1.94</td>
</tr>
<tr>
<td>20</td>
<td>68.67</td>
<td>2.00</td>
<td>67.06</td>
<td>1.23</td>
</tr>
<tr>
<td>25</td>
<td>69.56</td>
<td>2.03</td>
<td>67.56</td>
<td>1.44</td>
</tr>
<tr>
<td>30</td>
<td>69.50</td>
<td>1.79</td>
<td>67.94</td>
<td>1.11</td>
</tr>
<tr>
<td>60</td>
<td>70.56</td>
<td>1.67</td>
<td>68.94</td>
<td>1.82</td>
</tr>
<tr>
<td>120</td>
<td>71.67</td>
<td>0.47</td>
<td>70.17</td>
<td>1.09</td>
</tr>
<tr>
<td>300</td>
<td>72.33</td>
<td>0.35</td>
<td>71.67</td>
<td>0.94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>68.22</td>
<td>67.43</td>
<td>0.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>16.86</td>
<td>8.91</td>
<td>1.90</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Re-training, Speed: x1.1**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>64.82</td>
<td>1.09</td>
<td>64.83</td>
<td>1.12</td>
</tr>
<tr>
<td>10</td>
<td>66.30</td>
<td>0.99</td>
<td>65.83</td>
<td>0.55</td>
</tr>
<tr>
<td>15</td>
<td>67.63</td>
<td>0.61</td>
<td>66.84</td>
<td>0.81</td>
</tr>
<tr>
<td>20</td>
<td>68.08</td>
<td>0.68</td>
<td>67.21</td>
<td>0.54</td>
</tr>
<tr>
<td>25</td>
<td>68.74</td>
<td>1.08</td>
<td>67.69</td>
<td>1.46</td>
</tr>
<tr>
<td>30</td>
<td>69.13</td>
<td>0.83</td>
<td>67.89</td>
<td>0.56</td>
</tr>
<tr>
<td>60</td>
<td>69.89</td>
<td>0.75</td>
<td>68.87</td>
<td>0.70</td>
</tr>
<tr>
<td>120</td>
<td>70.53</td>
<td>0.42</td>
<td>69.84</td>
<td>0.38</td>
</tr>
<tr>
<td>300</td>
<td>71.59</td>
<td>0.51</td>
<td>71.15</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>Avg Acc (%)</th>
<th>Var</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>68.52</td>
<td>67.79</td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>var</td>
<td>4.42</td>
<td>3.82</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### E.

**Speed: x1.25**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
</tr>
<tr>
<td>5</td>
<td>59.11</td>
<td>17.75</td>
<td>61.00</td>
<td>5.29</td>
</tr>
<tr>
<td>10</td>
<td>65.22</td>
<td>3.59</td>
<td>64.72</td>
<td>2.80</td>
</tr>
<tr>
<td>15</td>
<td>67.11</td>
<td>1.87</td>
<td>66.56</td>
<td>2.03</td>
</tr>
<tr>
<td>20</td>
<td>68.11</td>
<td>2.58</td>
<td>66.56</td>
<td>1.44</td>
</tr>
<tr>
<td>25</td>
<td>68.83</td>
<td>1.21</td>
<td>67.22</td>
<td>1.24</td>
</tr>
<tr>
<td>30</td>
<td>69.50</td>
<td>1.44</td>
<td>67.50</td>
<td>1.79</td>
</tr>
<tr>
<td>60</td>
<td>70.33</td>
<td>1.29</td>
<td>69.06</td>
<td>1.00</td>
</tr>
<tr>
<td>120</td>
<td>71.33</td>
<td>1.29</td>
<td>69.94</td>
<td>1.23</td>
</tr>
<tr>
<td>300</td>
<td>72.22</td>
<td>0.77</td>
<td>71.11</td>
<td>0.58</td>
</tr>
</tbody>
</table>

**Re-training, Speed: x1.25**

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL-NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
</tr>
<tr>
<td>5</td>
<td>64.80</td>
<td>1.23</td>
<td>64.84</td>
<td>1.27</td>
</tr>
<tr>
<td>10</td>
<td>66.12</td>
<td>1.08</td>
<td>65.61</td>
<td>0.65</td>
</tr>
<tr>
<td>15</td>
<td>67.23</td>
<td>0.82</td>
<td>66.98</td>
<td>0.86</td>
</tr>
<tr>
<td>20</td>
<td>67.78</td>
<td>0.61</td>
<td>67.05</td>
<td>0.78</td>
</tr>
<tr>
<td>25</td>
<td>68.46</td>
<td>0.96</td>
<td>67.39</td>
<td>1.18</td>
</tr>
<tr>
<td>30</td>
<td>68.93</td>
<td>0.95</td>
<td>67.64</td>
<td>0.60</td>
</tr>
<tr>
<td>60</td>
<td>69.84</td>
<td>0.61</td>
<td>68.73</td>
<td>0.57</td>
</tr>
<tr>
<td>120</td>
<td>70.37</td>
<td>0.49</td>
<td>69.53</td>
<td>0.62</td>
</tr>
<tr>
<td>300</td>
<td>71.32</td>
<td>0.39</td>
<td>70.62</td>
<td>0.67</td>
</tr>
</tbody>
</table>

**Within-architectures analysis**

Compared to the original results (Table 33C), averaged accuracies at testing across maps generally revealed decreased accuracy with slower actors, while accuracies remained similar when predicting faster actors. These results may be driven by the fact that when observing slower actors, especially in the x0.75 condition, the actors are almost still for multiple steps, thus leading to less information and ultimately to lower performances. The opposite is valid with faster actors.

Furthermore, the same results were observed following a brief re-training which exposed the nets to a few of such different behaviours, although accuracies were more stable, also when predicting slower actors. See Figure 43 below for a visualisation of this data for the Beliefs architecture.

Overall, these results suggest an ability to generalise of these architectures to actors whose behaviour (driven by their speed during the task) varies and differs from
self-experience. Although lower generalisation is seen in conditions that are increasingly different from personal experience, especially when interpreting slower actors.

Figure 43. Example visualisation of target prediction accuracies achieved at test and following brief re-training by the Beliefs architecture based on actor’s physical abilities (speed). Average target prediction accuracies are reported.

**Between-architectures analysis**

With regards to the impact of beliefs on target prediction, a similar interpretation to the above can be made. Specifically, when considering statistical significance, an advantage of beliefs processing towards target prediction was seen in most conditions. On average, the impact of beliefs was higher, as opposed to the original gain observed, when interpreting the behaviour of faster actors, while the opposite was valid for slower actors. However, when considering statistical significance, a big
positive impact of beliefs was seen also when interpreting slower actors. Furthermore, following a brief adaptation to the newly observed behaviour, beliefs become beneficial also when predicting slower actors on average, stabilising this effect. See Figure 44 below for a visualisation of this data.

Overall, these results indicate once again successful multi-task-induced regularisation and generalisation to actors whose behaviours differ from the self in terms of physical ability (i.e. speed), especially after some short adaptation. This result is in concordance with my previous experiments suggesting the feasibility of the “like them” approach to beliefs towards the prediction of others’ behaviours. Furthermore, it highlights that, while personal bias does influence the ability to interpret others’ behaviours, this effect is only minimal and specific to certain conditions. Finally, these results indicate that this bias can be overcome by a short adaptation.
**Figure 44.** Gain in performance driven by beliefs processing based on actor’s physical abilities capabilities (slower vs faster actors), both at testing and following brief re-training.

*Developmental analysis*

From a developmental perspective, a steady trend in both the architectures is seen for achieving better performance with an increasing number of maps made available during training. In accordance with my previous studies, these results suggest that better target prediction accuracies can be achieved with increasing experience even when predicting the behaviour of actors with different physical abilities.

With regards to the impact of belief processing on target prediction, this follows the same developmental (although less linear) trend previously identified, peaking at a medium level of experience, regardless of the actor’s physical abilities. This is valid both at testing and following brief re-training.
Conclusions

- Overall, these studies provide evidence of the generalisation ability of my architecture when predicting behaviour of actors with differing cognitive and physical abilities from the self.

- The multi-task-induced regularisation effect was seen to be beneficial regardless of the actors’ abilities, although the dynamics of the actual impact of learning to explicitly represent others’ beliefs were found to be influenced by such factors. Specifically, the impact of beliefs processing on target prediction remained evident also when interpreting behaviours of actors who differ from the self (in terms of cognitive and physical abilities). However, this decreased when predicting actors with increasingly different cognitive and physical (mainly slower actors) abilities compared to the observer.

- To conclude, these findings suggest that the “like them” approach to beliefs, using multi-task-induced regularisation, is feasible and generally advantageous to interpret and predict behaviours and intentions of others who differ from the self. Furthermore, personal bias does not necessarily hinder performance, as seen through successful generalisation. However, actor-observer similarity is advised for improved predictive performance.
General discussion

In this series of studies, I investigated the “like them” approach to learning explicit beliefs representation for predicting others’ intentions and its developmental trajectory. This was done in an attempt to show the advantages of beliefs processing throughout development towards understanding others’ mental states. As a result, I identified through multi-task-induced regularisation a role for learning to explicitly represent beliefs towards predicting others’ intentions, generally developmental in nature. In addition, I further outlined specific conditions in which this regularisation between target and beliefs processing is more beneficial. These include situations in which the target is not visible by the actor (thus during exploratory behaviours) and when there is object neglect or target-object alignment. Indeed, my results indicated a relationship between beliefs processing, behaviour prediction, disambiguation of objects in the environment, and improved prediction of others’ intentions. Furthermore, I showed the generalisation of my architectural choices to different observers and environments with varying complexity, supporting this system implementation. Finally, I showed the generalisation ability of my architecture itself to actors with varying cognitive and physical abilities. These results indicated this approach to be advantageous for predicting the behaviour of others who differ from the self, without the need of extensive training on such different behaviours. Overall, these results outlined that taking a “like them” approach for beliefs is beneficial towards improved performance for predicting others’ intentions. Learning to explicitly represent beliefs does indeed increase the computational demands and complexity of a task. However, it ultimately helps others’ intentions prediction and beliefs-driven behaviour interpretation via self-observation-based training and its regularisation effect. This is valid when considering varying environments, observers, and actors.
**Learning explicit beliefs representations**

More in detail, this series of studies contributes to the literature by showing that including the learning of explicit belief representations is beneficial for improved performance in predicting others’ intentions and beliefs-driven behaviours. Specifically, by using multi-task-induced regularisation between target and beliefs processing, I provided a viable approach to equip systems with a more accurate prediction of others’ intentions given the same number of samples and faster learning. I deem this finding to be highly relevant for the AI literature considering that generally this approach is not taken when building systems for providing robots with a ToM or when creating computational models aimed at predicting others’ mental states. Specifically, while previous studies implemented systems able to represent others’ beliefs or predict others’ beliefs-driven behaviours (e.g. Baker et al., 2017; Demiris & Khadhouri, 2006; Ramirez & Geffner, 2011), they generally did not include the learning of explicit beliefs representations. Rather, they focused on the final performance of intention prediction and assumed a learning free simulation-based approach. However, I here identified that learning explicit beliefs represents a valuable piece of information for the observer in several conditions and when interacting with different actors. Overall, the beneficial effect here observed of including the learning of explicit beliefs representation in ToM-related systems may intensify the focus in future artificial implementations on the learning of explicit mental states rather than sole predictive performance.

Only a few studies in the literature relied on the learning of explicit beliefs representations for predicting others’ mental states (Breazeal et al., 2009; Kennedy et al., 2009; Rabinowitz et al., 2018). Of these, Rabinowitz et al. (2018) indicated this approach to be limited, due to (1) high computational demands connected with the
complexity of beliefs representation and (2) the bias resulting from using own mental states as supervisory teaching signal to explicitly learn beliefs as accessed through meta-cognition. In this series of studies, I introduced the “like them” assumption, implemented through a deep learning architecture trained via self-observation, as a successful approach for addressing these points, while using a simple architecture.

Specifically, I showed that relying on self-representations of beliefs as supervisory signals for predicting others’ beliefs is computationally possible and beneficial from early development. Indeed, improved prediction of others’ mental states was driven by the multi-task-induced regularisation between target and beliefs processing, which resulted in faster learning with a lower number of training samples (i.e. more efficient learning). These results address concern (1) of Rabinowitz et al. (2018).

In addition, while I observed that this “like them” approach may lead to personal biases, I showed that these do not necessarily hinder performance (e.g. see experiments included in Part 3, chapter 3.3 of this thesis), as successful generalisation to actors differing from the observer was achieved (addressing concern (2) of Rabinowitz et al. (2018)). Furthermore, my results indicated that bias can be overcome by a short adaptation to the newly observed actor’s behaviour. These results support previous statements by Gilbert & Malone (1995) suggesting that biases are not always negative and can still be beneficial for understanding others’ behaviours even when the resulting prediction from this bias are not completely accurate. Nevertheless, in an attempt to reduce such biases and provide a system able to support more flexible forms of a shared representational framework assumption, the “like them” approach differs from the other two studies in the literature which implemented the learning of explicit beliefs representations for predicting others’ mental states (Breazeal et al.,
Indeed, these authors used simulation-inspired systems for learning explicit beliefs representations and for predicting others' beliefs, which could lead to increased biases due to the correspondence problem (Brass & Heyes, 2005; Nehaniv & Dautenhahn, 2002). Furthermore, given the limits of generative methods when applied to inputs that do not satisfy their assumptions, these systems may provide a limited solution for adaptive ToM. Therefore, I here provided a suitable approach, alternative to such implementations, using a simple architecture. From a human behaviour perspective, these results indicate that the “like them” approach can support ToM engagement also in cases of absent self-other similarity. Indeed, my findings suggested it to be a mechanism (operating on the “like me” shared representational framework) flexible enough to allow ToM engagement towards differing others, without the presence of personal biases hindering this cognitive ability. Overall, these results contribute to previous psychology literature debating early ToM acquisition, which mechanisms may underlie ToM, and if self-other similarity may be a pre-requisite of ToM ability and development (e.g. Frith & Frith, 2006b; Keysers & Gazzola, 2007; see also Parts 1-2 of this thesis).

Learning trajectory and impact of explicit beliefs representations on prediction of others’ intentions

To my knowledge, this is the first study addressing the sample efficiency of learning to explicitly represent others' beliefs and the impact that this has on predictive performances. Indeed, no papers in the literature compare the learning trajectory of intention prediction models that explicitly learn to predict beliefs using their own mental states as teaching signal to that of prediction models that do not. As a result, I identified
a general developmental trend of the impact of beliefs processing on prediction of others’ intentions. The advantageous impact of multi-task-induced regularisation between target and beliefs processing started early during development and increased with experience. This then reached a plateau of maximum impact at a medium level of experience, which resulted in up to ~12% increase in predictive performance (see Exp. 6 above). Thereafter, the impact decreased, although still resulting in improved predictive performance. In addition, as mentioned earlier, I identified multi-task-induced regularisation between target and beliefs processing to result in faster learning with a lower number of training samples (i.e. more efficient learning). This is particularly important considering the use of deep convolutional networks that are known to be data hungry, the variability of social interactions, and the high ecological cost that may be associated with misinterpreting others’ actions. Overall, these results support previous papers indicating multi-task-induced regularisation as an effective approach to reduce overfitting through shared representations and achieve faster learning in virtue of complementary information between related tasks (Crawshaw, 2020; Ruder, 2017). Furthermore, they extend it to the learning of beliefs for predicting others’ intentions. Ultimately, from a developmental point of view on human behaviour, these results suggest that not only, computationally speaking, early belief representation is possible, but also that it may be beneficial for predicting others’ intentions throughout development.

Beliefs for behaviour prediction and object disambiguation

As mentioned previously, beliefs processing positively impacted the prediction of others’ intentions. My findings however further indicated that beliefs may be
important also for discriminating between different types of behaviours, i.e. goal-directed vs exploratory behaviours. Indeed, while both the “ToM observer” and “simple observer” in my experiments were able to recognise several types of behaviours, a substantial impact of learning to explicitly represent beliefs was seen for the recognition and interpretation of explorative behaviours. This positive impact was seen with little experience / since early development. This suggests that beliefs processing can be used to aid the interpretation of others’ behaviours, especially when actors have partial knowledge about the environment and engage in exploratory behaviours, by significantly accelerating the learning process. This result has important implications as it shows that including learning of explicit beliefs representation in a system may be a better strategy than developing more complex architectures or creating bigger datasets for training models. This is especially resourceful for conditions in which specific data are not highly available, due to variability or volatility of the environments or agents (e.g. searching and rescuing during disasters or helping in construction sites).

These results are interesting from a human behaviour perspective as well. Indeed, considering that during exploratory conditions actors need to rely more strongly on their beliefs, my results highlight that, if an observer is aware of them (i.e. is endowed with a ToM), a substantial gain in performance may be obtained. In relation to this, my results may also support beliefs processing for successful false-belief tasks in infancy. Specifically, my findings indicated that architectures endowed with beliefs processing are faster at learning and predicting beliefs-driven behaviours and outperform architectures without this ability, given the same number of samples for training the model. My architectures (both the Beliefs and NoBeliefs architectures) were adapted from the ToMnet developed by Rabinowitz et al. (2018). While the
“simple observer” is an adaptation of their ToMnet without beliefs processing, the “ToM observer” is an adaptation of their ToMnet with beliefs processing. Considering that their ToMnet (without beliefs processing) passed a false-belief task, and given the advantage of the Beliefs architecture in the above series of studies, we can assume that the “ToM observer” would also pass and outperform the “simple observer” in a false-belief task, by resulting in improved performance with less data. As this effect is evident from early development, outperformance in the false-beliefs task can be envisaged also early in infancy. Ultimately, these results contrast previous studies indicating that infants cannot rely on beliefs for passing false-belief studies due to an inability to process beliefs, given the complexity of developing this skill (Apperly & Butterfill, 2009; Heyes, 2014a, 2014b; Perner & Ruffman, 2005). On the contrary, my results support beliefs representation and reasoning in infants, also indicating that this ability may be associated with advantages towards success at false-belief tasks where agents have partial knowledge of the environment. Furthermore, they indicate that if beliefs processing ability is developed together with other abilities (e.g. others’ target prediction), it results in more efficient learning and better understanding of others’ minds (see multi-task-induced regularisation seen in this series of experiments). Therefore, there are no apparent reasons as to why, computationally, beliefs processing should not be supported in infancy.

Finally, my results indicated a relationship between beliefs processing and disambiguation of objects in the environment (as non-targets), mediated by discrimination of behaviour. Specifically, the above findings suggested that objects in the environment can be informative for an observer with respect to predicting others’ intentions. However, the informative nature of such objects was seen to be influenced by the observer’s recognition of goal-directed vs exploratory behaviours. More in
detail, while objects close to the actor and aligned with the actor’s target would negatively impact target prediction when a goal-directed behaviour was recognised by the architectures, objects were shown to be useful when an exploratory behaviour was instead considered. Crucially, only the architecture which included beliefs processing managed to exploit the informativity of aligned objects and better utilise that of other visible objects in the environment, by allowing the observer to better recognise exploratory behaviours. Ultimately, my findings indicated an advantage of architectures endowed with beliefs processing towards the discrimination of exploratory vs goal-directed behaviours, which in turn resulted in improved disambiguation of objects in the environment as non-targets, through a predicted object neglect strategy and reduced “target-close-to-actor” bias. Overall, this finding provides another reason for considering the implementation of learning explicit beliefs representation in an intelligent system for improved social skills, behaviour prediction, and interpretation of the informativity of the elements in the environment. In other words, beliefs processing allows an active discrimination between behaviours which in turn results in active disambiguation of objects in ambiguous environments and situations. To conclude, beliefs processing better accommodates for challenges seen in real-world scenarios; it would be interesting to validate these findings and the permanence of the identified effect with human data.

Limitations and future work

While these experiments resulted in several interesting insights, their limitations will now be outlined. First, as for the original study which inspired these experiments (Rabinowitz et al., 2018), the extension of these results to conditions of multi-agent
interaction is not immediate. Indeed, the training signal for beliefs was here generated by self-training in solo interaction with the environment (Ognibene & Demiris, 2013; Ognibene et al., 2019). This limit related to the presence of and interaction with additional agents in the environment poses several other challenges to this model (and the original one), including (a) how does the brain simultaneously represent intentions and beliefs of multiple agents and (b) how this may differ from prediction of multi-inanimate object motion.

In addition, similarly to the original study (Rabinowitz et al., 2018), I made the strong assumption about the observer's complete and exact knowledge of the environment, which does not reflect real-life scenarios. Another assumption made is the ability of the observer to represent both self- and other-behaviours in an allocentric space, an ability which has its own developmental trajectory. Finally, objects differentiation was not considered, nor the impact that object appearance has on action prediction (e.g. Ambrosini et al., 2011; Rabinowitz et al., 2018).

Compared to Rabinowitz et al. (2018), I focused in this thesis on identifying the impact of learning explicit belief representation on the prediction of others' intentions; thus I limited the exploration of the architecture's generalization capabilities over diverse actors' populations. It would be interesting to study in the future if the performance gain here identified is preserved when observing other classes of agents, as in Rabinowitz et al. (2018). Furthermore, future studies investigating the extent to which beliefs are implicitly learnt by the observer, without explicit beliefs learning, are warranted. Nevertheless, the observed difference in performance and its evolution over time point to a limited ability to implicitly learn an accurate belief representation.
Future studies should explore the role that other forms of belief estimation, such as simulation- or probabilistic-based estimations, could play in the developmental trajectory of these beliefs-aware social architectures. In addition, it would be important to investigate whether the performance gain driven by beliefs processing here identified would persist when belief representations are not learnt from the perspective of an optimal state observer, but rather from that of an autonomous observer such as the state of RL for POMDP (Ognibene & Baldassare, 2015), who may actually discard useful information. Finally, the ability to generalize over substantially diverse tasks, that is prevented by the simple setup of the grid world here utilised, should be examined.

Conclusions

Overall, the findings from this series of studies have implications on the ToM debate which directly interest (at least) two disciplines, i.e. artificial intelligence and psychology. On the one hand, I envisage that my approach of equipping robots with beliefs processing based on the “like them” assumption and using multi-task learning may extend their application to several scenarios. Indeed, this approach partly overcomes the high requirement of data of deep networks resulting in faster training with less samples and improves the prediction of others’ intentions and behaviours, with flexibility and during social interactions of varying complexity. On the other hand, this series of studies contributes to the psychology debate on ToM emergence by indicating that beliefs processing is not only computationally possible and efficient from an early age, but also that it is beneficial for improved prediction of others’ mental states and beliefs-driven behaviours. Furthermore, my findings suggest that this is
possible through a shared representational framework between self and others. This result has implications in the interpretation of false-belief tasks results as well, supporting ToM competence in infancy. To conclude, my results are informative and useful both to further our understanding of human ToM and for implementing robotic architectures to improve robots' social skills and HRIs.
Conclusions
General discussion

The purpose of this section is twofold. It first proposes a unified discussion of the (developmental) psychology and computational modelling experimental contributions that were presented in this thesis. These are organised by sections representing my original research questions on ToM. Second, this section presents future research directions that the thesis may inspire.

Overview and contributions of the thesis

The main contribution of this thesis is the study of ToM using a mixed approach involving different disciplines and methodologies to achieve a more complete understanding of this cognition. On the one hand, this led to empirical psychology findings that contributed to our knowledge of ToM ability and development, and which can inspire future computational models and robotic architectures for improving HRI and robots’ application to everyday scenarios. On the other hand, this approach led to an artificial system able to provide insights into the importance of ToM for behaviour and intention prediction from a developmental point of view, which can be validated in human studies and implemented in robotic systems. This thesis has thus addressed and contributed to research on ToM on several levels, which are summarised and discussed further below.

ToM emergence

It is debated in the developmental psychology literature when ToM emerges (Apperly & Butterfill, 2009; Heyes, 2014b; Onishi & Baillargeon, 2005; Surian et al., 2007; Yott & Poulin-Dubois, 2012). While several infant research studies have been conducted to address this question, contrasting results prevent conclusive remarks
(Kampis et al., 2020; Kulke et al., 2018; Kulke & Rakoczy, 2018; Powell et al., 2018; Southgate et al., 2007). In this thesis, I contributed to this debate from a new perspective. Specifically, I used computational modelling to determine the feasibility of learning and representing others’ beliefs from an early age. As a result, my computational modelling studies supported early ToM ability by showing an advantage of having a ToM during observation of social interactions, which was developmental in nature. Specifically, my results suggested that there is an interplay between the impact of learning explicit belief representations on others’ intentions prediction and development. My findings indicated that beliefs start playing an important role for understanding others’ intentions and behaviours from early development. Overall, these results suggested that, in the computational setting selected, early beliefs representation is not only computationally possible and efficient, but also advantageous for predicting others’ actions, mental states and behaviours.

The developmental trend identified indicated that the positive impact of beliefs processing increases with increasing experience, until reaching a plateau of maximum experience after which beliefs gradually become less useful for predicting others’ intentions and behaviours, although still representing a good source of information. From a human development perspective, this may explain the variable performances seen throughout development in ToM-related tasks. Nonetheless, these computational results remain to be validated on human data. For example, a study could examine the age at which belief processing is more likely to impact intention and behaviour prediction, when this effect peaks and if it decreases with age. To note, the actual dynamics depend on the complexity of the environment, agents and observers; therefore, it would be interesting to investigate if these results persist when interpreting human development and in which conditions.
An additional takeaway from my computational studies with respect to ToM emergence is the fact that beliefs processing, and its early emergence, was shown to be most impactful for *exploratory behaviours*, where the observed actor has partial knowledge of the environment. This is particularly interesting for the debate surrounding ToM emergence as it could be a means to support infants’ ability to understand others’ false beliefs and thus predict their beliefs-driven behaviours in false-belief tasks. More in detail, false-belief tasks depict agents with partial knowledge of their environment, which results in them having a false belief. To be successful at these tasks, infants need to correctly interpret agents’ beliefs-driven behaviours, even if contrasting infants’ own perspective. My computational modelling results indicated faster learning of the recognition of such beliefs-driven behaviours in virtue of beliefs processing, supporting the idea that beliefs representation may aid false-belief tasks performance, earlier rather than later in development.

In this thesis, I was able to *support early ToM emergence* also with my experimental studies comparing ToM ability in individuals with congenital vs acquired limb difference vs controls. More in detail, individuals with limb difference reported enhanced ToM ability compared to the general population, an effect which was driven by the congenital limb difference group. Indeed, only individuals with congenital limb difference scored on average significantly higher than controls at several ToM tasks. These findings suggested the existence of a critical window during early development for achieving improved ToM in people with limb difference, an effect which however seem to persist throughout adulthood, thus showing some flexibility. The candidate mechanisms underlying this effect were discussed in Part 2, chapter 2.2 of this thesis and are briefly summarised below (in “Mechanisms underlying ToM ability and development” section). Interestingly, these results seem to partially be in line with my
computational findings and the developmental trend outlined. Specifically, my findings in the limb difference population partly support early ToM emergence and its critical impact from an early age (congenital limb difference results), as well as their decreased impact with increasing age (acquired limb difference results), reflecting extensive experience in the artificial neural network. However, in contrast to the computational findings, my results from the limb difference population indicated that ToM development may be mostly critical at birth (congenital limb difference results), rather than at a medium level of experience (acquired limb difference results). Nonetheless, and as mentioned earlier, I cannot determine through these studies the developmental age corresponding to the artificial age implemented in the neural network. Future research is needed to shed light onto the matter.

Finally, while the above findings point to an early ToM development, my infant study may not support this stance. More in detail, I introduced in this thesis a new false-belief task for infants, in an attempt to investigate ToM ability in 18-month-olds. My findings may suggest an absence of ToM ability at such a young age, thus possibly contributing to the literature not supporting early ToM development. These results may partly be explained by my computational results. Indeed, while my computational studies highlighted ToM presence from an early age, it remains to be determined whether “early age” in the computational model corresponds to 18 months of human age or earlier or later development. Nevertheless, findings from my infant study did not necessarily provide evidence against early ToM emergence. Indeed, as indicated in my infant methodological contribution section (Part 1, chapter 2), solely relying on looking behaviour as a measure of infant ToM ability may be limited and may result in failed replications and contrasting findings (Kampis et al., 2020; Kulke et al., 2018; Kulke & Rakoczy, 2018; Powell et al., 2018; Southgate et al., 2007). Furthermore,
given the outlined limitations of my study and the possible limitations of the new methodology implemented for this investigation, future studies with a larger population and with complementary measures of ToM are warranted to validate these results.

**Mechanisms underlying ToM ability and development**

It is debated in the literature which computational mechanisms may underlie ToM ability and development. Specifically, while the association (Csibra & Gergely, 2007), simulation (Rizzolatti et al., 2001) and teleological (Csibra & Gergely, 2007) mechanisms have been indicated to underlie (or be precursors of) ToM, a separate mentalising mechanism for ToM (Frith & Frith, 2003) has also been proposed. Neuroimaging studies have identified separate cortical areas to underlie such different mechanisms. For example, simulation has been associated with the activation of the mirror neuron system, which includes parietal and premotor cortical areas (de Lange et al., 2008); whereas the ToM network, including the medial prefrontal cortex, temporoparietal junction, superior temporal sulcus and the temporal poles (Amodio & Frith, 2006; Frith & Frith, 2003), has been associated with mentalising. Similarly, computational modelling generally relies on different implementations of ToM models inspired from such mechanisms. For example, Baker et al. (2017) developed a teleological-based model of ToM (see also Hamlin et al., 2013). Others used association- (Rabinowitz et al. 2018) or simulation-based (Breazeal et al., 2009; Kennedy et al., 2009) models of ToM. Nonetheless, neuroimaging studies have also evidenced an absence of such a clear separation between systems supporting each mechanism as seen through brain activity in response to ToM-related tasks. For example, Marsh et al. (2014) suggested that the mPFC and TPJ (brain areas associated with mentalising) may be associated with rationality resolution and
mentalising about the reasons and intentions underlying an unusual behaviour (teleological mechanism). de Lange et al. (2008) evidenced the activation of both simulation- and mentalising-related brain areas for understanding action intentions. Furthermore, successful computational models of ToM including both simulation- and teleological-based principles have been developed (e.g. Asakura & Inui, 2016). Keysers and Gazzola (2007) instead brought forward the idea of a continuum between simulation and ToM. It has therefore been suggested that such mechanisms may overlap and coexist, and that they may collaborate for achieving ToM (Asakura & Inui, 2016; de Lange et al., 2008; Keysers & Gazzola, 2007).

In accordance with the cited articles supporting a “like me” approach to ToM, the computational and limb difference studies conducted in this thesis also supported the suitability of the “like me” approach to ToM. This approach can be considered more abstract than the above-mentioned mechanisms as it does not make specific assumptions on the type of mechanism using the implicated shared representational code; it thus is considered to engulf all such mechanisms (Meltzoff, 2007a). Specifically, my computational studies indicated that a simple architecture, based on the “like them” assumption, presents advantages towards predicting others’ intentions and behaviours, withstanding differences between self and others. My limb difference studies also pointed to a shared representational framework between individuals with sensorimotor impairments and the general population, thus indicating the appropriateness of the “like me” approach for engaging in ToM, regardless of self-other similarity.

These findings, supporting the “like me” approach, therefore highlight that shared representations are at the hallmark of social cognition, rather than the result of complex developmental and inferential processes driven by an initially solitary
representation of the self, as suggested in other contrasting theories (Piaget, 1952, 1954). These results could in turn also contribute to the debate in the literature surrounding the development of first- and third-person perspectives (representations of the world). Specifically, some studies indicated that infants first develop a first-person perspective which hinders false-beliefs understanding, as they fail to suppress it in favour of a third-person perspective. Others proposed that infants may have an altercentric view since birth and only later in development develop a first-person perspective (Happé, 2003; Kampis & Kovács, 2022; Southgate, 2020). My results supporting the “like me” assumption from early development for understanding others may point to the latter as a better alternative. This is true especially when considering my computational results, as they indicate that it is computationally advantageous to have a shared representational framework for understanding others. Nonetheless, future studies are warranted to further elucidate these mechanisms in line with studies by Kampis and Kovács (2022) and Yeung et al. (2022).

In addition, my studies contributed to previous research with respect to the identification of the candidate mechanisms using the “like me” approach for ToM. Indeed, in this thesis I discussed association, simulation and teleological for mentalising as candidate mechanisms underlying ToM ability in my studies. To briefly recapitulate my findings to this respect, my computational studies supported an associative-based mechanism for ToM (encompassing beliefs processing) by indicating an advantage in the introduction of the “like them” architectural approach towards predicting others’ intentions and behaviours. Specifically, by relying on associations between explicit belief representations learnt through self-experience and consequent behaviours, the “like them” approach makes them available through self-observation as supervisory teaching signals for predicting others’ behaviours.
Overall, this approach was shown to pose architectural demands that are simpler than previously believed, contribute to speeding-up the acquisition of socio-cognitive prediction skills, strongly improve the interpretation of beliefs-driven behaviours, and increase the generalisation ability to predict behaviours of others acting in different environments and presenting different cognitive and physical abilities.

On the contrary, I could not determine at this stage the exact mechanism underlying the enhanced ToM ability seen in the limb difference population; however, I proposed *simulation* and *teleological for mentalising* as alternative mechanisms, although not mutually exclusive, underlying such an effect. First, the simulation mechanism was justified given its relation to cognitive embodiment and the differing embodiments observed in the limb difference vs general populations. Furthermore, several measures used to assess ToM ability in individuals with limb difference, whose scores had been previously positively associated with the simulation mechanism (e.g. perspective taking, emotional reactivity), were found to be enhanced in individuals with limb difference compared to controls. (See next section “Factors implicated in ToM” for a discussion on perspective taking for ToM). While it may seem counterintuitive that individuals with sensorimotor impairment had enhanced simulation ability, my results were interpreted in light of previous research pointing to the presence of sensorimotor representations and associated simulation ability in individuals with limb difference as resulting from (a) in-utero spontaneous muscular activity and proprioceptive feedback (Price, 2006), (b) observation learning (Aziz-Zadeh et al., 2012; Brugger et al., 2000; Price, 2006), (c) motor imagery (Gandola et al., 2019; Malouin & Richards, 2010; Saruco et al., 2019). This additional process that people with limb difference require for engaging in simulation in order to interpret the world from the perspective of the majority of the population was proposed to lead to a relative
strength, resulting in the observed enhanced ToM. Second, a teleological for mentalising mechanism was proposed to support ToM findings in the limb difference population, pointing to the non-motor, more deliberative component of ToM. Specifically, the teleological for mentalising mechanism suggests that mentalising can be seen as a rationalisation of behaviour for understanding others’ unusual behaviours (Brass et al., 2007; Marsh et al., 2014). It was indicated in this thesis that this mechanism may result in enhanced ToM in individuals with limb difference considering that they engage more often in this rationalisation of behaviour when interacting with environments designed for typical embodiments and with the general population, given their differing physical characteristics. In other words, they are more trained in this non-motor and deliberative component of ToM. Future studies are warranted to shed further light into these mechanisms.

Given the above, my findings from the computational and limb difference populations may be considered as pointing to different mechanisms which may seem hard to interpret for a global understanding of the mechanisms underlying ToM development and ability. However, it should be taken into consideration that these studies involved different experimental environments and populations, which may have influenced the dynamics of the mechanisms underlying ToM ability. Specifically, my computational studies were developed in virtual and relatively simple environments, with the assumption that the observer had complete knowledge of the world. Therefore, my results may indicate that association may be a mechanism to engage in ToM when observing individuals in simple environments, with limited factors influencing others’ behaviours. In contrast, the simulation or teleological for mentalising mechanisms may be more adequate for interactions in more complex environments, or more challenging scenarios in which the observer has partial
knowledge of the world, e.g. during multi-agent interactions, as well as when considering other factors that may influence ToM (e.g. agent and observers’ embodiments, perspective taking, mental rotation). In addition, while I suggested the mentioned mechanisms to underlie enhanced ToM in the limb difference population, I cannot exclude that these may be compensatory mechanisms for the lack of sensorimotor experiences in this population and that other mechanisms may underlie ToM in the general population. Nonetheless, previous studies suggested simulation and teleological reasoning as candidate mechanisms behind ToM, thus I do not believe this to be the case. To summarise, my findings do not necessarily contrast each other and can be interpreted as providing testable hypotheses to be addressed in future studies to identify whether different mechanisms can be supporting ToM in different scenarios.

In line with this view, my findings may be interpreted as supporting the coexistence of these mechanisms and their collaboration for achieving successful ToM in different scenarios (see discussion at the start of this section; but also Cook et al., 2010; de Lange et al., 2008; Heyes, 2010). To be more specific, I will now briefly present an interpretation which can be drawn by merging such findings for ToM. Please note that my aim is neither to support nor criticise the following interpretation, but only to put into perspective the contributions of these mixed findings to the literature and their yet valuable relevance for our discussion. Briefly, as mentioned previously, simulation is considered one of the candidate mechanisms underlying ToM (possibly supported also by my findings with the limb difference population). However, findings from my computational studies point to an association mechanism for ToM. Nonetheless, previous literature proposed that mirror neurons, which are assumed to be responsible for the simulation mechanism, are a by-product of associative learning
deriving from sensorimotor experiences (Heyes, 2010). This proposal interestingly connects the association and simulation mechanisms which were proposed to underlie ToM in the computational and limb difference studies, respectively. Specifically, the coexistence of the two mechanisms may be suggested, with the association mechanism being at the heart of others’ understanding, thus supporting my computational findings. According to Heyes (2010), sensorimotor associations may thereafter support the development of the mirror neuron system (and simulation mechanism); thus once considering an embodied agent (limb difference population) compared to an agent in a simulative environment (computational model). If we followed Heyes (2010)’s proposal and considered the sensorimotor impairment in the limb different population, we could speculate that such sensorimotor associations may be hindered in this population. As a result, simulation mechanisms would not be able to develop in the limb difference population, unless compensatory mechanisms came into play, such as sensorimotor representations resulting from observation learning or teleological for mentalising. Ultimately, this would support findings with the limb difference population as well. Future research addressing this interpretation is warranted to shed light into the associative or motor simulation components of mirror neurons for ToM, as well as the role of sensorimotor experience for this cognitive ability.

To conclude, the findings in this thesis contributed to the debate surrounding the mechanisms underlying ToM by suggesting that different mechanisms (including association, simulation, and teleological for mentalising) may coexist and collaborate to achieve successful ToM in different scenarios.

Factors implicated in ToM
With this thesis, I also contributed to the factors which may be implicated in ToM ability and development. Specifically, I addressed embodiment, multisensory integration, perspective taking, mental rotation, and self-other similarity.

First, I found evidence of cognitive embodiment for ToM through my studies on the limb difference population. More in detail, my experimental studies with the limb difference population indicated enhanced ToM ability in individuals with limb difference vs controls; an effect which was driven by the congenital limb difference subgroup. Overall, these results suggested that different sensorimotor experiences may impact ToM ability throughout development, and that the interaction between sensorimotor-driven embodiment and ToM may be crucial since birth (given the result with the congenital subgroup). These results support previous research (e.g. Chasiotis et al., 2006; Dyck et al., 2006; Leonard & Hill, 2014) highlighting a rich relationship between sensorimotor experiences and ToM (see also Parts 1-2 of this thesis). Indeed, either normal or reduced ToM ability has been previously indicated in individuals with other sensory impairments, such as visual (e.g. Anghel, 2012; Koster-Hale et al., 2014; Peterson et al., 2000) or hearing (e.g. Figueras-Costa & Harris, 2001; Marschark et al., 2019) impairments. Considering that my findings suggested sensorimotor impairment to result in enhanced ToM, they possibly highlighted a role for the motor component of such experiences towards ToM. While I am unable in this thesis to determine which is the mechanism behind this effect, I presented two alternative explanations, that are (a) enhanced motor component of such experiences for ToM (through compensatory mechanisms for simulation) or (b) enhanced non-motor, more deliberative component of ToM (see Part 2, chapter 3.1 of this thesis for more details). Nevertheless, future studies are warranted to shed some more light on the role of motor (and general sensorimotor) experiences for ToM. A final comment on the role
of embodiment for ToM; as mentioned earlier, differing artificial and biological embodiments, in the form of simulation actors and limb difference population vs controls, may result in different mechanisms underlying ToM. It would be interesting to ultimately transfer my computational architectures to a robotic system, to also include the sensorimotor component in the architecture. This would allow to further shed light into (a) the role of sensorimotor experience for ToM, (b) the specific focus on the motor component of ToM, as well as (c) the impact of sensorimotor impairment for ToM. Indeed, robots allow to conduct ‘impairment’ studies in a way that is not possible in the human population, while maintaining their characteristic as embodied agents. Ultimately, these studies would further inform my findings and validate my interpretations.

Second, I investigated multisensory integration in infants for the development of ToM through an innovative multisensory false-belief task conducted with 18-month-olds. The task relied on two modalities (i.e. vision and touch) for false belief induction in the observed agent. As a result, this task critically required infants to integrate multisensory information from the agent’s perspective in order to successfully infer the other agent’s belief. My preliminary results indicated that infants may not have this ability, as they did not show longer looking when the agent had a false belief about the world. Considering that previous studies have identified ToM ability at this age (e.g. Moriguchi et al., 2018; Senju et al., 2011; Yott & Poulin-Dubois, 2012), these results may point to infants’ inability to integrate multisensory information, which in turn hindered ToM. However, we cannot exclude a role of multisensory integration for beliefs understanding in 18-month-olds, given previous indirect evidence of this ability in infants (Forgács et al., 2019; Scott et al., 2015, 2017; Scott et al., 2010; Träuble et al., 2010). Ultimately, I could not determine in this thesis whether this study’s findings
were driven by (a) its online implementation and/or the newly introduced paradigm, (b) the methodology not relying on complimentary measures of ToM such as neuroimaging or computational modelling, or (c) an absence of infants’ ability to integrate multisensory information for ToM. However, I believe to have shown ways to address this in future research and contributed to the psychological debate on ToM emergence and multisensory integration for ToM development in infants.

Third, I identified perspective taking as a factor influencing ToM ability and development, considering my findings from the limb difference population. More in detail, individuals with limb difference were found to score significantly higher than the general population in measures of perspective taking ability. This effect was driven by the congenital limb difference subgroup, indicating that this factor may be increasingly critical in early development for enhanced ToM. The same discussion provided above about the potential mechanisms underlying the enhanced effect seen in the limb difference population is valid for perspective taking. Furthermore, I advanced in this thesis the possibility of differences in self-other control between the limb difference and general population, which may result in enhanced perspective taking and ToM ability in the former (see Part 2, chapter 3.1 of this thesis). Ultimately, these findings indicated that perspective taking is a factor implicated in ToM ability and development, supporting previous research (e.g. Xie et al., 2018). Unfortunately, I was not able to achieve a sufficiently large sample size for my study directly addressing the role of perspective taking for false belief understanding in individuals with limb difference vs controls (Part 2, chapter 3.2). The same is valid for mental rotation, which I indicated in Part 2, chapter 1 of this thesis may also be a factor implicated in ToM ability. Future studies are warranted to shed light on this matter. Finally, I did not investigate perspective taking through computational modelling. However, it would be interesting
to introduce this component in my computational studies to investigate whether perspective taking is essential to understand others’ intentions (e.g. on the line of Chen et al. (2021)’s experiments), as well as the extent to which beliefs processing may impact this factor.

Fourth and last, I further assessed the requirement of self-other similarity for engaging in ToM. This factor has been previously discussed (see “Mechanisms underlying ToM ability and development” section); therefore, I will not digress on it here as well. Briefly, both my computational and experimental studies with the limb difference population pointed to a shared representational framework to understand others in relation to the self. Therefore, these findings may suggest that individuals need to share this “representational code” for understanding each other. Indeed, this is an ability that has been previously indicated to help the understanding of conspecifics (Decety & Chaminade, 2003) and not extend to individuals belonging to other species (e.g. Buccino et al., 2004). Such general shared representational framework may associate all individuals, while more stringent similarity between self and other may not be a requirement of ToM, as indicated by my studies. Indeed, the “ToM observer” in my computational studies was able to generalise its ability to predict others’ behaviour also to actors with substantially different cognitive and physical capabilities. Similarly, my experimental studies with the limb difference population clearly pointed to humans’ ability to understand and predict mental states and behaviours of others who differ from the self.
Future work

While future work associated with each study was already reported in each chapter and above, I will here briefly discuss the principal research directions that the main contributions of this thesis may inspire from a global perspective.

This thesis identified a role for sensorimotor-driven embodiment towards enhanced ToM ability and development, and discussed different underlying mechanisms. Future studies are warranted to shed further light onto this relationship, the role of cognitive embodiment for ToM, as well as ToM emergence and the underlying mechanisms. This research can take the following forms.

- First, additional experimental studies on the limb difference population should be conducted, possibly including neuroimaging methods, to investigate the activation of brain areas associated with simulation (parietal and premotor cortical areas) and/or teleological for mentalising (mPFC, TPJ) during the tasks here introduced (Aziz-Zadeh et al., 2012; Brass et al., 2007; Cusack et al., 2012; Marsh et al., 2014).

- Second, future studies should investigate the ability of individuals from the general population to engage in ToM when observing and interacting with others who differ from the self, e.g. individuals with limb difference. Indeed, previous studies (e.g. Aziz-Zadeh et al., 2012; Cusack et al., 2012) indicated different mechanisms (simulation vs teleological vs mentalising) in individuals with limb difference when understanding and imitating actions of others with vs without limb difference. However, it remains to be determined which mechanisms underlie mental state understanding and prediction in individuals from the general population towards others who show atypical bodily characteristics. This would increase our understanding on whether the
simulation / teleological for mentalising mechanisms are compensatory mechanisms specific to the impairment of sensorimotor experiences or mechanisms that are likely to be critical for ToM in the general population, too.

- Third, studies on children with limb difference could be performed to further address the hypothesis of perceptual narrowing resulting from sensorimotor experiences (e.g. see Kelly et al., 2007 for an example investigation of perceptual narrowing during infancy with respect to facial processing). This in turn could aid the understanding of the mechanisms underlying ToM ability and the developmental stages behind sensorimotor involvement in this cognition.

- Fourth, it would be interesting to compare performances of individuals with limb difference who are and are not prosthesis users in ToM tasks. This would indeed help determine the extent to which prosthesis use can impact the enhancing effect seen in this series of studies and shed further light on possible mechanisms involved, including self-other control and egocentric bias. Indeed, previous studies have identified prosthesis use to build representations (in individuals with congenital limb difference, e.g. Fritsch et al. 2021; Price, 2006) or preserve / adapt representations (in individuals with acquired limb difference, e.g. Guo et al., 2017; Mayer et al., 2008) of the missing limb. Thus, it would be interesting to investigate how prosthesis use affects the impact of sensorimotor-driven embodiment on ToM.

- Fifth, these experimental studies could be further addressed using a multidisciplinary approach and conducting computational modelling of this effect. For instance, future studies could add sensorimotor inputs to the here developed artificial architectures and assess how “impairing” the motor component may impact the prediction of others’ intentions. This would be
interesting to investigate in both the “ToM observer”, who can engage in beliefs processing, and the “simple observer” to compare differences in performance driven by beliefs processing. Additionally, the same approach could be taken with such artificial neural networks implemented in robotic systems. Robots represent artificial embodied agents with their own sensorimotor experiences, which are thus more relatable to human experiences. In line with developmental robotics (Sandini et al., 2021), robot as embodied agents represent a great tool to investigate the role of embodiment for the development of different cognitions. Indeed, they allow the investigation of such phenomena in real-world scenarios and through manipulations (e.g. “impairment” studies) that are not possible in human research.

Furthermore, this thesis supported through computational modelling an early ToM ability. My findings indicated that beliefs processing from an early age is not only computationally possible and efficient, but also beneficial for predicting others’ intentions and behaviours in several scenarios. Future studies should validate such findings on human and robotics data.

• First, it would be interesting to identify whether the developmental trend seen in this thesis replicates in human participants and to determine the correlation between human age and the developmental steps found in the artificial implementation. While previous studies investigating beliefs processing in infants of various ages exist in the literature (e.g. Hamlin et al., 2013; Kampis et al., 2015; Luo, 2011; Moriguchi et al., 2018; Southgate & Vernetti, 2014; Surian et al., 2007; Träuble et al., 2010), this thesis provides a clear developmental trend which should be validated in human studies.
• Second, future research should explore if the multi-task-induced regularisation seen in my computational studies represents a benefit in humans as well. Multi-task learning has been previously suggested to be the most relatable type of learning to human learning, as humans are rarely presented with single tasks in isolation and they instead rely on information from different modalities to build their knowledge (Crawshaw, 2020). Therefore, the validation of the computational advantage resulting from this learning approach with human data would not be surprising.

• Third, it would be interesting to adapt the architecture here developed to actual robotic systems for the study of ToM emergence. Indeed, in line with the developmental robotics field (Sandini et al., 2021), robotic systems may lead to unexplored insights which can then be validated through human studies. The architecture here implemented was indeed quite simple and rather task-independent, allowing it to be easily adapted to actual robotic architectures (although different perceptual and motor conditions would need to be considered). I envisage this approach to extend the application of social robots to several scenarios, given their improved ability to understand humans’ beliefs-driven behaviours adaptively.

Conclusion

A recurrent, yet still incredibly interesting, debate surrounds the development of human and machine ToM. In this thesis, I used a mixed approach involving different disciplines and methodologies to achieve a more complete understanding of this cognition. I specifically contributed to previous literature on ToM emergence, the
mechanisms underlying this cognitive ability, as well as the factors that may be implicated in its development. Overall, I believe to have provided new insights into these topics by using this multidisciplinary approach. Ultimately, experimental findings in this thesis can be interpreted (and furthered in future investigations) to understand human cognition, the computational findings to inform artificial cognition, and the knowledge obtained from both disciplines to create increasingly social robotic systems and discover unexplored directions.

While this approach is valid in this particular context, I believe that it will also be beneficial if applied to other human cognitive abilities. In this time of advancements and innovations in various research fields, we should take advantage of the collaboration between sectors. Investigating the same cognitive ability from different perspectives and using different methodologies can achieve a more complete understanding of such cognition, improve our general knowledge and extend this to additional applicative scenarios in innovative ways.
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Supplementary Materials

**Supplementary material 1.** Number of steps performed by the actor to reach target once *visible*, by number of maps. Generally, the actor takes 3 steps to reach the target once it becomes *visible*. 
Supplementary material 2. Best target prediction accuracies for the *Beliefs* vs *NoBeliefs* architectures by number of training maps in the conditions with the target *not visible* by the actor and No distractor objects *visible*, controlling for objects not being in the actor’s past trajectory. As a result, equal probabilities of being targets (~25%) were assigned to all objects. Accuracies were calculated as averages across 18 initial network weights; the associated variances were reported.

<table>
<thead>
<tr>
<th>Train Maps (N)</th>
<th>BEL</th>
<th>NoBEL</th>
<th>BEL- NoBEL (%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>Avg Acc (%)</td>
<td>Var</td>
<td>p-value</td>
</tr>
<tr>
<td>5</td>
<td>22.00</td>
<td>11.76</td>
<td>25.00</td>
<td>4.00</td>
</tr>
<tr>
<td>10</td>
<td>24.33</td>
<td>1.41</td>
<td>26.11</td>
<td>2.81</td>
</tr>
<tr>
<td>15</td>
<td>26.00</td>
<td>3.29</td>
<td>26.94</td>
<td>3.00</td>
</tr>
<tr>
<td>20</td>
<td>26.11</td>
<td>2.46</td>
<td>27.56</td>
<td>4.26</td>
</tr>
<tr>
<td>25</td>
<td>26.06</td>
<td>1.94</td>
<td>26.83</td>
<td>2.85</td>
</tr>
<tr>
<td>30</td>
<td>25.72</td>
<td>1.51</td>
<td>26.94</td>
<td>2.41</td>
</tr>
<tr>
<td>60</td>
<td>26.00</td>
<td>2.00</td>
<td>27.56</td>
<td>2.26</td>
</tr>
<tr>
<td>120</td>
<td>27.39</td>
<td>1.90</td>
<td>28.17</td>
<td>3.91</td>
</tr>
<tr>
<td>300</td>
<td>26.50</td>
<td>0.97</td>
<td>26.06</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**avg.** -1.23  
**max.** 0.44

**BEL:** *Beliefs* architecture; **NoBEL:** *NoBeliefs* architecture