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Abstract—The cloud native paradigm is emerging as a pathway to developing applications for intrinsic operation on the cloud. This prompted application modularity, leveraging the adoption of the microservices architecture. Meanwhile, fog computing is emerging as a geo-dispersed cloud, bringing services closer to the end-user for localization and improved responsiveness. Transitioning to fog-native applications, i.e. managing microservice workflows over the fog, is a non-trivial challenge. On one hand, engineering workflows require awareness of the dependencies across microservices, as they impact the perceived quality of service. On the other hand, the heterogeneity of capacities, energy prices and supply, introduce challenges that can negate the sought advantages of the fog. This work proposes a novel algorithm based on Alternating Direction Method of Multipliers for intent-based workflow mapping and admission, \textit{iADMM}. The performance of the algorithm is evaluated analytically and experimentally and compared to a baseline compute-network cost minimization alternative. Evaluation results show that \textit{iADMM} achieves near optimal decisions in minimizing operational costs without violating workflow intents.
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I. INTRODUCTION

The proliferation of cloud networks and services has prompted the cloud-native paradigm, referring to the development of applications for intrinsic operation on distributed and elastic resources. This has demanded greater modularity of applications, which incentivised larger adoption of the microservices architecture. So far, cloud-native applications run within central clouds, having largely homogeneous infrastructure of virtually unlimited capacity. However, the tight control and homogeneity have resulted in incorporating oversimplified assumptions about applications and resources. This ultimately restricted operations over multiple, heterogeneous, clouds [1].

Meanwhile, fog computing networks are rapidly growing as a geo-distributed and heterogeneous infrastructure [2], [3]. Their adoption is widening to meet stringent latency and privacy requirements, among others. The variant constraints on fog resources increases the likelihood of application geo-dispersion. That is to distribute application’s components over different fog clusters and interconnect them to compose the application. Facilitating dispersed, yet intent-compliant, deployment of applications under current orchestration mechanisms is not straightforward. This is due to overlooking the heterogeneity and network impact outside cluster boundaries [4].

Specifically, the variation of compute-network capacities, energy prices and quality of energy supply across clusters introduce non-trivial trade-offs. On one hand, capacity constraints at the edge of the fog increase the likelihood of congestion, which ultimately impact processing and/or network latencies. On the other hand, variant energy prices and types of energy supply at different clusters vary the operational costs. Existing evidence shows that smaller data centers have higher energy prices [5], [6]. This translates into higher operational costs per application. Meanwhile, there is a globally growing need to transition cloud operations to using clean energy [7]. However, the inconsistent supply and high price of such energy are causing challenges for workload management that slowed the speed of transitioning [8]. Emerging indicators such as [9] show that purchase of green energy correlates strongly with the size of cloud providers. This suggest that large clouds are having the larger share of green energy.

The above creates multiple workload attraction forces, which impact compliance with application intents and provision costs. These forces correlate with each other across the hosting clusters, and create a ripple effect that impact overall application performance. Furthermore, there is need for efficient utilization of the sparse edge. This includes conserving small, “near-user”, clusters for time-critical processes while pushing counterparts to cheaper clusters, within latency intents. To facilitate such intent-based orchestration, there is need for solutions that: 1) have knowledge of application intents; and 2) can act on the fog underlying heterogeneity.

This work proposes a novel optimization algorithm for solving the problem of intent-based mapping and admission of fog-native microservice applications (workflows). The algorithm incorporates awareness of latency and resource intents while optimizing operational costs, given: compute-network capacity, energy price and ratio of green energy supply. The solving approach is fully decentralized; allowing for significant flexibility and scalability. Hence, the contributions of this work are three-fold: 1) model the fog ecosystem and formulate the problem of intent-based workflow mapping and admission; 2) develop a decentralized algorithm for solving the problem, based on Alternating Direction Method of Multipliers.
II. RELATED WORK

Fog ecosystems are proliferating and have been investigated extensively \cite{14,16}. Increasing research effort in this realm are tackling problems of workflow and resource management. For example, the work of \cite{10} tackles the problem of workflow offloading in mobile edge computing, given energy and cost awareness. They developed a multi-objective optimization that follow a computationally-expensive global solving method. Stavrinides et al. \cite{11} consider the orchestration of real-time QoS-limited workflows. Instead of optimizing service selection, they allow trading accuracy for QoS.

Distributed algorithms are showing higher potential to support intent-based workflow orchestration. For example, the work of \cite{12} proposes an ADMM algorithm that solves the service mapping and routing problems at the node-level. Although the solution is focused on unitary services, it provides an attractive baseline to a newer solution for fog-native microservice workflows. The work of \cite{13} in Service Function Chaining (SFC) proposes a solution for SFC graph embedding based on a combination of Bender decomposition and ADMM. Their solution lacks consideration of latency and requires a centrally-calculated global solution, from local ones.

Orthogonally, several efforts started investigating the role of green energy in facilitating cloud services. For instance, a review by Malik et al. \cite{14} includes recent studies of optimal use of green energy in fog computing for 6G-enabled IoT. The work of \cite{15} proposes a Mixed Integer Linear Programming (MILP) approach to reduce CO2 emissions in fog-cloud architectures, showing a 71\% CO2 reduction compared to resource placement in distributed clouds. The work of \cite{16} focuses on request dispatching based on real-time availability of green energy, showing a significant improvement in service time, QoS violations, and green energy utilization simultaneously. Similar to earlier reviewed efforts, these solutions address the problem from different perspectives and while their solutions provide a strong baseline for the work proposed here, they fall short in incorporating critical parts of workflow intents.

III. THE FOG ECOSYSTEM MODEL

Recently, the fog-native architecture has been proposed in [4] to enable intrinsic development and operations of workflows within a fog ecosystem. A workflow is defined as a set of microservices, selected and organized such that to satisfy the intents of application developers and users. This requires the two actors to define the desired behavior, i.e. intents, rather than deployment plans. The architecture includes a flexible management plane for intent-based composition of workflows. This work propose to extend the architecture of [4] with intent-based workflow orchestration. This section models the fog ecosystem and formulate the problem of intent-based workflow mapping and admission.

a) The network: A fog network (shown in Figure 1) is a modeled as a set of access nodes $\mathcal{U}$ and a set of fog nodes $\mathcal{N}$. Each $u \in \mathcal{U}$, $n \in \mathcal{N}$ are connected by a set of paths $\mathcal{P}_u, \text{i.e. } u \text{ is multi-homed by } \mathcal{N}$. Each $n \in \mathcal{N}$ is typically characterized by a wide set of metrics, this work focuses on four: the computing capacity, $c_n$ in number of CPU cores; the average computation speed of a node, $\mu_n$ in GHz (i.e. equivalent to clock cycles/s); the energy price at the node site, $c_e$ in Penny per miliCPU (mCPU); and the ratio of green energy supply, $\eta_n$, relative to the total energy consumption of the node. Hence, the tuple $\langle c_n, \mu_n, c_e, \eta_n \rangle$ characterize each $n \in \mathcal{N}$. Similarly, each path $p \in \mathcal{P}_u$ can be described by a variety of metrics. Here, the focus is on: bandwidth capacity, $b_p$ in Gb/s and the metric distance, $l_p$ in km. Hence, the tuple $\langle b_p, l_p \rangle$ describes each $p \in \mathcal{P}_u$. Notably, energy cost in data transmission is neglected in this work due to space limitation and since existing evidence \cite{17,18} reveals that network energy consumption is a marginal 3 – 8\% of total energy consumption in cloud and Internet systems.

b) Microservices & workflows: Application developers advertise a set of microservices, $\mathcal{S}$ in the fog ecosystem. Each $s \in \mathcal{S}$ can be characterized by functional and non-functional intents. Functional intents are outside the scope of this work. They are primarily considered by the workflow manager of [4] when constructing an intent matching workflow, $w(\mathcal{S}_w, \mathcal{R}_w)$. The latter is a subset of microservices, $\mathcal{S}_w \subseteq \mathcal{S}, |\mathcal{S}_w| = m$, connected by $\mathcal{R}_w$ logical relationships in a dependency graph. A user sends their request to the first $s_0 \in \mathcal{S}_w$ while expecting a response back from the last microservice $s_m \in \mathcal{S}_w$, after execution of the other microservices of $\mathcal{S}_w$. $\mathcal{R}_w$ can be organized as a set of chains $\mathcal{T}_w$ that connect $s_0$ to $s_m$. Once constructed, the non-functional intents of $w$ become the primary focus and
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\caption{Network view of the fog ecosystem showing fog and access orchestrators and the underlying programmable network.}
\end{figure}
they can be specified on a microservice and workflow level. A non-functional intent describes a requirement rather than function of a microservice.

c) **Intents:** Here, the focus is on non-functional intents. Application developers specify the resource and QoS requirements, along with the input/output model of each microservice. Resource requirements include: the average task size of a microservice, $c^s$ in mCPU; and the average input and output data size, $q^s$ and $r^s$ respectively. The input/output model assumes the completion of $S^w_{k-1}$ microservices to trigger the start of $s_k$ and independent retrieval of input data from a data store. The latter can be embedded as microservices in the workflow such that at least one $S^w_{k-1}$ is the data store for $s_k$, providing $q^{sk} = r^{sk}$. QoS requirements can be wide. Here they are narrowed down to the total latency of a workflow, $\tau^w$ in milliseconds (msec), being the elapsed time between a user sending their request to $s_0$ and receiving a response back from $s_m$. Thus, workflow intents can be formulated as a set of tuples $\{\langle c^s, q^s, r^s \rangle \mid \forall s \in S^w \}$ and $\{\langle \tau^w \rangle \}$.

d) **Demand and decision variables:** Each access node $u \in U$ generate requests for workflow $w$ at a rate of $\alpha_u^w$. Notably, $\alpha_u^w \equiv \alpha_u^w, \forall s \in S^w$. accordingly the workload and traffic demands offered to the fog network can be defined as:

$$\delta^u_w = \alpha_u^w c^u, \quad \omega^u_w = \alpha_u^w r^u, \quad \forall u \in U$$  \hspace{1cm} (1)

where $\delta^u_w$ and $\omega^u_w$ are the workload and traffic demand per-microservice in a workflow, respectively. Notice that the traffic equation in (1) can be modified on a per-workflow basis to account for the largest of $\{q^s, r^s\}, \forall s \in S^w$. Here, $r^s$ is assumed the largest. An access node $u$ decides $\beta^s_{un} \in [0, 1]$ fraction of requests for $s \in S^w$ to be mapped to fog node $n$. Equivalently, $n$ fog node decides $\gamma^s_{un} \in [0, 1]$ the fraction of requests received by $u$ to be admitted for processing.

e) **Operational cost:** Two forms of costs are incurred in such a fog ecosystem: first, the cost of processing admitted requests for $s$ at fog node $n$, $\theta^s_{un}$. This is driven by the structure of energy supply in terms of price and greenness, along with the task size $c^s$. Incorporating $c^s$ in the admission cost allows a fog node to tune the attraction of microservices based the effect of their size on the node’s welfare. The second cost is that of data transmission from either $n$ to $u$, $\theta^s_{un}$; or from $n$ to another fog node $m \in N$, $\theta^s_{nm}$. The transmission cost is driven by the input/output data size of $s$, bandwidth capacity on the path and the length of the path. Given that inter-fog node paths generally have higher capacity than access-fog paths $P_u$, we assume $\theta^s_{un} < \theta^s_{nm}$. For simplicity, we optimize for $\theta^s_{un}$ given $P_u$ then utilize $P_{un}$ direct paths instead.

f) **Workflow latency:** The observable latency of a workflow $w$ can be defined as:

$$\tau_{\mathcal{G}(w)} = \sum_{s \in \mathcal{G}(w)} \tau^s$$  \hspace{1cm} (2)

where $\mathcal{G}(w)$ is the diameter of $w$, specifying the longest chain in $\mathcal{I}^w$. Length is defined by the combination of: the number of microservices in the chain, $|\mathcal{G}(w)|$; the task size $c^s$ of each $s \in \mathcal{G}(w)$; and, the output data size $r^s$. $\tau^s$ is the latency incurred by a single microservice $s \in \mathcal{G}(w)$, including the processing latency along with the output data transmission and propagation latency. The processing latency $\tau^s_p$ is dependent on the service rate of $s$ at $n$, defined as $\mu_n / c^s$ requests/s. Now, $n$ can be modeled as an M/M/1 queue, given Little’s law [19] and assuming balanced distribution of load across all CPUs:

$$\tau^s_p = \frac{c^s \mu_n}{c^s \mu_n - \epsilon^s \sum_{u \in \mathcal{U}} \beta^s_{un} \delta^s_u}$$  \hspace{1cm} (3)

The transmission latency $\tau^s_n$ is derived by the forwarding rate of the underlying network on path $P_{un} \in \mathcal{P}_u$. Notably, $P_{un}$ is expected to traverse a series of forwarders, each can be modeled as a M/M/1 queue and collectively they form a tandem queue. Assuming the number of forwarders on $P_{un}$ is known, $h_p$, and all forwarders on $P_{un}$ has the same average service rate equal to $b_p / r^s$ the transmission delay can be formulated as:

$$\tau^s_n = \frac{h_p r^s}{b_p - \gamma^s_{un} \omega^s_{un}}$$  \hspace{1cm} (4)

The propagation latency is dependent on the link medium and metric length, here we assume an underlying network is optical and hence the propagation latency is $\tau_p = l_p / (2 \times 10^8)$.

A. **Problem formulation**

Given the above, the problem of intent-based workflow mapping and admission can be formulated as a constrained minimization of two costs: provision of compute resources of microservices running on fog nodes, and provision of bandwidth resources between access and fog nodes. Recall that for simplicity, we pose the problem and solve it for access-fog paths. Once an optimal solution is found, we substitute access-fog paths with the direct and cheaper inter-fog node alternatives, by applying principles of trigonometry. Mathematically the problem can be defined as:

$$\min_{\beta, \gamma} \sum_{s \in S^w} \sum_{u \in \mathcal{U}} \sum_{n \in N} \delta^u_w \beta^s_{un} + \omega^u_w \theta^s_{un} \gamma^s_{un}$$  \hspace{1cm} (5)

Subject to:

$$C_r: \sum_{s \in \mathcal{I}^w} \tau^s_n + \tau^s.r_s \leq \tau_{\mathcal{G}(w)}, \forall i \in \mathcal{I}^w$$  \hspace{1cm} (6)

$$C_c: \sum_{s \in S^w} \sum_{u \in \mathcal{U}} \delta^u_w \beta^s_{un} \leq c_u, \forall n \in N$$  \hspace{1cm} (7)

$$C_b: \sum_{s \in S^w} \omega^u_w \gamma^s_{un} \leq b_p, \forall u \in \mathcal{U}, n \in N, p \in \mathcal{P}_u$$  \hspace{1cm} (8)

$$C_a: \sum_{n \in N} \gamma^s_{un} = 1, \forall s \in S^w, u \in \mathcal{U}$$  \hspace{1cm} (9)

$$C_e: \beta^s_{un} = \gamma^s_{un}, \forall s \in S^w, u \in \mathcal{U}, n \in N$$  \hspace{1cm} (10)

$$C_v: \beta^s_{un}, \gamma^s_{un} \geq 0$$  \hspace{1cm} (11)

$C_r$ constraint of (6) ensures the latency observed on any chain $i \in \mathcal{I}^w$ does not exceed the latency on $\mathcal{G}(w)$. The latter, in turn, does not exceed the response time intent $\tau^w$. $C_c$ constraint of (7) ensures that the CPU resources provided at any fog node for the workflow demand from all users do not exceed the CPU capacity of the node. $C_b$ constraint of (8) ensures that the traffic incurred by mapping $u$’s demand to $n$
does not exceed the bandwidth capacity of \( p_{un} \in \mathcal{P}_u \) path. \( C_a \) constraint of (9) ensures that all demand of an access node is allocated, \( C_e \) and \( C_v \) constraints ensure that: 1) consensus is reached on the fraction of demand mapped from \( u \) to \( n \), and admitted by \( n \); and 2) all decision variables are positive.

The problem space for multiple workflows \( \mathcal{W} \) is the size of: \( |\mathcal{W}| \times |\mathcal{S}^w| \times |\mathcal{U}| \times |\mathcal{N}| \) with a number of variables easily in excess of \( 10^6 \) for a small size network of no more than 10 nodes. This renders global solving methods highly expensive, if at all feasible. Hence, in the next section we propose a scalable approach to solving the problem by decomposing it into per-node sub-problems; each of which is solved locally.

IV. DECENTRALIZED SOLUTION

This section describes the proposed intent-based ADMM algorithm, iADMM, for solving the problem of (5) in a scalable manner. To achieve the latter, we decompose the problem into two-parts, solve them individually and then combine the solutions iteratively until convergence is reached.

A. Decomposing the latency constraint

\( C_\tau \) of (6) couples all variables of the problem, which would have otherwise been easily decomposed. To address this, we propose to decompose \( C_\tau \) into the elementary components: \( \tau_s \) and \( \tau_u n \), and associate them with the respective problem parts. Each element is then calculated by the respective orchestrator at \( u \) or \( n \), and shared with others to calculate the workflow latency. Notice that the left hand side (LHS) of \( C_\tau \) has two-levels coupling: a) on microservice-level, between processing and transmission latency of a microservice, \( \tau_s \) and \( \tau_u n \) respectively; and b) on a chain-level across, multiple microservices of a chain \( i \in \mathcal{I}^w \). To decouple the chain-level latency, we calculate a weight factor, \( \chi^s \), of each microservice relative to the workflow diameter \( \delta^w (w) \):

\[
\chi^s = \frac{c^s + r^s}{\delta^w (w)} \quad \forall s \in \mathcal{S}^w \tag{12}
\]

This allows for setting up an upper bound on the latency exhibited by any microservice, irrespective of others. Specifically, if \( \tau^w (s) \leq \tau^w \) holds then \( \tau_n + \tau_u \leq \chi^s \tau^w \), \( \forall s \in \mathcal{S}^w \) holds too. This allows for substituting \( C_\tau \) with the simpler \( C_\tau^x \), a microservice-level constraint that can be formulated as:

\[
C_\tau^x: \tau_s + \tau_u n \leq \chi^s \tau^w \tag{13}
\]

Now, \( C_\tau^x \) still couples the problems at microservice level, which poses dependency on sharing state information across fog and access orchestrators. To address this, we propose to decompose the LHS of \( C_\tau^x \) into the two terms and let each orchestrator calculate its' respective term for the variable of its problem. Then each share the result with the other so that both calculate \( \tau^x \). This allows for transforming \( C_\tau^x \) to \( C_\tau^{x,\beta} \) and \( C_\tau^{x,\gamma} \), which can be defined as:

\[
C_\tau^{x,\beta} : \frac{c^s c_n}{c_n + c^s \sum_{u \in \mathcal{U}} \beta_{un}^s} + \tau_u n \leq \chi^s \tau^w \tag{14}
\]

\[
C_\tau^{x,\gamma} : \frac{\tau_s + \tau_u n}{\beta_p} \leq \chi^s \tau^w \tag{15}
\]

Now, the problem can be decomposed into two parts as described next.

B. Problem decomposition and solution

First, the augmented Lagrangian of the problem is formulated as:

\[
L(\beta, \gamma, \lambda) = \sum_{s \in \mathcal{S}^w} \sum_{n \in \mathcal{N}} \sum_{u \in \mathcal{U}} \delta^s_a \delta^u_b \eta_{un}^s + \omega^s_{un} \gamma_{un}^s + \lambda_{un}^s (\beta_{un}^s - \gamma_{un}^s) + \frac{\rho}{2} (\beta_{un}^s - \gamma_{un}^s)^2 \tag{16}
\]

Where \( \rho > 0 \) is the penalty parameter of \( L \). Notably, the augmented Lagrangian is strictly convex, irrespective of the original form of the problem. The mapping part of (16) is posed as a per-access-node set of sub-problems in the form:

\[
\min_{\gamma_{un}} \sum_{s \in \mathcal{S}^w} \sum_{n \in \mathcal{N}} \tau_{un}^s (\omega^s_{un} - \lambda_{un}^s + \frac{\rho}{2} (\beta_{un}^s - 2 \gamma_{un}^s)) \tag{17}
\]

Subject to: \( C_\tau^{x,\beta} \), \( C_\tau^{x,\gamma} \), \( C_\tau^c \), \( C_\tau^e \) and \( C_\tau^v \). Equivalently, the admission problem term of (16) can be posed as a per-fog-node set of sub-problems in the form:

\[
\min_{\beta_{un}^s} \sum_{s \in \mathcal{S}^w} \sum_{n \in \mathcal{N}} \beta_{un}^s (\delta^s_a \delta^u_b \eta_{un}^s + \lambda_{un}^s + \frac{\rho}{2} (\beta_{un}^s - 2 \gamma_{un}^s)) \tag{18}
\]

Subject to: \( C_\tau^{x,\beta} \), \( C_\tau^{x,\gamma} \), \( C_\tau^c \), \( C_\tau^e \) and \( C_\tau^v \). Recall that \( C_\tau \) links the two problems so that consensus is reached on the volume of served demand; consequently giving one solution of the problem. Now, we apply an ADMM method [20] to solve the problems of (18) and (17) iteratively.

At any iteration \( t \), each cluster orchestrator uses the previous solution of the mapping problem \( (\gamma_{un}^{t-1}) \) together with \( \lambda_{un}^{t-1} \) to solve its instance of (18) and share the solution, \( \beta_{un}^t \), with access orchestrators. Each of the latter uses \( \beta_{un}^t \) to solve its instance of (17) and obtain \( \gamma_{un}^t \). The two solutions are then used to calculate the dual variable \( \lambda_{un}^t \). The iterations continue until the residual parameters of the problem are below the primary and dual error gaps, i.e. \( s_{pri} \leq \epsilon_{pri} \), \( s_{dual} \leq \epsilon_{dual} \).

Notice that \( \gamma_{un}^t \) is calculated using \( \beta_{un}^t \) rather than \( \gamma_{un}^t \) to avoid churning the latency values by the error gap between the two solutions, which would hinder the convergence of the algorithm. The iADMM algorithm is described in Algorithm (1). To expedite convergence without compromising performance, we apply the penalty variation technique proposed by [20] using: \( \zeta > 1 \), \( \kappa_{inc} > 1 \) and \( \kappa_{dec} > 1 \) as the multiplicative parameters.

C. Complexity Analysis

The computation complexity is comprised of the calculations of: 1) the latency terms for each microservice of the workflow, \( O(\tau^w) = |\mathcal{S}^w|O(\tau^s) \); 2) the mapping decision, \( O(\gamma_{un}^s) \); and 3) the admission decision, \( O(\beta_{un}^s) \). The complexity in calculating the latency terms is: \( O(\tau^w) = |\mathcal{S}^w|O(N+1) \). The mapping decision complexity, without considerations of parallel computations, is \( O(\gamma_{un}^s) = |\mathcal{S}^w|O(|\mathcal{S}^w| + 3O(N^2)) \). The first term is the complexity of decomposing the matrix, while the second term corresponds to solving operations of the system of equations. The admission decision complexity has
Algorithm 1 iADMM

1: Given: \( c_{pri}, c_{dual}, \rho \)
2: Initialize: \( t \leftarrow 0, \beta_{u,t}^n, \gamma_{u,t}^n, \lambda_{u,t}^n \leftarrow \{} \forall s \in S^w, n \in \mathcal{N}, u \in \mathcal{U} \)
3: Each \( n \in \mathcal{N} \) calculates \( \tau_{u,t}^n \) and advertise \( \theta_{u,t}^n, \tau_{u,t}^n \) to the access orchestrators.
4: Each \( u \in \mathcal{U} \) calculates \( \tau_{u,t}^n \) and advertise \( \theta_{u,t}^n, \tau_{u,t}^n \) to the fog orchestrators.
5: while \( s_{pri} > \epsilon_{pri} \) OR \( s_{dual} > \epsilon_{dual} \) do
6: Each \( n \in \mathcal{N} \): 1) solves the admission problem of (18) to obtain \( \beta_{u,t}^{n+1} \); 2) calculates new \( \tau_{u,t}^{n+1} \) based on \( \beta_{u,t}^{n+1} \); and 3) advertise \( \beta_{u,t}^{n+1} \) and \( \tau_{u,t}^n \) to access orchestrators.
7: Each \( u \in \mathcal{U} \): 1) calculates \( \tau_{u,t}^n \) using \( \beta_{u,t}^{n+1} \); 2) solves the mapping problem of (17) using \( \beta_{u,t}^{n+1} \); 3) calculates the new value of the dual variable, \( \lambda_{u,t}^{n+1} \); and 4) publish \( \tau_{u,t}^n, \gamma_{u,t}^{n+1} \) and \( \lambda_{u,t}^{n+1} \) to fog orchestrators.
8: Both access and fog orchestrators use \( \tau_{u,t}^n \) to calculate new \( \tau^{t+1} \) value.
9: Fog orchestrators calculate \( s_{pri} \) and \( s_{dual} \)
10: Update \( \beta^{t+1} \)
11: \( t \leftarrow t + 1 \)
12: end while
13: Each \( n \in \mathcal{N} \) publishes the converged solution \( \beta_{u,t}^w \) to each access orchestrator \( u \in \mathcal{U} \).

V. Evaluation

This section evaluates the proposed iADMM algorithm, and compares it to a baseline greedy algorithm for joint CPU and bandwidth cost minimization (MinCB). The baseline does not consider the latency intent and allocates microservices independently from each other in a workflow. The evaluation is conducted both analytically and experimentally. The former is realized using simmer Discrete Event Simulator\(^1\) for the Abilene topology(11 nodes, 28 links)\(^2\), as an example network of the ecosystem. The experimental evaluation is realized using the IDlab Virtual Wall\(^3\) for a tiered-mesh topology of (9 nodes, 11 links). A summary of the analytical and experiment settings along with the source code for the experimental setup are made available on GitHub\(^4\). Four key performance indicators are analyzed: the Latency Residual Budget (LRB), an indicator of compliance with the latency intent; the CPU Utilization per fog node [workload/capacity], an indicator of workload distribution when meeting resource intents; Bandwidth Utilization per network path [traffic/capacity], an indicator of traffic distribution; and Workload Greenness an indicator of the fraction of workload executed using green energy.

A. Analytical Evaluation

Here, performance is evaluated for 25 workflows with frequency of requests that follows a Zipf distribution, with an exponent factor of 0.8. This is inline with existing models of applications’ workload in realistic cloud networks [22]. Within the network, each access node presents requests from a group of users between 500 and 2000. A set of fog nodes of different tiers are collocated with a subset of forwards. The tier is indicative of the node structure and attributes: 1) Tier-1 nodes are large cloud data-centers; 2) Tier-2 nodes are cloudlet mini/micro-data-centers of larger number; and, 3) Tier-3 nodes are nano-data-centers of the largest number. Detailed settings are provided in the GitHub repository.

Two scenarios have been investigated: first, the fraction of green energy supply is assumed higher in tier-1 data centers compared to tier-3 edge. In the second scenario, the trade-off between green energy supply and energy prices is analyzed when: 1) supply of green energy is uniformly random and energy prices are the same across fog nodes; 2) supply of green energy and energy price are highest at tier-1 and lowest at tier-3; and, 3) supply of green energy is highest at tier-1 while energy prices are at their lowest. The first setting is a baseline of the influence of energy supply in the overall placement cost, while the second setting corresponds to use-cases where edge data-centers benefit from greater access to green energy yet energy prices remains higher. The third setting corresponds to existing ecosystems where energy prices are lower for tier-1 clouds and they have higher supply of green energy.

B. Experimental Evaluation

Experimental evaluations are run on fog nodes of specifications provided in GitHub. A unit of processing work (mCPU) is defined as the CPU time required to bubble sort 1000 integers, equal to 6/5 physical mCPU on a fog node. A tiered architecture is simulated by limiting the total CPU budget of all microservices on each node. Each node runs Ubuntu 20.04, and microservices are deployed and managed by a customized version of FLEDGE [23]. The latter provides containerd-based container deployment and networking.

Three REST microservices are used in each topology: 1) A generator (i.e. user) creates requests for a workflow at a configurable rate and with variable payload size. The frequency of requests follows a normal distribution, with the mean and standard deviation determined by configuration; 2) five processors (microservices), each execute 1 mCPU per request and forward the result to the next microservice(s) in the workflow; 3) A sink is the terminator for a workflow, receiving requests and logging them with latency metadata.

To ensure statistically valid results, each workflow topology is run with a variable amount of total requests, so that all users are simultaneously generating load for at least 20 seconds. For practical reasons, the experimental evaluation is performed with only 3 users, each starting an average of 40 requests per second. Notably, the choice of Golang REST services imposes a significant communication overhead due to JSON (de)serialization, and in some cases tier-3 nodes require up to
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10% extra CPU (i.e. 0.13 physical CPU core) to avoid crashing overloaded services; both effects are considered in the results.

C. Satisfying latency intents

This section evaluates the LRB per workflow, both analytically and experimentally. The results are shown in Figure 2, where a dashed line is plotted to illustrate the violation threshold. That is: a negative LRB implies the response time is higher than the latency intent $\tau^w$. Figures 2a and 2b show the LRB in analytical and experimental setups, when extending the distribution of fog infrastructure from a 1-Tier cloud to a 3-Tier cloud-to-edge. Both results show the LRB increases (i.e. response time decreases) in a 2-Tier setting compared to 1-Tier and 3-Tier fog. In the latter, LRB drops significantly with MinCB violating the threshold for a large number of requests. iADMM, while generally having a lower LRB than MinCB, it does not violate the threshold at any of the settings. The awareness of response time intents and microservice dependency allows iADMM not only to deploy workflows on less constrained nodes, but also to balance the workload over multiple Points of Presence (PoPs) of a microservice. Furthermore, when $\tau^w$ permits, iADMM allocates demand further away from the edge. This introduces network latency that contributes to the lower LRB, but it spares CPU capacity on constrained fog nodes. This reduces the likelihood of creating black holes in the ecosystem where processing latency violates the threshold, as observed for MinCB.

Figure 2c illustrate the analytical evaluation of LRB when varying the supply of green energy per fog node. The results confirm those shown in the first two figures. The LRB is lowest for iADMM when the fraction of green energy supply is uniformly random and the energy price is fixed across tiers. This results in a dominating effect of the capacity weight in the mapping and admission costs. Under these conditions, iADMM spreads the workflow wider in the network, which results in lower LRB instigated by network latency.

D. Fog CPU and Bandwidth Capacities

Figures 3a and 3b show the CPU and bandwidth utilization, respectively as a fraction of capacity. Due to space limits, the former is shown in experimental settings while the latter is shown in the analytical alternative. Figure 3a show the results when moving from a homogeneous cloud to a heterogeneous fog. iADMM maintains low CPU utilization per node even in a 3-Tier setting, while utilization under MinCB increases exponentially. This is caused by the tendency of iADMM to distribute the workflow among all available PoPs, resulting in a lower overall CPU use when additional tiers are available. MinCB on the other hand, tends to cluster all services of a workflow on as few nodes as possible. Practically, the violations of MinCB are caused by a marginal increase in cgroup limits to avoid crashing microservices on tier-3 nodes.

Figure 3b show the results when varying the supply of green energy. When energy prices are fixed and supply of green energy is random, bandwidth utilization is the highest overall. This is because the quality of energy supply is dominant in the cost of admission, causing the allocation to spread randomly that leads to higher bandwidth usage. When the supply of green energy is lower or higher at tier-3, iADMM bandwidth utilization does not change much. This is because of the added effect of energy prices in the cost of admission, being the lowest at tier-1. This raises the trade-off between energy supply, price and latency, ultimately resulting in no change to bandwidth utilization when only the energy supply is varied.

E. Workload Greenness

This section analytically evaluates the fraction of workload served using green energy, with the results shown in Figure 3c. When the supply of green energy is random across nodes, H&S workflows have a wider variation in workload greenness than their Chain counterparts. This shows a larger number of H&S workflows deployed over tier-2 and tier-3 nodes. However, when the green supply is better at tier-3, workload greenness under iADMM drops to $\approx 0.66 - 0.7$. This indicates a continued high execution at tier-1, with a marginal increase in using tier-2 nodes. This is because of the lower energy prices at tier-1, outweighing the attractiveness of green energy supply.

VI. Conclusions

This work proposed a novel intent-based Alternating Direction Method of Multipliers algorithm (iADMM), for solving the problem of workflow mapping and admission. The algorithm presents a decentralized approach, which allows for
significant flexibility and scalability in workload management. The performance of the algorithm has been evaluated analytically and experimentally, and compared to a joint CPU and bandwidth cost minimization alternative. Evaluation results illustrated the superiority of iADMM in deploying workflows with minimum joint cost and without violating their intents. Furthermore, evaluation results revealed non-trivial trade-offs between workflow intents, the heterogeneity of energy price and supply of green energy. This illustrated the need to accompany greater supply of green energy with a drop in energy price, to increase workload greenness. Additionally, higher attention is needed to support the edge with cheaper green energy, to reduce the cost of time-critical workflows.
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