Abstract—In this paper we propose a BCI mouse based on P300 waves in EEG signals. The system is analogue in that at no point a binary decision is made as to whether or not a P300 was actually produced in response to the stimuli. Instead, the 2-D motion of the pointer on the screen, using a novel BCI paradigm, is controlled by directly combining the amplitudes of the output produced by a filter in the presence of different stimuli. This filter and the features to be combined within it are optimised by an evolutionary algorithm.

I. INTRODUCTION

Over the past few years an increasing number of studies have evaluated the possibility of converting signals generated from the brain (especially EEG) into control signals for applications in various disciplines, from virtual reality to hands-free control of augmentative communication technologies for individuals with disabilities. The resulting systems go under the name of Brain-Computer Interfaces (BCIs).

The development of BCI is particularly important as it could provide, for example, new technology that does not require muscle control (e.g., [1–9]; see [10] for a comprehensive review). BCI studies have shown that non-muscular communication and control is possible and might serve useful purposes for people who cannot use conventional technologies, for example, because they are “locked-in” or lack any useful muscle control [11–15]. Naturally, BCI systems can also be used by able-bodied users although, in these cases, they tend to complement other forms of control rather than being the only source of input.

The signals used in BCI studies to date include P300 waves [1] and other event related potentials (ERPs), μ or β rhythms [2], evoked potentials (EPs) [6, 16–20], ERD/ERS [3], activation patterns induced by mental task strategies [21], slow cortical potentials [4] recorded from the scalp, cortical neuron activity recorded by implanted electrodes (see [5] for a review), neuromagnetic signals recorded through MEG [7], BOLD responses recorded through fMRI [8], activity-related, and localised brain oxygenation recorded through near infrared systems (NIRS) [9].

ERPs are relatively well defined shape-wise variations to the ongoing EEG elicited by a stimulus and temporally linked to it. ERPs include an exogenous response, due to the primary processing of the stimulus, as well as an endogenous response, which is a reflection of higher cognitive processing induced by the stimulus [22]. The P300 wave is a late appearing component of ERPs with a latency of about 300 ms which is elicited by rare and/or significant stimuli. I.e., P300 potentials are ERP components whose presence depends on whether or not a user attends to a rare, deviant or target stimulus. This makes it possible to use them in BCI systems to determine user intentions.

Given the point-and-click nature of most modern user interfaces, an important application of BCI is controlling 2-D pointer movements. Over the years, there have been some attempts to develop BCI systems for this purpose, the most successful of which, to date, being those based on the detection of μ or β rhythms [23], and those using invasive cortical interfaces (e.g., [24]). The former, however, require lengthy training periods before users can control them, while the latter are not very practical, requiring surgery, presenting risks of infections, etc. These problems could be overcome by non-invasive systems based on the use of P300s. To date, however, only limited successes with this approach have been reported in [26] where rather long inter-stimulus intervals led to the pointer moving at the rate of one movement every 10 seconds, and [25] where a speed of one cursor movement every 4 seconds was achieved but accuracy in detecting P300s was only about 50%.

In this paper, a P300-based system for the 2-D control of a cursor on a computer screen is presented. Four randomly-flashing squares are displayed on the screen to represent four directions of movement. Users devote their attention to the flashes of the square towards which the cursor should move. This produces endogenous EEG components following each stimulus, which the system analyses to infer the user’s intentions and move the cursor. The system presents two unique features: it completely dispenses with the problem of detecting P300s (a notoriously difficult task) by logically behaving as an analogue device (as opposed to a binary classifier), and it uses a single trial approach where the mouse performs an action after every trial (once per second). This has been made possible by the use of Evolutionary Algorithms (EAs), which rapidly and effectively adapt the design of the system to each user and each session.

EAs are search and optimisation algorithms inspired by Darwinian evolution, which have been applied very successfully to a large number of difficult problems with human-
competitive results. Here we use a particular type of EA called the Genetic Algorithm (GA). In GAs a population of random tentative solutions to a problem is created and evaluated to assess the degree to which they solve the problem at hand. New generations of individuals are created by recombining the characteristics of individuals in the previous generation, giving better performing parent solutions a higher chance of reproduction. Generation after generation, better and better solutions emerge. However, unlike in nature where thousands of years are necessary to evolve fit individuals, in our BCI mouse running the GA requires only minutes.

In our system, the analysis of the P300 components is preceded by a preprocessing phase in which the Continuous Wavelet Transform (CWT) of each EEG channel is performed. CWT is computed at several tens of scales and times after the presentation of the stimuli. So, the ERP response to each stimulus is turned into a large array of features, which are available to the subsequent stages of P300 processing. To avoid the well-known problems associated to large feature sets, in the system we take a wrapper approach to feature selection where the selection of features and the training of the control system using them are performed jointly by the GA. We reported promising results with an evolutionary approach to P300 processing using data obtained with Donchin’s speller paradigm [1] in [28]. Encouraged by these, we decided to extend the work and build the complete BCI mouse system with realtime processing and classification described in this paper. The system makes it possible for a person having undergone no previous training and within minutes of wearing the electrode cap, to control a 2-D pointer on a screen.

II. EXPERIMENTAL METHODS

A. Participants

After several preliminary experiments, the final design was tested with 6 participants: A aged 25, B aged 28, C aged 35, D aged 44, E aged 23 and F aged 40. Participants A–E were able bodied, while F has Dejerine-Sottas hypertrophic neuropathy.

B. Stimuli and protocol

Four gray rectangles are constantly superimposed on whatever is shown on a computer screen. They are unobtrusive, being small and peripheral as shown in Figure 1. Each rectangle corresponds to a possible direction of movement for the mouse cursor. Two additional rectangles, one on the lower left corner of the screen, the other on the lower right corner of the screen, can also be present. When they are enabled, they perform the function of the left and right buttons of an ordinary mouse. When this function is not required, the two “button” rectangles are still logically present, but are not physically shown on the screen to avoid distracting the user.

At 180 ms intervals, this static display is altered by temporarily changing the colour of one of the rectangles from gray to bright red (for the rectangles controlling the direction of motion) or blue (for the rectangles representing mouse buttons). The stimulus remains brightly coloured for 100 ms, after which it becomes gray again. As a result, the rectangle appears to flash. Which particular rectangle is selected for flashing is determined randomly. However, after flashing, a rectangle is not allowed to flash again until all other rectangles have flashed once. When the buttons’ function is disabled, as in all the experiments reported in this paper, the rectangles corresponding to the mouse buttons are not drawn and, so, their flashing has not effect except creating a 180 ms pause in the sequence of flashes. When the two “button” rectangles happen to be “flashed” in sequence, a 360 ms pause is produced instead, although this is infrequent. As we stressed in [29], repetition blindness and other perceptual errors often observed in rapid serial visual presentation experiments can reduce the accuracy of BCI systems. To limit the risks of this type of perceptual errors occurring in our BCI mouse, we ensured that the last rectangle to flash in each series of 6 was never allowed to be the first to flash in the following series.

Participants were comfortably seated on an armchair with their neck supported by a C-shaped inflatable travel pillow to reduce muscular artifacts. The eyes were approximately 1 meter from the computer screen.

Participants were instructed that in order to move the mouse pointer in a particular direction they needed to focus their attention (but not necessarily point their gaze) on the corresponding rectangle on the screen. To facilitate this, they were asked to count how many times that particular rectangle flashed during a sequence of mouse movements in the same direction. Participants were asked to ignore whatever else was happening on the screen. Note that while it is slightly easier for subjects to perform the task when pointing their gaze on the rectangle of interest, the flashing rectangles are sufficiently conspicuous to be easily counted via peripheral vision.

A fixation cross was always present in the middle of the screen. We offered participants the option to point their gaze on the fixation cross. Three of our six participants reported to have made a conscious effort to constantly point their gaze on the fixation cross, while focusing their attention on the flashing rectangles. One subject reported to have pointed his gaze halfway between the rectangle of interest and the fixation cross.

The system has three modes of operation. The training mode is used for acquisition of training sets. Here the experimenter selects one of the rectangles on the screen as a target, and participants are asked to focus their attention only on the target stimulus. In this mode, the screen has a light gray background with no stimuli other than the rectangles mentioned above. The
tracing mode is similar, in that participants perform the same task with the same stimuli and homogeneous background. However, now signal processing, feature extraction and combination are performed in real-time and we can show participants the trajectory of the mouse pointer produced by their efforts. Feedback can be provided at each time step (i.e., once per second) or after a user-settable number of time steps. Finally, in normal use all sorts of windows and icons are present on the screen in addition to the rectangles necessary to control the BCI mouse. There is a variant of this mode of operation, which we call “scrolling mode”, where instead of moving the mouse pointer on a fixed screen we scroll the screen. This ensures that the entities of interest for the user are always near the fixation cross. In scrolling mode we used a zoom factor of 2 to ensure maximum readability.

Here we only present results with the training and tracing modes. In tracing mode we provided visual feedback to the user only every 30 time steps (lasting approximately 1s each). In these conditions the displays and acquisition conditions in the two modes are identical. This allowed us to do full off-line analysis of performance, including cross-validation (Section IV). Each run of our experiments involved presenting a full series of 4 flashing rectangles for 30 times. The process was repeated for each of the four possible directions, multiple times for each direction. Every few runs, participants were given a few minutes to rest and stretch. For participant A, 12 runs were recorded (3 for each of the four directions) while the others performed 16 runs (4 for each direction).

C. EEG apparatus

We used a 19 channel setup in a Mindset24 System to acquire and digitise EEG signals. Within the device the signal is first filtered with two order-3 analogue bandpass filters with a 3 dB band between 1.5 and 34 Hz and then sampled at 256 samples per second. We used an electrode cap (Electrocap International) with electrodes already pre-arranged according to the 10-20 international standard. Signals are referenced to the earlobe with the lowest impedance. Efforts were made to ensure maximum readability.

III. PREPROCESSING AND TRANSLATION METHODS

A. Preprocessing

We used 19 channels corresponding to the 10-20 international system to acquire EEG. Each channel is lowpass filtered using a FIR filter of order $N = 30$. The coefficients of the filter were obtained via the least mean squares method with the transition band between $f_{\text{pass}} = 34$ Hz and $f_{\text{stop}} = 47$ Hz. After low-pass filtering, the signal is decimated to 128 Hz by leaving every other sample out.

B. Feature extraction

After filtering and decimation, we compute the features to be made available to the GA which will be responsible for feature selection and filter optimisation. Our features are obtained by performing CWT on the 19 channels. The Wavelet Transform $C_{a,b}$ is defined as the inner product between a signal and a function, known as mother wavelet, appropriately scaled and translated. That is $C_{a,b} = \int_{-\infty}^{\infty} s(t) \psi^{*}(\frac{t-b}{a}) \, dt$, where $b \in \mathbb{R}$ represents the temporal shift of the wavelet, while $a \in \mathbb{R}^+$ is the scale. We used the rbio3.3 wavelet family.

The features are extracted for each epoch of the signal. An epoch is a 1-second window starting when a stimulus is presented. In each epoch the system needs to process the EEG signals and appropriately emphasise and utilise a P300, if this is present in the epoch. Note, however, that stimuli are presented at a very fast rate, and, so, epochs overlap. This makes the task much harder since the late responses to a stimulus may interfere with P300s generated by another.

Pointer control is determined by a filter (more on this later) which is applied to each epoch. No averaging takes place. The filter uses the coefficients of the CWT of an epoch. We use 30 different scales between 2 and 40. Scales are not equally spaced. With a uniform scale distribution, the pseudo-frequencies corresponding to smaller scales are too far apart, while those corresponding to bigger scales are unnecessarily close. Thus, we used the polynomial $a = \frac{2}{15}s^2 + \frac{3}{4}s + 2$, which approximates an exponential for $s = 0, 1, \cdots, 29$.

Since P300s occur within a well known time window, we compute CWT only for a range of relevant samples within each epoch. These correspond to the translations $b = t + 30$ for $t = 0, 1, \cdots, 39$. At our sampling frequency of 128 Hz (after decimation), these correspond to a temporal window between 235 ms and 540 ms after the beginning of each epoch.

To sum up: for each epoch we process 19 channels, for each channel we compute CWT at 30 different scales, and at each scale we compute 40 consecutive samples. This gives us a 3-D array $V(c, s, t)$ of features, where $c$ indexes the channel, $s$ the scale and $t$ the time corresponding to a feature. In total we have $19 \times 30 \times 40 = 22,800$ components. Such a large number of features requires some form of feature selection. To do this, we used a wrapper approach which involves searching for the best features and for the best parameters for our mouse controller (the semi-linear filter described in the next section) concurrently. This is more demanding than performing the two tasks independently since there is a much bigger search space to explore. However, it also has the advantage of potentially giving the best possible results, which is very important given the high noise and limited information content in EEG signals and the difficulty of the task. Given the size of the search space and its discontinuities, it appeared natural to use a robust search algorithm such as a GA for this task. In our system the GA needs to choose the best features and filter parameters to control the 2-D motion of the pointer. As described in the next section at the hearth of our system is a semi-linear filter.

C. Filter

Our controller $P$ performs a linear combination of a subset of elements of the feature matrix $V$:

$$P(V) = a_0 + \sum_{j=1}^{N} a_j \cdot V(c_j, s_j, t_j),$$

where $N$ is the number of terms in the filter, the coefficients $c_j, s_j, t_j$ identify which component of $V$ is used in the $j$-th term, and finally the values $a_j$ are coefficients weighing
the relative effect of each term. Although a linear filter may appear a simplistic choice, it actually was well pondered. Extensive preliminary experiments with a more general class of non-linear filters (polynomial filters), which we used very successfully in the treatment of other biomedical signals (e.g., in [27]), revealed that linear terms play a predominant role in P300 exploitation in our system, non-linear terms appearing rarely in the evolved filters and, when present, contributing marginally to the output. These tests also revealed that \( N = 3 \) or \( N = 4 \) were good choices.

The value \( P(V) \) is then passed through a “squashing” function \( \phi \) to produce the filter output \( O(V) = \phi(P(V)) \) (squashing functions are used to limit the output of classifiers to some pre-defined interval). We could interpret a high value of \( O(V) \) as an indication of the degree to which an epoch contains a target and vice versa. In our experiments, targets are the stimuli on which a participant is focusing his/her attention for the purpose of selecting a particular direction of movement for the mouse cursor.

D. Cursor motion control

Every time a stimulus flashes, an epoch starts. For each epoch the system records the position of the corresponding stimulus on the screen and acquires and processes a 1 second segment of EEG signal. Epochs acquired during the period of training are annotated also with the direction on which the participant was focusing.

In epochs corresponding to target stimuli, we expect to find a P300 wave, while in epochs where a non-target stimulus flashed this should not be present. The job of the GA is to use the information contained in the training set to evolve a filter that can exploit the differences between these two cases and achieve correct pointer control.

Computer mice are analogue devices (the more you move the mouse, the more the pointer on the screen moves). So, it seemed inappropriate to turn analogue brain activity recorded in the EEG into binary form to later turn the signal in analogue form again (which is necessary to move the pointer on the screen). Given the limited information available in EEG, we felt that an analogue BCI approach would avoid any further losses introduced by the detection process and would offer the potential to use P300 amplitude information.

To obtain this, the motion of the pointer is directly determined by the squashed output of the filter. More precisely, the vertical motion is proportional to the difference between the output produced by the filter when processing an epoch where the up rectangle was flashed and the output produced by the filter when processing an epoch where the down rectangle was flashed. The horizontal motion of the pointer is similarly determined by the responses to the flashing of the right and left rectangles.

Therefore, the task of the GA is not just selecting features and designing filters to best discriminate between P300 and non-P300 responses, but also to do so in such a way that the responses to pairs of stimuli provide the fastest and most precise way of moving the pointer in the desired direction. This, in principle, allows the full exploitation of any analogue variations present in P300s.

In order to turn P300s into mouse pointer motion, we divide the stream of epochs into groups of four. Each group contains, in random order, epochs corresponding to the flashing of all four possible stimuli. As soon as a full group is acquired, the features and the output of the function \( P(V) \) are computed for each of the four epochs. Outputs are then squashed via the function \( \phi = \arctan \).

As a result of these operations we obtain a tuple of output values \( (O_u, O_d, O_l, O_r) \), where subscripts refer to the up, down, left and right stimuli, respectively. These are used to compute the motion vector \( v = (v_x, v_y) \) for the mouse cursor on the screen, where \( v_x = O_x - O_l \) and \( v_y = O_u - O_d \).

E. Evolving filters

The GA has the task of identifying a high-quality set of parameters for the filter in Equation 1. These include: \( N + 1 \) real-valued coefficients \( a_j \); \( N \) feature channels \( c_j \), which are integers in the set \( \{0, \cdots, 18\} \); \( N \) integer feature scales \( s_j \) in the set \( \{0, \cdots, 29\} \); and \( N \) integer feature samples \( t_j \) in the set \( \{0, \cdots, 39\} \). The operation of feature selection is performed by the GA by choosing \( N \) tuples \( (c_j, s_j, t_j) \), while the filter training is performed by optimising the corresponding \( a_j \)’s.

The representation used is simply a concatenation of the floating-point and integer parameters of the linear filter in Equation 1. We encoded both real and integer parameters as floating-point numbers, taking care of rounding \( a_j \)’s, \( s_j \)’s and \( t_j \)’s to the nearest integer before using them in Equation 1.

As our search operators we used blend-crossover and headless chicken crossover. In blend-crossover [30], the offspring \((a^1_1, \cdots, a^1_n, \cdots, a^n_1, \cdots, a^n_n)\) is obtained, component by component, using the formula \( a^s_i = a^1_i + c_i(a^2_i - a^1_i) \), where \( a^1 \) and \( a^2 \) are parent individuals and, for each \( i \), a different value of \( c_i \) is drawn uniformly at random from the interval \([-\alpha, 1 + \alpha]\), \( \alpha \) being a suitable non-negative constant. In this work we used \( \alpha = 0.1 \). Headless chicken crossover, instead, is performed by recombining an individual selected from the population with a randomly generated individual.

As a selection operator we chose tournament selection with tournament size 3. To maximally speedup evolution we used a steady state GA, where each individual created is immediately inserted in the population, without waiting for a full new generation to be ready. Since the population size is constant, we used negative tournaments (where the worst individual in the tournament is selected) as a replacement strategy. We used populations of 50,000 individuals.

F. Fitness function

While we were able to use a standard representation and standard genetic operators, the design of the fitness function involved much more work and required numerous successive refinements. The final fitness function is described below.

The natural objective function for a mouse is, of course, the extent to which the pointer was moved in the desired direction. So, this is clearly a necessary component in our fitness function. However, this is not enough. For example, it is possible that the pointer moved a great deal in the desired direction, while at the same time drifting significantly in a
direction orthogonal to the desired one. A fitness function based on the natural objective would reward this behaviour, effectively leading to very sensitive but not very precise controllers. So, clearly the problem is multi-objective, that is we want to obtain both maximum motion in the desired direction and minimal motion in the orthogonal direction.

As is routinely done in these cases, to deal with this problem we adopted a penalty method to combine the multiple objectives into a single fitness measure. With this method the fitness function $f$ is a linear combination of the objectives $\omega_i$ of the problem, i.e., $f = \sum_i \lambda_i \omega_i$, where $\lambda_i$ are appropriate coefficients (by convention $\lambda_1 = 1$).

 Naturally, the quality of a controller cannot be evaluated on a single trial. This would not only be unrealistic (ten or more cursor movements may be required to move the mouse to the desired spot in a large screen) but it would also be very unreliable given the noise in EEG signals and complexity of the task at hand. So, the performance of the controller was evaluated on the basis of its behaviour over groups of 30 repetitions of a command (up, down, left or right), which we will term runs. Furthermore, in order to ensure that the controller performed well in all directions, these runs were acquired for all possible directions (and, in fact, multiple times for each direction to limit risks of over-fitting). All the resulting trials formed the controller’s training set.

In each of the examples in the training set the controller produced a velocity vector. Let us call $v^{i,t} = \left(v_d^{i,t}, v_o^{i,t}\right)$ the velocity vector produced at repetition $i$ in the $t$-th run. This vector is expressed in a reference system where the component $v_d^{i,t}$ represents the motion in the target direction, while $v_o^{i,t}$ represents the motion produced in the direction orthogonal to the desired direction.

In the mouse control problem we used three different objectives. The first objective, $\omega_1$, assesses the extension of the motion in the target direction, the other two, $\omega_2$ and $\omega_3$, evaluate the motion in orthogonal direction. In particular, $\omega_2$ assesses the average extension of the motion in such a direction at the end of runs. It, therefore, ignores any errors that have been later cancelled by errors with opposite sign (i.e., in the opposite direction). Instead, $\omega_3$ evaluates the average absolute error deriving from motion orthogonal to the target direction. So, it assesses the extent to which the trajectory towards the target is convoluted. These objectives are computed as follows:

$$\omega_1 = \nu \sum_{t=1}^{N_r} \sum_{i=1}^{30} v_d^{i,t}, \quad \omega_2 = \nu \sum_{t=1}^{N_r} \sum_{i=1}^{30} v_o^{i,t}, \quad \omega_3 = \nu \sum_{t=1}^{N_r} \sum_{i=1}^{30} |v_o^{i,t}|,$$

where $N_r$ is the number of runs and $\nu = \frac{1}{\text{max} v_d}$ is a normalisation factor. Since we want to maximise $\omega_1$, but minimise $|\omega_2|$ and $\omega_3$, and $\omega_1$ is our main objective, the coefficients $\lambda_2$ and $\lambda_3$ need to be negative with magnitude much smaller than $\lambda_1$. In preliminary experiments we found that the following set of values worked well: $\lambda_1 = 1$, $\lambda_2 = -0.2$ and $\lambda_3 = -0.2$. So, we adopted these parameters in the work reported here. The resulting fitness function is $f = \omega_1 - 0.2 \times |\omega_2| - 0.2 \times \omega_3$.

IV. RESULTS

A. Evaluation of performance

A 4-fold cross-validation (3-fold for participant A) has been applied to train the system and test its performance and generalisation ability. For each participant a total of 16 (or 12 for participant A) runs has been split in groups of four each containing one run for each direction (1–4, 5–8, etc.). Therefore, there were 4 groups for each participant (3 for participant A). Then two of these groups have been used as training set while a third one as validation set. For each of the 12 combinations (for participants B–F) a population has been evolved while for each of the 3 combinations for participant A 4 populations have been evolved. So, for each participant a total of 12 different filters have been evolved for 40 generations. Filters were allowed to use up to $N = 4$ terms.

The three different objectives (Section III-F) have been evaluated for the training-set as well as for the validation-set. The outcomes in the validation-set have in no way influenced the evolution phase nor its termination and, therefore, can be considered a reliable index of the generalisation ability of the filter when applied to new data.

Table I shows the values of $\omega_1$, $\omega_2$ and $\omega_3$ for filters trained with the $n$-fold cross validation method explained above. For each participant the average across the 12 evolutions, together with the standard deviation in brackets, is reported. Standard deviations are computed across averages, i.e., they represent the standard error of the mean.

These results have been obtained by processing offline data acquired with the BCI mouse in training mode where stimuli are presented to a participant but no feedback is provided as to the extend and direction of motion of the pointer. This is to ensure that the cleanest possible dataset is gathered. As soon as the acquisition of an appropriate training set is completed, the system performs all the necessary preparatory steps, including filtering and feature detection, for the application of the GA, whose runs are typically successful within 30 generations. The data preparation and the training process require between 5 to 10 minutes. The system can then be used.

It is apparent from the analysis of the results in Table I that, despite a slight tendency to overfit, the EA was able to find satisfactory solutions and all participants could move the pointer in the target directions (as quantified by $\omega_1$) with very limited lateral error at the end of a sequence of commands (quantified by $\omega_2$). In fact, if we consider $\omega_1$ as the amplitude of the signal and $\omega_2$ as the standard error of the noise in our system, then $\omega_1/|\omega_2|$ gives us an idea of the signal to noise ratio (SNR) during long-distance movement of the pointer. Averaged over our 6 participants, $\omega_1/|\omega_2|$ is 28.1, which gives us a good SNR $= 29.0$ dB on the validation set. Note that the notion of SNR seems particularly appropriate for an analogue pointer control system. This is because in these systems one can easily achieve any desired speed of motion by multiplying the pointer velocity vectors by an appropriate constant. This multiplication effectively acts as a perfect, (almost) noise-free, amplifier for the original control signals. Like in any amplifier, the SNR of the original signal will still have an effect on the output.
Table I

Values of $\omega_1$, (extension of the motion in the target direction), $\omega_2$ (extension of the motion in a direction orthogonal to the target at the end of a sequence of trials) and $\omega_3$ (step-by-step motion orthogonal to the target direction) for filters trained with the n-fold cross validation. Values are averages and standard deviations (in brackets) across 12 runs of the GA.

<table>
<thead>
<tr>
<th>Participant</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\omega_3$</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\omega_3$</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\omega_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.0943</td>
<td>0.0262</td>
<td>1.2868</td>
<td>0.7126</td>
<td>0.0415</td>
<td>1.3516</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>1.5610</td>
<td>-0.0335</td>
<td>0.2086</td>
<td>1.2713</td>
<td>-0.0563</td>
<td>1.0794</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>1.3335</td>
<td>0.0250</td>
<td>1.1798</td>
<td>1.0335</td>
<td>0.0283</td>
<td>1.2477</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>1.0893</td>
<td>0.0518</td>
<td>1.3240</td>
<td>0.5101</td>
<td>0.0267</td>
<td>1.0943</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>1.4921</td>
<td>0.0215</td>
<td>1.1918</td>
<td>1.1101</td>
<td>0.0267</td>
<td>1.2477</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>1.0335</td>
<td>-0.0068</td>
<td>1.2790</td>
<td>0.5101</td>
<td>0.0269</td>
<td>1.3617</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This good performance is achieved thanks to the self-correcting nature of the task. That is, a mouse in an integral controller, where the final position of the pointer is the result of summing many contributions (velocity vectors) over a period of time. For this reasons, if the noise (the motion in a direction orthogonal to the target) has a zero mean, the noise contributions will tend to cancel. This is what happens in our BCI mouse, as one can easily see by comparing $\omega_3$, which gives us an idea of the noise on each single velocity vector, with $\omega_2$ which, instead, gives us an indication of the residual noise at the end of a sequence of commands.

Figure 2 illustrates the BCI mouse behaviour at the end of a typical training run (for participant A using runs 1–4 and 9–12 as training set and 5–8 as validation set). The top plot represents the positions the mouse pointer took over a sequence of stimuli in the training set. The bottom plot shows the behaviour of the mouse when using the validation set. As can be seen, in both cases the motion of the pointer is reasonably straight and mostly in the target direction. Note how the steps performed by our mouse are not all of the same size and how deviations orthogonal to the desired direction of motion tend to cancel out. This is a result of our analogue approach.

Although the small values of $\omega_2$ in Table I suggest good long-distance movement precision, marked deviations from a straight line trajectory may occur when short-distance cursor movements are required. This is because in single trials, or over a small number of trials, the self-correcting effects of the task are either absent or less pronounced, respectively. Indeed, motion in orthogonal direction (fitness value $\omega_3$) was for all subjects, except for B, larger than the movement in the target direction. In Figure 3 we show an example of short-term behaviour for each of the subjects, for whom we plot the trajectory of the mouse pointer when one of the filters trained by the GA is applied to a typical groups of 15 consecutive trials in the validation set. The corresponding values of the objective functions $\omega_1$, $\omega_2$, and $\omega_3$ are also indicated.

As one can see, even if the value of $\omega_3$ is comparable with $\omega_1$, motion in the desired direction is generally achieved even in the short distance (except for participant F, who appears to have had a lapse in concentration during some of the trials). However, lateral deviations from a desired trajectory, such as those observable in Figures 2 and 3 could be easily compensated by a participant by simply focusing attention on stimuli orthogonal to the desired direction of motion for some flashes. This was not allowed, however, during the acquisition of the data shown in Figures 2 and 3 nor in any other phase of training and validation.

B. Strengths of the analogue approach

These results strongly suggest that our analogue approach is viable. One might wonder, however, exactly how the system operates. To explain this we will use a representative example extracted from the validation set for Subject A. In this example the system had evolved the filter $P(V) = -2.1328 + 0.1909 \cdot V(6, 23, 17) + 0.1741 \cdot V(8, 20, 22) + 0.4210 \cdot V(9, 18, 8) -
0.5247 \cdot V(13, 18, 9), \text{ which corresponds to }
\begin{align*}
P(V) &= -2.1328 \\
&\quad + 0.1909 \cdot CWT(F_8(t + 367\text{ms}), 29.1) \\
&\quad + 0.1741 \cdot CWT(C_3(t + 406\text{ms}), 24.2) \\
&\quad + 0.4210 \cdot CWT(C_z(t + 297\text{ms}), 21.2) \\
&\quad - 0.5247 \cdot CWT(P_3(t + 305\text{ms}), 21.2),
\end{align*}

if one maps electrode numbers to channel names and performs the scalings and time-shifts described in Section III-B.

To better understand how this operates, we consider an approximation. Let us ignore the one-sample shift between channels Cz and P3 and let us neglect the terms involving channels F8 and C3. The remaining terms are the result of convolving the corresponding signal with the mother wavelet at scale $a = 21.2$. Because CWT is linear, we could calculate the sum of these terms by first computing a linear combination of the raw signals from channels Cz and P3, and then convolving the result with such a wavelet. To give an idea of what this might look like for the example discussed above, we provide it in Figure 4 for the epochs corresponding to the flashing of our four stimuli. Interestingly, all signals plotted appear to be markedly less noisy than the original channels. In addition, the P300 component present when the target stimulus was flashed (the right rectangle) appears to be better delineated.

As shown in Figure 5, after convolution with the wavelet, only the signal corresponding to the flashing of the right rectangle presents an ample positive wave in the P300 area. All other signals present a negative wave in the same region. In addition, the up and down signals remain almost identical well until after the P300 region. After squashing and pairwise subtraction, the signals in this approximate model are almost identical to those provided by the full equation (Equation 2), particularly in the region around the origin (where the signal is sampled to move the mouse pointer).

This analysis indicates that effectively the crucial component in the filter evolved by the GA is the weighted difference $0.4210 \times C_z - 0.5247 \times P_3$, which appear to provide better information on the user’s intentions that any of the channels separately. We believe that the other channels are used to minimise exogenous errors. Particularly, channel F8 appears to be used to inhibit pointer motion when participants performed ocular movements or blinked.

C. Statistical analysis of channels and wavelets used

Because the system adjusts to different users by using a stochastic search technique – a GA – in different runs one obtains different features sets and filter coefficients. So, it is interesting to look at which channels and which CWT times and scales are commonly used in solutions found by the GA. Figure 6 shows histograms of these quantities for subject A. The histograms plot the fraction of times a given parameter value (channel, scale, time shift) was selected in one term of our filter in the cross-validation scheme. Note that since our filters had four terms, a frequency of 25% would mean than on average each evolved filter used a particular channel, scale or time shift. This is the case, for example, for channel P3 and for a time-shift of 300 ms. These distributions confirm, for example, that the filter in Equation (2) is in fact typical. The most frequently used CWT parameters point directly to the wavelet shown in Figure 8, which, as we discuss in the next section, matches almost perfectly the template of P300 reported in [31] when distorted by our device.

V. Discussion

In this paper, we have presented a BCI system for the 2–D control of a cursor on a computer screen which requires no prior user training. Some of the techniques used in the present work are well-established technology. However, unlike previous approaches, we offer several novel features, which allow our system to deliver significantly better performance than other 2–D pointer control systems based on P300s.

Firstly, most P300-based BCI systems require a binary classification of the response to each of a set of stimuli as target or non-target. Instead, in our system the vertical component of the movement is determined by the difference between a filter’s output resulting from the stimuli up and down, while the horizontal component is similarly determined by the responses to the stimuli right and left. That is, logically our BCI mouse is an analogue (as opposed to digital) device (although physically all its signal processing is digital).

Secondly, the reliable detection of P300s in a single trial is still very difficult. In most systems an action is performed only when the system is reasonably certain as to the intentions of the user. However, this requires averaging over multiple presentations of the stimuli, avoiding high stimulus-presentation rates or both, which in turn reduces the bit rate of the system.

In this work, instead, we take a single trial approach and we use a high presentation rate. That is, our BCI mouse performs an action at the end of every cycle of stimulus presentation and this happens approximately once per second. This is possible also thanks to the self-correcting nature of the task.

Finally, we use these novel characteristics in conjunction with state-of-the-art EAs, which effectively adapt the design of the system to each user and each session, thereby maximising performance. This evolutionary adaptation is particularly powerful because it also performs the all-important phase of feature selection (jointly with the phase of parameter tuning) which is critical for a system with tens of thousands of features such as ours.

The main purpose of this study was to explore the advantages and limits of analogue control in a P300-based brain-computer interface. This required to use standardised conditions across multiple users. In these tests, the performance of our BCI mouse were very encouraging. Control in tracing mode (validation) was accurate and all participants were able to use the system within minutes of wearing the electrode cap. In the rest of this section we address the issue of whether or not our system is based on P300s and we indicate problems that still require addressing.

A. Is our mouse P300-based?

It is clear that we have created an “odd ball” paradigm in our display, a paradigm that facilitates the elicitation of the
P300 by deviant events. However, one might wonder whether our system does indeed have a P300 as the deciding factor for the output of the system. This question is particularly relevant since the recording bandwidth of many EEG acquisition devices (e.g., our Mindset24) misses some high energy spectral components of P300 [32]. With our bandwidth between 1.5 to 34Hz, in principle it would be possible that the “features” that drive our BCI mouse had little to do with the P300. The most natural way to check for this is perhaps to sort all the ashes into groups that did, and did not, cause a cursor movement in their direction. If pointer control was achieved through the use of P300s, then averaging the data within the groups should yield traditional ERPs where the P300 will be elicited by those targets in whose direction the filter sent the cursor. Indeed this is exactly what happens in our experiments. For example, Figure 7 compares the average of all the ERP epochs for participant A related to ashes that caused a cursor movement in their direction against the average of the ERP epochs in the opposite direction for channel Cz. The plots for the “odd ball” stimuli are similar to those reported in other P300 studies such as the one obtained by Sellers [31, page 13], and reported in Figure 8 for comparison.

Having established that P300s are indeed elicited by our stimuli, the question then is: how can the system exploit P300s if our acquisition hardware cuts off frequencies below 1.5 Hz (see Section II-C)? To answer this question we need to understand how a typical P300 is altered by a bandpass acquisition filter. Clearly, the shape of the P300 will
be significantly deformed. For example, the output must have zero-mean, while the original P300 typically does not. So, we should expect the acquired signal will show ample oscillations around zero. Indeed this is what happens. In Figure 8 we show the result of applying a software band-pass filter with the same characteristics as the hardware filter in the Mindset24 to the typical P300 reported in [31]. As the figure shows, although the shape of the P300 is considerably distorted, it is matched very well by the shape of the rbio3.3 family of wavelets used in our system. In particular, the similarity with the wavelet with scale \( a = 22.5 \) and centred at approximately 300 ms is striking (note how these values almost exactly coincide with the peaks of the distributions in Figure 6). It is then not surprising that, despite the distortions in the P300s, the system could reliably extract relevant control information from these.

As we mentioned in Section II-B, in our experiments we encouraged participants to point their gaze on the fixation cross in the middle of the screen. However, no mechanism to either enforce this or to quantify the degree to which this was achieved was put in place. So, like for many other P300 based systems presented in the literature, one might wonder to what extent the performance of the system depends on gaze shifts and whether the system would work without gaze control. In short, is our BCI system independent (in the sense of not being dependent on peripheral muscles and nerves and relying primarily on central nervous system activity)? We cannot exclude that some components generated by visual pursuit were indeed used in some of our evolved filters. However, the previous two observations (in conjunction with the effective predominant use of channels where P300s are best observed and of scales for the wavelets that match P300 shapes after band-pass deformation) strongly suggest that, indeed, the system is an independent BCI. This is further corroborated by the fact that the system worked well also for the three participants who made a conscious and constant effort to point their gaze to the fixation cross during the experiments.

Further evidence that this is an independent interface comes from the fact that relevant EEG epochs did not show eye movement artefacts, even in frontal channels, which would have been evident had visual pursuit taken place during a trial.

**B. Open problems**

The system is accurate in moving the mouse pointer in the standard four directions, particularly over long distances. However, when using computer mice, it is common to move the pointer in diagonal directions. This was achieved in our tests with participant D (not reported), by switching attention from one target to another periodically, so as to obtain a sort of zig-zagging movement. Nevertheless, it would be desirable to have a more direct and effective way to move diagonally. An obvious way to achieve diagonal motion would be to add four additional flashing rectangles at the corners of the screen. But, there might be another, more natural solution. Our mouse is analogue and so, in principle, it would not be impossible to achieve oblique movement if a user was able to concentrate his or her attention on two squares (e.g., up and right, right and down, etc.) at the same time, thereby producing P300 components both for horizontal motion and vertical motion. More research on this is needed.

After training and validation, the BCI mouse can be used in tracing mode with immediate feedback. In these conditions the motion of the pointer, which always starts from the middle of the screen, can distract the user, who will occasionally perform visual pursuit to check whether or not the desired motion is achieved. These visual pursuit movements immediately generate myoelectric artifacts in the signals being acquired which result in some, otherwise valid commands, to be misinterpreted. Also, once distracted, users may find it difficult to immediately refocus their attention on the stimuli. In informal testing we have noticed that these effects resulted in a worsening of the ability to control the pointer. The situation may be even worse if the screen contains numerous elements of interest for the user or when the system is used to with a user interface including icons, windows, etc. Future research will need to explore methods to mitigate these effects.
The concentration required to operate our BCI mouse is considerable. We believe its cognitive load is no different from the effort required to operate other BCI systems, but in future research we will need to evaluate the usability of the BCI mouse with purposely designed experiments.

VI. CONCLUSIONS

We have proposed a BCI mouse based on P300 waves. The system is analogue: at no point a binary decision is made as to whether or not a P300 was actually produced in response to a stimulus. Instead, the motion of the pointer on the screen is controlled by directly combining the amplitudes of the output produced by a filter in the presence of different stimuli.

Beyond providing carefully designed stimuli, a rich set of features and a very flexible combination mechanism through which we thought a solution to the problem of controlling a pointer via EEG could be found, we actually did not do any other design. The biggest part of the design in this system (i.e., the feature selection and the selection of the parameters of the controller) was entirely left to a genetic algorithm.

The performance of our system has been very encouraging. All participants have been able to use the system quickly. The GA was effective and efficient at finding good designs for the system. Indeed, it succeed in every run, suggesting that we had chosen the infrastructure for the system and the feature set reasonably well. In validation, the trajectories of the pointer have achieved high accuracy. The system issues control commands at a much faster rate than other P300-based computer mice previously reported.

These encouraging results indicate that there is a lot more information about user intentions in EEG signals, and that, perhaps, traditional design techniques may be a limiting factor.
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