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Abstract

Speeded-Up Robust Features (SURF) is a feature extraction algorithm designed for real-time execution, though this is rarely achievable on low-power hardware such as that in mobile robots. One way to reduce the computation is to discard some of the scale-space octaves, and previous research has simply discarded the higher octaves. This paper shows that this approach is not always the most sensible and presents an algorithm for choosing which octaves to discard based on properties of the imagery. Results obtained with this best octaves algorithm show that it is able to achieve a significant reduction in computation without compromising matching performance.

I. INTRODUCTION

Recent years have seen much effort expended within the research community towards techniques that are able to detect and describe image features in a way that makes them reasonably independent of scale and orientation changes between the images being matched [1-10]. The technique known as SURF (Speeded-Up Robust Features) has a number of adaptions over earlier techniques such as SIFT [1] and the Harris-Laplace feature detector [6] that are intended to improve execution speed without compromising the effectiveness of feature detection [2, 11-13]. The criticality of real-time performance for some applications provides a stimulus to investigate efficient software and/or hardware solutions, not only in terms of execution speed but also for computational resources, chip area, weight and power consumption.
Despite being faster than contemporary methods, software implementations of SURF do not necessarily achieve real-time performance on desktop computers [2]. To overcome this shortcoming, recent research has targeted software-based optimization and/or hardware acceleration of SURF [8, 14-15].

This paper explores the reduction of scale-space 'octaves' as a key speed improvement of SURF. Rather than simply discarding the higher octaves, which may reduce accuracy, this paper develops and assesses a more sophisticated approach, termed best octaves, that examines all octaves and then chooses two octaves that provide the best matching performance according to criteria expounded below. It will be demonstrated that best octaves out-performs SURF variants obtained using the conventional approach. To our knowledge, this is the first systematic approach to SURF octave selection.

The remainder of this paper is structured as follows. Following a brief overview of the SURF algorithm in the next section, Section III examines the reduction of SURF octaves as a key method to improve execution speed and presents an approach to octave selection. An assessment of best octaves in terms of matching performance and reduction in computation is presented in Sections IV and V. Finally, conclusions are drawn in Section VI.

II. AN OVERVIEW OF THE SURF ALGORITHM

This section provides a brief overview of the SURF algorithm; see [2] for an in-depth exposition. There are two main (and distinct) stages, detection and description, followed by feature matching. SURF constructs a scale space by convolving rectangular masks of increasing size, corresponding to different scales, with the input image, using an integral image representation [16] for speed. This results in a series of blob response maps at different scales. The scale space is divided into a number of octaves, formed by grouping blob response maps for adjacent scales. Normally, four scales per octave are used as this is considered sufficient for scale space analysis [2]. The algorithm also doubles the spatial sampling interval with increasing octave to reduce computation. Once the scale-space is constructed, 3-D non-maximum suppression is performed [17], followed by 3-D quadratic interpolation [18], to achieve sub-pixel, sub-scale accuracy. A blob response threshold is normally applied to select high-contrast interest points. The descriptors for the detected interest points, based on sums of Haar wavelet responses, are calculated after
orientation assignment, to achieve rotation invariance. The final stage is image feature matching on the basis of computed descriptors by employing a nearest neighbor strategy [1].

III. REDUCING THE NUMBER OF SURF OCTAVES

Table I summarizes how the various stages of SURF algorithm scale, where \( n \) is the image resolution, \( m \) is the number of detected local maxima, \( i \) is the number of detected interest points and \( k \) is the product of the number of feature descriptors for a test image and the number of feature descriptors for a reference image.

It is common to reduce the number of SURF octaves by discarding higher octaves in favor of lower ones; but the authors have observed that, with real-world images, this can actually degrade image matching performance in cases where higher octaves yield more interest points than lower ones after the blob response threshold is applied. To elucidate this point more, three sample cases are discussed here: the first and the second image of Boat dataset [19], the fifth and the sixth image of the Bike dataset [19] and two aerial images (see Fig. 1). The image matching results for these cases using OpenSURF [20] with four and two octaves are detailed in Table II. Although the matching performance is not affected much by decreasing the number of octaves for the first and second image of Boat dataset [19], it is evident that there is a considerable decrease in the number of matched interest points (58.3 % and 64.4%) for the other two cases when the number of octaves is reduced to two. It is to overcome these limitations that best octaves has been devised.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Stage</th>
<th>Computational Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Detection</strong></td>
<td></td>
</tr>
<tr>
<td>S1.</td>
<td>Integral Image Calculation</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>S2.</td>
<td>Blob Response Calculation</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>S3.</td>
<td>3-D Non-Maximum Suppression</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>S4.</td>
<td>3-D Quadratic Interpolation</td>
<td>( O(m) )</td>
</tr>
<tr>
<td></td>
<td><strong>Description</strong></td>
<td></td>
</tr>
<tr>
<td>S5.</td>
<td>Orientation Assignment</td>
<td>( O(i) )</td>
</tr>
<tr>
<td>S6.</td>
<td>Descriptor Calculation</td>
<td>( O(i) )</td>
</tr>
<tr>
<td></td>
<td><strong>Matching</strong></td>
<td></td>
</tr>
<tr>
<td>S7.</td>
<td>Nearest Neighbor Algorithm</td>
<td>( O(k) )</td>
</tr>
</tbody>
</table>
TABLE II. RESULTS FOR THE FIRST AND THE SECOND IMAGE OF BOAT DATA SET [19], THE FIFTH AND THE SIXTH IMAGE OF BIKE DATA SET [19], THE 47TH AND 48TH IMAGE OF AN AERIAL SEQUENCE

<table>
<thead>
<tr>
<th>Image</th>
<th>Octaves</th>
<th>Scales Per Octave</th>
<th>Threshold</th>
<th>Interest Points</th>
<th>Matches</th>
<th>Performance Decrease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boat 1</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.002</td>
<td>2360</td>
<td>210</td>
<td>--</td>
</tr>
<tr>
<td>Boat 2</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.002</td>
<td>2500</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Boat 1</td>
<td>1 2</td>
<td>4</td>
<td>0.002</td>
<td>2050</td>
<td>177</td>
<td>15.7%</td>
</tr>
<tr>
<td>Boat 2</td>
<td>1 2</td>
<td>4</td>
<td>0.002</td>
<td>2227</td>
<td>36</td>
<td>--</td>
</tr>
<tr>
<td>Bike 5</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.0022</td>
<td>101</td>
<td>59</td>
<td>58.3%</td>
</tr>
<tr>
<td>Bike 6</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.0022</td>
<td>74</td>
<td>15</td>
<td>--</td>
</tr>
<tr>
<td>Bike 5</td>
<td>1 2</td>
<td>4</td>
<td>0.0022</td>
<td>59</td>
<td>15</td>
<td>58.3%</td>
</tr>
<tr>
<td>Bike 6</td>
<td>1 2</td>
<td>4</td>
<td>0.0022</td>
<td>30</td>
<td>59</td>
<td>--</td>
</tr>
<tr>
<td>Aerial 47</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.0022</td>
<td>349</td>
<td>21</td>
<td>--</td>
</tr>
<tr>
<td>Aerial 48</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.0022</td>
<td>278</td>
<td>21</td>
<td>--</td>
</tr>
<tr>
<td>Aerial 47</td>
<td>1 2</td>
<td>4</td>
<td>0.0022</td>
<td>202</td>
<td>21</td>
<td>64.4%</td>
</tr>
<tr>
<td>Aerial 48</td>
<td>1 2</td>
<td>4</td>
<td>0.0022</td>
<td>144</td>
<td>21</td>
<td></td>
</tr>
</tbody>
</table>

A. UNDERLINING PRINCIPLES

Since the accuracy of any SURF-based vision system relies heavily on the number of matched points, it is essential to keep the number of matched points high; the detection of a large number of interest points does not guarantee a large number of matches while, conversely, one may obtain a significant number of matches from a comparatively small number of interest points. Rather than preferring lower octaves based on the assumption that they detect more interest points, the focus here is on obtaining the maximum number of interest point matches without preferring any particular octave, while keeping the computational cost as low as possible.

To reduce computation, the developers of SURF recommended doubling the spatial sampling interval when moving from lower octaves to higher octaves during detection stage [2]. Since detected interest points can be arbitrarily close together in the image, this non-uniform sampling inevitably incurs loss of
accuracy\cite{1-2}, which can be overcome by sampling all four octaves with a sampling rate of unity. This provides the maximum performance configuration (MPC) in terms of detected and matched interest points at a particular blob response threshold. Table III demonstrates the significance of sampling rate on the images of Fig. 1, where the MPC results are obtained with a unit-sampling modification to OpenSURF. MPC provides 135 interest point matches (Table III) as opposed to the 59 interest point matches (Table II) provided by the non-uniformly sampled configuration with four octaves at a threshold of 0.0022. Thus, in this particular case, the performance of the non-uniformly sampled approach with four octaves is only 43.7\% of the performance of MPC processed at uniform sampling rate of unity, a significant reduction in matching performance. Reducing it further by discarding octaves compromises accuracy. Since the number of matches for the non-uniformly sampled SURF with four octaves cannot be increased beyond 59 at threshold of 0.0022, the threshold can be lowered to 0.0009 (Table III) to find an equal number of matched points (135), at the cost of processing 44.4\% more interest points than MPC.

### Table III. Results for the 47th and the 48th Image of An Aerial Sequence With Sampling Interval = 1 and Sampling Interval = 1, 2, 4 and 8

<table>
<thead>
<tr>
<th>Image</th>
<th>Octaves</th>
<th>Scales Per Octave</th>
<th>Threshold</th>
<th>Sampling Interval</th>
<th>Interest Points</th>
<th>Matches</th>
<th>Interest Points Processed Per Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>47</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.0022</td>
<td>1</td>
<td>767</td>
<td>135</td>
<td>10.4</td>
</tr>
<tr>
<td>48</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.0022</td>
<td>1</td>
<td>648</td>
<td>135</td>
<td>10.4</td>
</tr>
<tr>
<td>47</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.0009</td>
<td>1 2 4 8</td>
<td>1317</td>
<td>134</td>
<td>19.0</td>
</tr>
<tr>
<td>48</td>
<td>1 2 3 4</td>
<td>4</td>
<td>0.0009</td>
<td>1 2 4 8</td>
<td>1231</td>
<td>134</td>
<td>19.0</td>
</tr>
</tbody>
</table>

#### B. THE BEST OCTAVES APPROACH

In best octaves, all four octaves are uniformly sampled to provide a fair opportunity for all octaves to show their maximum performance and to allow better evaluation of their relative performance. The proposed method then finds the two octaves that provide the best matching performance. For any given pair of images, the main steps of the proposed method are outlined in the following paragraphs.

**Step 1.** The matched interest points are calculated for the two given images for MPC (unity sampling rate and four octaves) and the number of them is considered as a reference for the later steps.

**Step 2.** The matched interest points are calculated for the two given images with unity sampling rate and the first two octaves. The ratio of the number of matched points, $R$, for octaves 1 and 2 against the
reference is computed to assess the effect of octave reduction. If \( R \geq 0.5 \), more than half the matches lie in octaves 1 and 2, so they are selected. Otherwise, we proceed directly to step 4, omitting step 3.

**Step 3.** Since the first two octaves are sampled at rates of 1 and 2 respectively in the original SURF algorithm, sampling every pixel of octave 2 for the selected best octaves in step 2 above may not make a significant difference to matching performance. To ensure that no extra computation is done, the matched interest points for the two images are calculated for the first two octaves with sampling rates of 1 and 2. The number of matched points for this non-uniform sampling case is compared with the reference; if greater than 0.4, then a non-uniform sampling rate of 1 and 2 is chosen for the selected best octaves in step 2 above. Otherwise, unity sampling rate is selected and the next three steps are skipped.

**Step 4.** The matched interest points are calculated for the two images with unity sampling rate and octaves 2 and 3 only. The Gaussian filters applied at different scales of octaves 2 and 3 are the same as in the original SURF algorithm. Similarly, after discarding octaves 1 and 2, the number of matched points is computed for octaves 3 and 4 by applying Gaussian filters to different scales, as in the original algorithm. The ratio of the number of matched points to the reference is then computed for the two cases and compared with each other to determine which is greater. If the maximum ratio is \( \geq 0.5 \), then octaves corresponding to that ratio are selected as the best octaves. A sampling rate of unity is chosen and the next two steps are skipped.

**Step 5.** For the two images, the matched interest points are computed with unity sampling rate for each of octaves 1 and 3, octaves 1 and 4, and octaves 2 and 4. The ratio of the numbers of matched points to the reference is then computed for the three cases and compared to determine which is greatest. If the maximum ratio is \( \geq 0.5 \), then octaves corresponding to that ratio are selected as the best octaves. A sampling rate of unity is chosen and the next step is skipped.

**Step 6.** Finally, the maximum of the six ratios calculated for octaves 1 and 2, octaves 2 and 3, octaves 3 and 4, octaves 1 and 3, octaves 1 and 4, octaves 2 and 4 with unity sampling rate is determined and the octaves corresponding to the maximum ratio are selected as the best octaves. A sampling rate of unity is
chosen for the best octaves except for the case when octaves 1 and 2 are selected, in which case the sampling rate is determined as described in step 3.

It should be noted that due to low frame-to-frame motion in image sequences with medium to high frame rate, the number of matches in Step 1 is computed for the first pair of images, then utilized as reference for the next few images based on frame rate, and then updated.

IV. PERFORMANCE

Fig. 2 shows the results for best octaves on the aerial images of Fig. 1 and the widely used UBC dataset [19]; the bars represent the number of points (read values from the left ordinate axis) while the line shows the matching ratio (read values from the right ordinate axis). Octaves 3 and 4 are the best for the aerial images; with these, the decrease in matching performance with respect to MPC is less than 30%, a sharp contrast to the results achieved with non-uniformly sampled SURF (Table II). Octaves 2 and 3 are the best for UBC, with a matching performance 32.3% less than MPC. To demonstrate the quality of interest point matches, Receiver Operating Characteristic (ROC) and Sensitivity-Specificity curves (Fig. 3) show that best octaves out-performs the other approaches comprehensively for the two sample cases, even including the reference (MPC) for the second one. Fig. 4 shows the interest point matches obtained using best octaves for image 1 and 6 of the UBC dataset.

![Fig. 2. Results of best octaves: octaves 3 and 4 are selected as the best octaves for the 47th and the 48th image of the aerial sequence (left); octaves 2 and 3 are selected as the best octaves for image 1 and 6 of the UBC data set [19] (right)](image-url)
McNemar’s test [21] was used to confirm that these performance differences are statistically significant, using the criterion that an algorithm must achieve at least 45% of the number of matched points obtained by MPC for it to be considered to have succeeded; although this figure is arbitrary, its value was found to have little effect on the conclusions drawn. To avoid inadvertent dataset dependencies, a total of 776 image pairs were employed from the Oxford [19], Copydays [22] and Blur [23] datasets used in [24-26]. The values tabulated in Table IV are the so-called Z-scores obtained from McNemar’s test using:

\[
Z = \frac{|N_{gf} - N_{fg}| - 1}{\sqrt{N_{gf} + N_{fg}}}
\]  

(1)

where \(N_{gf}\) is the number of occurrences where the first algorithm succeeded and the other algorithm failed, and so on. It should be noted that larger Z-score values indicate a more significant result. Z-scores of about 3 are equivalent to a confidence of about 99.5%, so the values in the table, which are substantially larger than this, provide incontrovertible evidence that best octaves out-performs the alternatives.

<table>
<thead>
<tr>
<th>TABLE IV. RESULTS OF MCNEMAR’S TEST FOR BEST OCTAVES AND NON-UNIFORMLY SAMPLED SURF CONFIGURATIONS WITH 2 OCTAVES, 3 OCTAVES AND 4 OCTAVES</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-octaves SURF (Sampling = 1, 2) PASS</td>
</tr>
<tr>
<td>Best Octaves PASS</td>
</tr>
<tr>
<td>Best Octaves FAIL</td>
</tr>
<tr>
<td>Computed Z-Score</td>
</tr>
</tbody>
</table>

Fig. 3. ROC curve for the 47th and the 48th image of the aerial sequence (left); Sensitivity-Specificity curve for the first and the sixth image of the UBC data set [19](right)
V. REDUCTION IN COMPUTATION

For stage S1, the computation is equal for the selected best octaves and non-uniformly sampled SURF configurations (with 2, 3 and 4 octaves). The reductions in computation achieved by the non-uniformly sampled SURF alternatives for stages S2 and S3 with respect to the selected best octaves are not significant (less than 20% and 26% respectively). For the particular case when octaves 1 and 2 are selected as the best octaves with non-uniform sampling rate, the computation of best octaves is equal to non-uniformly sampled SURF with 2 octaves and achieves similar matching performance. As a result, the selected best octaves achieve small reduction in computation for S2 and S3 with respect to non-uniformly sampled SURF variants with 3 and 4 octaves (less than 15% and 21% for S2 and S3 respectively).

For the two image sets (aerial images and UBC), the reduction in computation for the last four stages of SURF achieved by the best octaves with respect to non-uniformly sampled SURF configurations having matching performance equal to best octaves is presented in Fig. 5. It is evident that the best octaves approach compensates for the extra computation done in S1-S3 by achieving a major reduction in computation in S4-S7 and hence comprehensively out-performs the non-uniformly sampled variants. As an example, we present here the timings obtained on a mobile robotic platform based on the Intel Atom (CPU N450 running at 1.66 GHz) for extraction of image features and nearest neighbor matching for
Fig. 5. Reduction in computation for stages S4, S5, S6 and S7 for best octaves with respect to the non-uniformly sampled SURF configurations having equal matching performance for 47th and 48th image of aerial sequence (left), and for image 1 and 6 of UBC dataset (right)

UBC (image 1 and 6): 30.58, 26.79 and 26.55 sec for non-uniformly sampled SURF variants with 2, 3 and 4 octaves respectively; 15.81 sec for best octaves. Clearly, the best octaves approach out-performs the others.

Since the reduction in computation for the first three stages (S1-S3) of the algorithm is independent of the images being analyzed, it is interesting to examine the performance of best octaves in terms of computation for the last four stages (S4–S7) of the algorithm. To make this analysis thorough, the amount of computation required by every algorithm in the last four stages for the 776 image pairs used in McNemar’s test above was measured. Since it is tedious to equate the matching performance of all the algorithms by varying their threshold values (as done in Table III) for such a large number of image pairs, the number of interest points processed per match is used for comparing the computation of algorithms. As the amount of computation in stages S4, S5 and S6 of SURF is a function of the number of detected local maxima and interest points (Table I), this allows a fair comparison between best octaves and non-uniformly sampled SURF variants for these stages. For a comparative analysis of computation for the last stage (S7), interest point matching, the number of descriptor comparisons per match is used.

For every image pair, the number of interest points processed per match is calculated for best octaves and the 2-octaves SURF (sampling = 1, 2). The values obtained for best octaves are subtracted from the number of interest points processed per match for the 2-octaves SURF configuration so that a positive
value indicates that best octaves does less computation per match. To gauge the significance and magnitude of any computation reduction achieved by best octaves, Fig. 6 shows the histogram of the difference in number of interest points processed per match (i.e., for stages S4–S6). The mean difference in the number of interest points processed per match in this particular case is 44.7, showing that best octaves computes and processes nearly 45 times fewer interest points than non-uniformly sampled SURF with 2 octaves, a huge reduction in computation. The histogram of the difference in number of descriptor comparisons per match (Stage S7) in Fig. 6 also demonstrates that the 2-octaves SURF (sampling = 1, 2) performs 14,940 more descriptor comparisons per match on average than best octaves.

Although the performance of 3-octaves SURF is better than 2-octaves (see Fig. 6), it still computes 12 times more interest points per match than best octaves on average. The non-uniformly sampled 3-octaves SURF also requires, on average, 6,159.5 more descriptor comparisons per match. Finally, the two histograms for the 4-octaves (sampling = 1, 2, 4, 8) case again demonstrate the dominance of best octaves: on average, it processes 5 times fewer interest points per match than 4-octaves SURF. Similarly, for the matching stage, best octaves achieves a significant reduction in computation as 4-octaves SURF requires 3,991.4 more descriptor comparisons per match on average.

VI. CONCLUSIONS

This paper has proposed a novel method for reducing the computational complexity of SURF, namely an intelligent reduction in the number of SURF octaves. The approach focuses on the description and matching stages of SURF, yielding a significant reduction in computation at the cost of little extra calculation in the detection stages, and the reduction in computation can benefit both software and hardware implementations. It was found that the impact on matching performance is slight. It is hoped that this work may pave the way for the use of techniques like SURF in battery-operated robots, for which low power consumption is critical.
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Fig. 6. Histogram of difference in number of interest points processed per match for best octaves and non-uniformly sampled SURF with 2-octaves, 3 octaves and 4-octaves (top left to bottom left); Histogram of difference in number of descriptor comparisons per match for best octaves and non-uniformly sampled SURF with 2-octaves, 3 octaves and 4-octaves (top right to bottom right)
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