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Dear Presidents of the British, German and Polish Classification 
Societies, distinguished Researchers, ladies and gentlemen, dear friends, 

 
On behalf of the International Federation of Classification Societies it is a 

great privilege and an honor for the president of IFCS to open the third 
European Conference on Data Analysis, here in Colchester, at the University of 
Essex. First of all, on behalf of the Societies of the Federation, I would like to 
express my great pleasure in welcoming all participants to this Symposium. 

This is a wonderful initiative of collaboration among the British, German 
and Polish Classification Societies, with the title Data Science: Foundations, 
Methods and Applications. 

The IFCS in 1996 in Kobe, and also 1998 in Rome was the first scientific 
Association in the world to use the term “Data Science” in the title of the 
conference, with the speech of Chikio Hayhashi entitled “What is Data Science? 
Fundamental Concepts and a Heuristic Example”, thus, qualifying the 
pioneering research on Data Science proposed by several Classification 
Societies.  

Data Science is not only a synthetic concept to connect Statistics and 
Computer Science, but represents a modern way to do research by taking 
advantage of the technological innovations and the automatic production of 
large volume of  data, due to the computers and internet revolutions. Thus, it is 
very important that three well established Classification Societies explore the 
foundations, the innovative methods and the relevant applications in Data 
Science. In fact, in view of the rapidly advancing of science and technology and 
their research frontiers, with the quick spread of the knowledge in the 
information society, the Scientific Societies must have the capacity to intercept 
innovative and modern research. Meetings can no longer be the traditional 
media to give-and-get information with the outside world, because this is 
efficiently done through Internet without moving researchers. Modern 
conferences must detect and discuss deeply emerging and pioneering topics, 
becoming international laboratories to strengthen collaborations. To achieve this 
aim we need to reinforce our international network, parallelizing scientific 
activities and giving to each National Classification Society an international role 
in promoting collaboration among researchers by privileging international 
cooperation. I am firmly convinced that the ECDA Conference represents a 
wonderful “medium” to detect modern research topics and continuous 
collaboration among Classification Societies. The three Associations have 
organized sessions on emerging ideas where, in the recent years, members of 
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Societies have achieved relevant theoretical, methodological and/or applied 
advances, in order to disseminate and discuss their outstanding scientific 
contributions.  

This year we celebrate the 30th anniversary of the founding of IFCS. After 
30 years the scope and purposes of the Federation -to promote mutual 
communication, cooperation and interchange of views among scientists 
interested in theories and practices of data analysis and classification in a wide 
range of applications as possible- is still very modern and we are glad that these 
purposes of mutual communication and cooperation have been so clearly 
adopted by the ECDA Conference.  

I now pass to the acknowledgments. Very special thanks go to the program 
committee formed by highly appreciated experts who collaborated over the past 
year to create the best possible program format and content. In particular, I wish 
to congratulate with the Conference Chair Berthold Lausen and the Scientific 
Program Chairs Daniel Baier, Andreas Geyer-Schulz, Sabine Krolak-Schwerdt, 
Fionn Murtagh, Józef Pociecha for the hard work done and the competent 
support to finally set up the outstanding program. Special thanks go to the Local 
Organizing Committee for the excellent organization of the conference. 

I would like to close my speech by expressing my sincere wishes for the 
success of the symposium and for all participants to discover new opportunities 
in the growing areas of research. 

We invite you to enjoy the paper presentations during the next three days, 
and we hope that the discussions will be useful to increase international 
collaboration among researchers.  

 

 

Maurizio Vichi 

President of International Federation of Classification Societies 
 

 

 

 

 

!
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Dear Participants,  

 
Welcome to the European Conference on Data Analysis 2015, co-hosted by 

the British Classification Society (BCS), Gesellschaft für Klassifikation e.V. 
(GfKl) and Sekcja Klasyfikacji i Analizy Danych (SKAD) and held at the 
University of Essex from 1st to 4th September 2015.  

ECDA 2015 was organised by Professor Berthold Lausen of the 
Department of Mathematical Sciences, University of Essex under the auspices 
of the British Classification Society, and attended by over 135 participants from 
19 countries who have to choose from more than 100 invited and contributed 
lectures or workshops. 

The sessions were organized under the headings Data Analysis, Data 
Science, Clustering, Classification, Machine Learning and Knowledge 
Discovery, Library and Information Science, Finance and Economics, Digital 
Humanities and Social Sciences, Geosciences and Archaeology, Marketing, 
Musicology, Machine Learning and Knowledge Discovery, Outliers in 
Classification, Life Sciences, Mathematical Foundations of Data Science, 
Education, Big Data, Engineering, Logistics and Optimisation. 

The conference dinner will be held at Colchester Castle, the biggest Keep 
ever built in the United Kingdom and the largest that remains in existence 
throughout Europe. 

I would like to thank all the speakers for their contributions, the many 
colleagues who reviewed the papers beforehand, those who chair sessions, and 
all who helped with the organization of this exceptional conference on data 
analysis.  

 

David Wishart 

President of British Classification Society 
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Dear Participants,  

 
 

On Behalf of SKAD (Section of Classification and Data Analysis of the 
Polish Statistical Society – PTS) it is my great pleasure to welcome you to the 
European Conference on Data Analysis 2015 in Colchester, United Kingdom. 

I hope that this conference, as joint venture of GfKl, BCS and SKAD will 
be interesting, fruitful and inspiring for you. 

 I wish you productive discussions and a pleasant stay in the nice, old town 
Colchester. 

 

Józef Pociecha  
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Dear Participants, 

 
Welcome to the European Conference on Data Analysis 2015 (ECDA 

2015) Data Science: Foundations, Methods and Applications at the University 
of Essex, Colchester, UK.  The British, German and Polish Classification 
Societies are co-hosting the conference. After the very successful ECDA 
conferences in Luxembourg (2013) and Bremen (2014) we are delighted to 
welcome the delegates from 19 different countries: Austria, Belgium, Canada, 
Cyprus, Germany, Finland, Greece, Italy, Luxembourg, Morocco, Mexico, New 
Zealand, Poland, Portugal, South Africa, Tunisia, United Kingdom, United 
States of America and Switzerland. The conference includes the 39th Annual 
Meeting of the German Classification Society and the Librarians and 
Information Science (LIS) Workshop.  

We are looking forward to the: 

• keynotes of the conference 
 

– Hendrik Blockeel, Leuven: Declarative data analysis 
 

– Ulf Brefeld, Darmstadt: Capturing user behaviour 
 

– Andrzej Dudek, Wroclaw: Cluster analysis in the XXI century, 
new algorithms and tendencies 
 

– Arthur Gretton, London: Kernel nonparametric tests of 
homogeneity, independence and multi-variable interaction 
 

– Janette McQuillan, London: Crowdsourcing classifications to 
accelerate cancer research 
 

– Christine Müller, Dortmund: Data depth 
 

– Iris Pigeot, Bremen: Challenges in the statistical analysis of 
longitudinal data 
 

– Claus Weihs, Dortmund: Efficient global optimization: 
motivation, variation, and application 
 

– Stefan Wrobel, Bonn: Data analytics in a networked world 
 

• five invited, 23 contributed sessions and the LIS workshop.  

We hope that you enjoy the social program offer, visiting Colchester and 
beyond.  
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I like to thank my fellow presidents and board members of the BCS, GfKl 
and SKAD for organising the conference together, all members of the scientific 
program committee and scientific program chairs for their valuable work and 
important contribution. Moreover, I would like to thank the University of Essex, 
Event Essex, Department of Mathematical Sciences and the members of the 
local organising committee for the support and for making the conference 
possible; as well, our sponsors Profusion and Institute for Analytics and Data 
Science for supporting the conference.  

I wish you all a fruitful, enjoyable and successful conference. 

 

 

Berthold Lausen  

Conference Chair and President of the Gesellschaft für Klassifikation 
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The Best Paper Award honours the author(s) of a paper of exceptional 

merit dealing with a subject related to the Society’s research activities.  
 

The GfKl Award Jury consisting of Eyke Hüllermeier, Sabine Krolak-

Schwerdt, Myra Spiliopoulou, Claus Weihs and Berthold Lausen have 

nominated Dr. Angelos Markos, Democritus University of Thrace, for the 

ECDA 2014 Best Paper Award.  
 

The award consisting of a certificate and a €1000 cheque will be handed 

over during the Opening Ceremony. The Laudatio of the awardee will be given 

by Professor Hans Kestler, Chair of the Scientific Program Committee ECDA 

2014, followed by a short presentation of the awarded paper.  
 

Incremental Generalized Canonical Correlation Analysis  
Angelos Markos1 and Alfonso Iodice D’Enza2 

 
1Democritus University of Thrace, Department of Primary Education, 
68100, Alexandroupoli, Greece     amarkos@eled.duth.gr 
2University of Cassino and Southern Lazio, Department of Economics and 
Law, Folcara 03043, Cassino FR, Italy     iodicede@unicas.it 
 
Abstract. Generalized canonical correlation analysis (GCANO) is a 
versatile technique that allows the joint analysis of several sets of data 
matrices through data reduction. The method embraces a number of 
representative techniques of multivariate data analysis as special cases. The 
GCANO solution can be obtained noniteratively through an eigenequation 
and distributional assumptions are not required. The high computational 
and memory requirements of ordinary eigendecomposition makes its 
application impractical on massive or sequential data sets. The aim of the 
present contribution is two-fold: i) to extend the family of GCANO 
techniques to a split-apply-combine framework, that leads to an exact 
implementation; ii) to allow for incremental updates of existing solutions, 
which lead to approximate yet highly accurate solutions. For this purpose, 
an incremental SVD approach with desirable properties is revised and 
embedded in the context of GCANO, and extends its applicability to 
modern big data problems and data streams.!  
!
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The European Conference on Data Analysis 2015 (ECDA 2015) is 

hosted by University of Essex one of the most internationally diverse 

universities in the United Kingdom. According to Research Excellence 

Framework (REF 2014) the University ranks in the top 20 UK universities for 

research excellence and the top 5 for social science research.  

The University main campus is situated on the Eastern edge of 

Colchester, within Wivenhoe Park, less than a mile from the town of Wivenhoe 

and two miles from the town of Colchester (the oldest recorded Roman town in 

Britain). 
 

   

 
!!!!!!

!
!

18/08/2015 19:42Google Maps

Kartendaten © 2015 Google 1 km 

Address: Wivenhoe Park,  
               Colchester CO4 3SQ, 
               United Kingdom 
!

     Fig. 1: University of Essex location!
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Finding your way to Colchester Campus: 
 

• by plane 
 

– London Stansted: use the 133 coach service. Alternatively, you can 
take the coach service National Express.  
 

– London Heathrow: use the coach service to Colchester operated by 
National Express. Alternatively, take an underground train to 
Liverpool Street Station in London. You will need to take the 
Piccadilly line, eastbound, to Holborn, and then the Central line, 
eastbound, to Liverpool Street Station. Or, you can take a Heathrow 
Express train to Paddington Station in London and then get on the 
Underground (eastbound on the Circle line) to Liverpool Street 
Station.  From Liverpool Street Station you will need to take a train to 
Colchester.  

 

– London Gatwick: use the coach service to Colchester operated by 
National Express. Alternatively, you can take a Gatwick Express train 
to Victoria Station in London, and then either a taxi or an underground 
train (eastbound on the Circle line) to Liverpool Street Station. From 
Liverpool Street Station you will need to take a train to Colchester. 

 

– London Southend: you can take a train to Shenfield. From Shenfield 
take a train to Colchester. 

 

– London Luton: use the coach service to Colchester operated by 
National Express. Alternatively, you can take the Thameslink train, 
which will take you to Farringdon. Join the Underground at 
Farringdon and take, either the Circle Line, the Metropolitan Line or 
the Hammersmith and City Line, eastbound, to Liverpool Street 
Station. From Liverpool Street Station you will need to take a train to 
Colchester. 

 
• by train  

 

– trains run between London Liverpool Street and Colchester Station 
(also known as North Station) at approximately half-hourly intervals. 
The journey takes under an hour. Services also connect with 
Colchester from Norwich, Ipswich, Felixstowe, Harwich and 
Clacton/Walton. 
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Finding your way to Colchester Campus: 

 
• by bus     

   

– to get to University of Essex, the bus services 61, 62, 74/74A, 75, 76 
and 87 run through our campus connecting it to and from Colchester 
Station, Colchester Town Centre and Wivenhoe. They are operated 
by, First or Hedingham. 

 
• by taxi 

 

– there are taxi ranks at Colchester North Station, Colchester Bus 
Station and in the Town Centre. The journey to the University 
normally takes about ten minutes and you should ask for North 
Towers. 
We strongly recommend you to book your taxi in advance.  

! Towncar Minicabs: +44 1206 515515 
! Five Sevens: +44 1206 577777 
! Panther Cabs: +44 1206 52552 

 
• by car 

 

– Colchester can be reached by car either via: 
! A12, which links up with the M25 from the South (for 

Colchester take A133 exit) 
! A14, which links up with the M1/M6 from the North (for 

Colchester take A1232 exit) 
Please follow roadside signage to the University. You should park in 
the North Towers Car Park.  
For more information about parking spaces please visit: 
http://www.essex.ac.uk/staff/parking/ 
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• The Opening Ceremony, plenary, semi-plenary lectures, invited and 

contributed sessions, as well the LIS’ 2015 workshop, take place in the 

building housing the Essex Business School (EBS) located on University 

Campus. All rooms are situated on Level 2 and fitted with the latest state-

of-art audio-video (AV) facilities.  

 
 

• A rehearsal and preparation room (EBS 2.48) is available for you 

during the conference. Additionally, EBS 2.68 can be used for meetings.  

 
 

• Internet access – eduroam is available on campus. If your institution is 

one of the participating organisations in eduroam you can directly login 

with your university email address and password.  

If you have any problems or queries with connecting to the Internet please 

contact our IT helpdesk located on the ground floor of the Silberrad 

Student Centre.  
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!
Tuesday, 01/September/2015 

8.00pm – 9.00pm Welcome Reception (Foyer, EBS) 

9.00pm – 10.30pm Informal Get Together (Student Union Bar [SU bar]) 
!
!
!
!
Wednesday, 02/September/2015 

7.30pm – 9.00pm Flavour of Scotch Whisky (EBS 2.34) 

Chair: Dr. David Wishart 
!
!
!
!
Thursday, 03/September/2015 

6.00pm – 7.30pm Roman Walk  

Departure by bus at 5.40 from North Towers 

7.00pm – 8.00pm Access to Exhibition in Colchester Castle 

8.00pm – 10.30pm Conference Dinner at Colchester Castle 

 Departure by bus at 10.50pm to University accommodations 
!
!
!
!
Please note:  

The Conference fee for all participants includes:  

• conference kit; 

• welcome reception; 

• all refreshments breaks; 

• all lunches;  

• Wednesday event “Flavour of Scotch Whisky” 
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Welcome Reception 
8pm – 9pm 
 
 

• The welcome reception will take place on Tuesday 1st of September 

between 8pm and 9pm at the conference venue (Essex Business School, 

EBS) in the foyer area (drinks & canapés are provided). Free to attend to 

all conference delegates, this will be a fantastic opportunity to meet and 

reconnect with colleagues from around the world.  

 

 

Informal Get Together 
9pm – 10.30pm 
 
 

• For those who want to stay around a bit longer there is the opportunity to 

move in the Students’ Union Bar (SU Bar) on the University of Essex 

Campus, located on Square 3 (the costs are not included in the conference 

fee). 
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We ’ l l  tak a cup of kindness yet –  the Flavour of Scotch Whisky 
with Dr. David Wishart 

 
!

!

Of all the spirits available today, single 

malt whiskies display the greatest diversity of 

flavour and heritage. David Wishart describes 

the production methods that influence the 

flavour, and concludes with a taste of several 

classic single malt whiskies that span his 

complete flavour spectrum. 

He will guide you through the history and romance of Scotch whisky, from the 

aqua vitae of pre-Reformation monks, the elixir of medieval alchemists, to the 

hedonistic uisge beatha of remote Scottish crofts, and the taverns on Edinburgh's 

Royal Mile.  

The heritage of Scotch whisky is evoked in the poems of Burns, the parties of 

George IV, Queen Victoria, Robert Stevenson’s king of drinks, and the art of 

Landseer and Wilkie. 

Today, due to variable peating and cask selection and preparation, the flavour 

of malt whisky is more widely diverse than ever. David describes his unique 

classification of Scotch malt whiskies by flavour, with several fine malt whiskies to 

taste. David’s talk and tasting is sponsored by the whisky producers of Scotland. 

Dr. David Wishart, author of Whisky Classified: Choosing Single Malts by Flavour, 

Third Edition 2012, is a Keeper of the Quaich and was Research Fellow at the School 

of Management, University of St Andrews. 

!
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Coaches will be provided to take all those who pre-booked one of the two 

events to Colchester town centre and to return everyone who wants back 

to the University Campus at the end of the evening. 
 

Roman walk  
6pm 
 

 

 

At 5.40pm we will depart by bus to the Colchester town centre. From 

there, for those who booked the walk, some qualified guided tours will 

take you on an approximately 90-minute walk to discover the most 

beautiful corners and attractions of the city centre, including the 

picturesque Castle Park, the Dutch Quarter and the High Street, only 

minutes away from each other, but each with a very different story to tell. 
 

Buses depart from University North Towers at 5.40pm.  
 
 

         Fig.2: Castle Park 
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Exhibition opens in Colchester Castle  
7pm 
 
The exhibition would reveal many fascinating layers of history with 

archaeological collections including some of the most important Roman 

finds in Britain. Open only for those who attend the dinner.  
 

Conference Dinner at Colchester Castle  
8pm 
!!!!
 
 
 

 

 

 

 

 

 

 

 

The conference dinner will take place at Colchester Castle, the largest 

Norman Keep in Europe and one of England’s most important heritage 

sites.  

Please note that the conference dinner is only open to participants who 

booked the event during online registration. A voucher will be handed 

over to you upon registration on the first day of the conference. You will 

be asked to show this voucher before joining the event. 
 

Buses depart from Colchester Castle at 10.50pm. 
!

!

!!!

Fig.3: Colchester Castle 

7pm
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!
!
!
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!
Wednesday, 02/September/2015 

8.30am – 9.00am Registration Conference (Foyer, EBS) 
9.00am – 9.55am Opening Ceremony & Best Paper Award (EBS 2.2) 

 
10.00am – 10.45am 

 

Plenary 1: Claus Weihs 
“Efficient Global Optimization: Motivation, Variation, 
and Application”  
Session Chair: Andreas Geyer-Schulz (EBS 2.2) 

10.45am – 11.15am Refreshments 
 
 
 
 

11.15am – 12.55am 

Invited Sessions 1: Data Analysis in Finance 
Chair: Krzysztof Jajuga (EBS 2.2) 
Contributed Sessions: Clustering I 
Chair: David Wishart (EBS 2.34) 
Contributed Sessions: Data Analysis I 
Chair: Karsten Lübke (EBS 2.1) 
Contributed Sessions: Engineering, Logistics and 
Optimisation  
Chair: Abdel Salhi (EBS 2.65) 

1.00pm – 1.30pm 
 

AG-DANK Meeting 
Chair: Hans-Joachim Mucha (EBS 2.1) 

1.00pm – 2.30pm Lunch 
 

2.30pm – 3.15am 
 

Plenary 2: Christine Müller 
 “Data depth” 
Session Chair: Maurizio Vichi (EBS 2.2) 

 
 
 
 

3.20pm – 4.35pm 

Invited Sessions 2: Outliers in Classification 
Procedures – Theory and Practice  
Chair: Józef Pociecha (EBS 2.2) 
Contributed Sessions: Machine Learning and 
Knowledge Discovery I 
Chair: Cuevas Covarrubias Carlos (EBS 2.34) 
Contributed Sessions: Data Analysis II 
Chair: Willi Sauerbrei (EBS 2.1) 

4.35pm – 5.00pm Refreshments  
5.00pm – 6.30pm GfKl annual general meeting (EBS 2.65) 
6.30pm – 7.30pm BCS annual general meeting (EBS 2.34) 

!
!
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9.00am – 9.45am 

 

Plenary 3: Iris Pigeot  
 “Challenges in the statistical analysis of longitudinal 
data” 
Session Chair: Berthold Lausen (EBS 2.2) 

 
9.50am – 10.30am 

 

Semi-Plenary 1: Janette McQuillan 
“Crowdsourcing classifications to accelerate cancer 
research” 
Session Chair: Hans A. Kestler (EBS 2.2) 

 
9.50am – 10.30am 

 

Semi-Plenary 1: Hendrik Blockeel 
 “Declarative Data Analysis” 
Session Chair: Fionn Murtagh (EBS 2.34) 

10.30am – 11.00am Refreshments 
 
 
 
 

11.00am – 12.15pm 

Invited Sessions 3: Data Science in Life Sciences  
Chair: Hans A. Kestler (EBS 2.2) 
Contributed Sessions: Machine Learning and 
Knowledge Discovery II 
Chair: Andrzej Dudek (EBS 2.34) 
Contributed Sessions: Data Analysis III 
Chair: Christine Müller (EBS 2.1) 
Contributed Sessions: Education 
Chair: Andreas Geyer-Schulz (EBS 2.65) 

12.15pm – 12.40pm 
 

AG-Biostatistics Meeting 
Chair: Hans A. Kestler (EBS 2.2) 

12.15pm – 1.45pm Lunch 
 

1.45pm – 2.30pm 
 

Plenary 4: Stefan Wrobel 
“Data Analytics in a Networked World” 
Session Chair: Reinhold Decker (EBS 2.2) 

 
 
 
 

2.35pm – 3.50pm 

Invited Sessions 4: Data Science  
Chair: Adalbert Wilhelm (EBS 2.2) 
Contributed Sessions: Machine Learning and 
Knowledge Discovery III 
Chair: Alfred Ultsch (EBS 2.34) 
Contributed Sessions: Data Analysis IV 
Chair: Aris Perperoglou (EBS 2.1) 
Contributed Sessions: Marketing I 
Chair: Daniel Baier (EBS 2.65) 
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3.50pm – 4.15pm Refreshments  
 
 
 
 

4.15pm – 5.30pm 

Invited Sessions 5: Big Data 
Chair: Berthold Lausen (EBS 2.2) 
Contributed Sessions: Machine Learning and Knowledge 
Discovery IV  
Chair: Ludwig Lausser (EBS 2.34) 
Contributed Sessions: Data Analysis V 
Chair: Hongsheng Dai (EBS 2.1) 
Contributed Sessions: Marketing II 
Chair: Reinhold Decker (EBS 2.65) 

!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
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09.00am – 10.15pm 

Contributed Sessions: Clustering II 
Chair: Christian Hennig (EBS 2.2) 
Contributed Sessions: Digital Humanities and Social 
Sciences I 
Chair: Ali Ünlü (EBS 2.34) 
Contributed Sessions: Geosciences and Archeology 
Chair: Hans-Joachim Mucha (EBS 2.1) 
Contributed Sessions: Finance and Economics I 
Chair: Krzysztof Jajuga (EBS 2.65) 
Contributed Sessions: Musicology 
Chair: Claus Weihs (EBS 2.66) 

10.15am – 10.45am Refreshments 
 
 
 

 
 

10.45am – 12.00pm 

Contributed Sessions: Classification 
Chair: Axel Benner (EBS 2.2) 
Contributed Sessions: Digital Humanities and Social 
Sciences II 
Chair: Martin Behnisch (EBS 2.34) 
Contributed Sessions: Mathematical Foundations of 
Data Science 
Chair: Fionn Murtagh (EBS 2.1) 
Contributed Sessions: Finance and Economics II 
Chair: Adam Sagan (EBS 2.65) 

 
12.05pm – 12.45pm 

 

Semi-Plenary 3: Arthur Gretton 
 “Kernel nonparametric tests of homogeneity, 
independence and multi-variable interaction” 
Session Chair: Claus Weihs (EBS 2.2) 

 
12.05pm – 12.45pm 

 

Semi-Plenary 4: Ulf Brefeld 
 “Capturing User Behaviour” 
Session Chair: Alfred Ultsch (EBS 2.34) 

 
12.50pm – 1.35pm 

 

Plenary 5: Andrzej Dudek 
“Cluster Analysis in the XXI century, new algorithms 
and tendencies” 
Session Chair: Jozef Pociecha (EBS 2.2) 

1.35pm – 3.00pm Farewell reception (including lunch) 
!
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10.00am 

– 
10.45am 

Plenary 1 
Chair: Andreas Geyer-Schulz (EBS 2.2) 

 
 

Efficient Global Optimization: Motivation, Variation, and 
Application ……………………………………………………... 
Claus Weihs 
 

 
3 

 
 
 11.15am – 12.55pm 
 

Invited Sessions 1: Data Analysis in Finance 
Chair: Krzysztof Jajuga (EBS 2.2) 

Estimation error and confidence intervals for AR-GARCH-based 
estimators of VaR and ES ……………………………………………….. 
Krzysztof Piontek 
 

 
16 

Variable Selection Methods for Forecasting Multiple Business Exits in 
Europe …………………………………………………………………… 
Alessandra Amendola, Francesca Ametrano, Marialuisa Restaino, Luca 
Sensini 

 

 
17 

Vulnerability of CoVaR to wrong estimates of VaR …………………... 
Katarzyna Kuzia 
 

19 

Using Mixture Models for Prediction from Time Series, with 
Application to Energy Use Data ………………………………………… 
Najla Mohammed Qarmalah, Frank Coolen, Jochen Einbeck 
 

 
20 

!
!

Contributed Sessions: Clustering I 
Chair: David Wishart (EBS 2.34) 

 

Validation of K-means Clustering: Why is Bootstrapping Better Than 
Subsampling? …………………………………………………….. 
Hans-Joachim Mucha 
 

 
42 

Flexible parametric bootstrap for testing homogeneity against 
clustering and assessing the number of clusters ……………………… 
Christian Hennig, Chien-Ju Lin 
 

 
43 

Tuning hierarchical clustering with domain knowledge ……………... 
Johann M. Kraus, Hans A. Kestler 
 

44 
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11.15am – 12.55pm!
!

Contributed Sessions: Data Analysis I 
Chair: Karsten Lübke (EBS 2.1) 

 

Reduction of Dimensionality for Discrimination ………………………. 
Cuevas-Covarrubias Carlos, Riccomagno Eva 
 

46 

Taxicab Correspondence Analysis of Sparse Contingency Tables …… 
Vartan Ohanes Choulakian 
 

47 

Unbiased estimation for linear regression when n < v ………………… 
Saeed Aldahmani, Hongsheng Dai 
 

48 

Variable selection in multi-label classification using probe variables ... 
Trudie Sandrock, Sarel Steel 
 

49 

!
!

Contributed Sessions: Engineering, Logistics and Optimisation 
Chair: Abdel Salhi (EBS 2.65) 

 

Electricity Load Forecasting Using Data Mining Techniques ……….. 
Aziz Guergachi, Muhammad Shahbaz, Faqia Saeed, Sharmeen Zahra 
 

51 

Operating Context Estimation of Mobile Work Machines with 
Bayesian Inference and Machine Learning …………………………… 
Teemu Väyrynen, Suvi Peltokangas, Eero Anttila, Matti Vilkko 
 

 
52 

Modeling Mobile Work Machine Data with Machine Learning 
Methods ………………………………………………………………….. 
Suvi Peltokangas, Teemu Väyrynen, Eero Anttila, Matti Vilkko 
 

 
53 

Selection of discriminant heterogeneous variables using multicriteria 
optimization ………………………………………………………………. 
Hasna Chamlal, Tayeb Ouaderhman, Mehdi Bazzi 
 

 
54 

!

12.55pm
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! XXVI!

!
!
!

 
2.30pm 

– 
3.15pm 

Plenary 2 
Chair: Maurizio Vichi (EBS 2.2) 

 
 

Data depth …………………………………………………........ 
Christine Müller 
 

4 

 
 
 
 3.20pm – 4.35pm 
 

Invited Sessions 2: Outliers in Classification Procedures – 
Theory and Practice 

Chair: Józef Pociecha (EBS 2.2) 
Problem of Outliers in Corporate Bankruptcy Prediction ……………. 
Barbara Pawełek, Józef Pociecha, Jadwiga Kostrzewska, Mateusz Baryła, 
Artur Lipieta 
 

22 

Outliers in Topic Modelling ……………………………………………... 
Paweł Lula 
 

23 

Data Homogeneity in Classification of Objects on Local Housing 
Market …………………………………………………………………….. 
Barbara Batóg, Iwona Foryś 
 

 
24 

!
!
!

Contributed Sessions: Machine Learning and Knowledge Discovery I 
Chair: Cuevas-Covarrubias Carlos (EBS 2.34) 

 

Partitioning high-dimensional multivariate self-affine time series into 
differentiated subseries …………………………………………………... 
Christopher Michael Taylor 
 

 
56 

Ordinal signatures for prototype-based classifiers …………………….. 
Andre Burkovski, Lyn-Rouven Schirra, Ludwig Lausser, Hans A. Kestler 
 

57 

Offline algorithm selection based on multicriteria optimization of 
contradicting performance measures …………………………………… 
Daniel Horn, Aydin Demircioglu, Bernd Bischl, Tobias Glasmachers, 
Claus Weihs 
 

 
58 

!
!
!
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3.20pm – 4.35pm 
!

Contributed Sessions: Data Analysis II 
Chair: Willi Sauerbrei (EBS 2.1) 

 

Using Landmark Models and Reduced Rank Regression to identify 
Dynamic Effects on Gene Expression Data …………………………….. 
Aris Perperoglou, Hans van Houwelingen 
 

 
60 

Developing a Case-mix classification for CAMHS …………………….. 
Amy Macdougall, Andy Whale, Peter Martin 
 

61 

Evaluation of Risk of Drug Consumption ……………………………… 
Elaine Fehrman, Awaz K. Muhammad, Evgeny M. Mirkes, Vincent Egan, 
Alexander N. Gorban 
 

62 

!
!
!
!
!
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9.00am 
– 

9.45am 

Plenary 3 
Chair: Berthold Lausen (EBS 2.2) 

 
 

Challenges in the statistical analysis of  
longitudinal data …...................................................................... 
Iris Pigeot 
 

 
5 

  

 
 
 

 

 Semi-Plenary 1 
Chair: Hans A. Kestler (EBS 2.2) 

 

 

 
 

9.50am 
– 

10.30am 

Crowdsourcing classifications to accelerate cancer  
research ………………………………………………………… 
Janette McQuillan 
 

 
6 
 

Semi-Plenary 2 
Chair: Fionn Murtagh (EBS 2.34) 

 

 

Declarative data analysis ……………………………………… 
Hendrik Blockeel 
 

7 

 
 
 
 11.00am – 12.15pm 
 

Invited Sessions 3: Data Science in Life Sciences 
Chair: Hans A. Kestler (EBS 2.2) 

Challenge of high- dimensional feature selection 
in survival analysis ……………………………………………………….. 
Maral Saadati, Axel Benner 
 
 

 
26 

Understanding the Biological Functions of Gene Sets …………………. 
Catharina Lippmann, Lotsch Joern, Alfred Ultsch 
 

28 

On variable selection and shrinkage strategies to derive multivariable 
regression models ………………………………………………………… 
Willi Sauerbrei, Hans van Houwelingen 
 

 
30 
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11.00am – 12.15pm!
!

Contributed Sessions: Machine Learning and Knowledge Discovery II 
Chair: Andrzej Dudek (EBS 2.34) 

 

Classification with the kernelized α-procedure ………………............... 
Tatjana Lange, Pavlo Mozharovskyi, Oleksii Pokotylo 
 

64 

CNN-FM: Personalized Content-Aware Image  
Tag Recommendation ……………………………………………………. 
Hanh Thi Hong Nguyen, Martin Wistuba, Lars Schmidt-Thieme 
 

 
65 

Robust principal graphs for data approximation ……………………… 
Alexander N. Gorban, Evgeny M. Mirkes, Andrei Zinovyev 
 

66 

!
!
!
!

Contributed Sessions: Data Analysis III 
Chair: Christine Müller (EBS 2.1) 

 

Longitudinal models for categorical data, are they useful for dynamic 
market segmentation? …………………………………………………… 
Francesca Bassi 
 

 
68 

An Attempt at Comparative Analysis of Higher Education Systems in 
European Union Member States ………………………………………... 
Marta Agnieszka Targaszewska 
 

 
69 

Identification of spatial patterns of agricultural practices in Tunisian 
arid zone: Statistical mapping of socio-economic survey data ………... 
Jaouad Mohamed  
 

 
70 

!
Contributed Sessions: Education 

Chair: Andreas Geyer- Schulz (EBS 2.65) 
 

Techniques for Sampling Quasi-orders ………………………………… 
Ali Ünlü, Martin Schrepp 
 

72 

Predictive Modelling of Evidence Informed Teaching ………………… 
Dell Zhang, Chris Brown 
 

73 

Application of unfolding techniques to information retrieval 
sequences in teachers’ judgment formation processes ………………… 
Thomas Hörstermann, Sabine Krolak-Schwerdt, Matthias Böhmer 
 

 
74 
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1.45pm 

– 
2.30pm 

Plenary 4 
Chair: Reinhold Decker (EBS 2.2) 

 
 

Data Analytics in a Networked World ……………………….. 
Stefan Wrobel 
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 2.35pm – 3.50pm 

 
Invited Sessions 4: Data Science 

Chair: Adalbert Wilhelm (EBS 2.2 ) 
Clustering through High Dimensional Data Scaling: Applications and 
Implementations ………………………………………………………….. 
Fionn Murtagh, Pedro Contreras 
 

 
32 

An optimization approach to mining big data …………………………. 
Abdel Salhi 
 

33 

Predicting hidden tourism: Exploratory data analysis and 
classification of regression coefficients …………………………………. 
Claudio Conversano, Adalbert Wilhelm, Giula Contu, Francesco Mola 
 

 
34 

 
 

 

Contributed Sessions: Machine Learning and Knowledge Discovery III 
Chair: Alfred Ultsch (EBS 2.34) 

 

Feature selection algorithms for binarized data ……………………….. 
Ludwig Lausser, Lyn-Rouven Schirra, Hans A. Kestler 
 

76 

A Comparison of Ensemble Methods for Motor Imagery Brain-
Computer Interfaces ……………………………………………………... 
Davide Valeriani, Ana Matran-Fernandez, Diego Perez-Liebana, Javier 
Asensio Cubero, Christian O'Connell, Andrei B. Iacob 
 

 
77 

Dynamic Process Modeling: Combining Control Charts to detect 
Concept drift in Nonstationary Environment ………………………….. 
Dhouha Mejri, Mohamed Limam, Claus Weihs 
 

 
78 

!
!
!
!
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2.35pm – 3.50pm 
!

Contributed Sessions: Data Analysis IV 
Chair: Aris Perperoglou (EBS 2.1 ) 

 

Distance Analysis of Football Player Performance Data ………………  
Serhat Emre Akhanli, Christian Hennig 
 

80 

Reduction of the Dimensionality of the Data in Hedonic Modelling 
Using Partial Least Squares ……………………………………………... 
Anna Król, 
 

 
81 

Robust Bayesian Linear Regression Model for Preprocessing Large-
Scale Genomic Data ……………………………………………………… 
Yoshiko Hayashi, Baba Alhaji, Hongsheng Dai, Berthold Lausen 
 

 
82 

!

!
!
!
!

Contributed Sessions: Marketing I 
Chair: Daniel Baier (EBS 2.65) 

 

Nominal Response-Based Conjoint Analysis in Co-Creation of 
Product Value …………………………………………………………….. 
Adam Sagan, Aneta Rybicka, Justyna Brzezińska- Grabowska 
 

 
84 

Accounting for the IIA Property in Market Simulations: A 
Comparison of Choice Rules Using Simulated Choice-Based Conjoint 
Data 
Maren Hein, Peter Kurz, Winfried J. Steiner 
 

 
 

85 

Using Cluster Analysis for the Identification of Heterogeneous Brand 
Images …………………………………………………………………….. 
Daniel Böger, Pascal Kottemann, Reinhold Decker, Martin Meißner 
 

 
86 

!
!
!
!
!
!
!
!
!
!
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4.15pm – 5.30pm 
!

Invited Sessions 5: Big Data 
Chair: Berthold Lausen (EBS 2.2) 

 

!
New Challenges in Analysing Big Data …………………………………. 
Maurizio Vichi 
 

36 

Clustering and Classification of Infrared Hyperspectral  
Aerial images ……………………………………………………………... 
Alfred Ultsch, Andrew McGrath 
 

 
37 

Mining for retail navigation and wearable data  
patterns Rolando …………………………………………………………. 
Medellin Gasque, Henrik Nordmark, Anthony Mullen, Aris Perperoglou, 
Luca Citi, Berthold Lausen 
 

 
38 

!
!
!
Contributed Sessions: Machine Learning and Knowledge Discovery IV 

Chair: Ludwig Lausser (EBS 2.34) 
 

Using Multi-Word Concepts for Classification and Exploration of 
Medical Texts …………………………………………………………….. 
Michael Bouzinier, Benjamin De Boe, Dirk Van Hyfte 
 

 
88 

extMF: Text-based Matrix Factorization for Geolocation Prediction 
in Twitter Stream ………………………………………………………… 
Nghia Duong-Trung, Nicolas Schilling, Lucas Rego Drumond, Lars 
Schmidt-Thieme 
 

 
89 

Exploring the Relationship of Citation and Article Level Metrics with 
Linguistic Patterns and Quantities ……………………………………… 
Arlene Jane Casey, Samad Ahmadi, Fionn Murtagh 
 

 
90 

!
!
!
!
!
!
!
!
!
!
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4.15pm – 5.30pm 
!
!

Contributed Sessions: Data Analysis V 
Chair: Hongsheng Dai (EBS 2.1) 

 

Two Dimensional Smoothing via an Optimised Whittaker 
Smoother ………………………………………………………………….. 
Sri Utami Zuliana, Aris Perperoglou 
 

 
92 

Robust approach to life expectancy projection ………………………… 
Justyna Majewska, Grażyna Trzpiot  
 

93 

On a Comprehensive Metadata Framework for Artificial Data 
Generation ………………………………………………………………. 
Rainer Dangl, Friedrich Leisch  
 

 
94 

!
!
!

Contributed Sessions: Marketing II 
Chair: Reinhold Decker (EBS 2.65) 

 

Measuring the Acceptance of New Technologies in Marketing: 
Surveys vs. Online Reviews ……………………………………………… 
Daniel Baier, Alexandra Rese, Stefanie Schreiber 
 

 
96 

The Role of Cultural Dimensions in the Acceptance of Augmented 
Reality in Retailing ………………………………………………………. 
Alexandra Rese, Eleonora Pantano, Daniel Baier 
 

 
97 

Measuring Reciprocal Effects of New Product Information on Brand 
Image …………………………………………………………………….... 
Anja Hörmeyer, Pascal Kottemann, Reinhold Decker 
 

 
98 

!
!
!
!
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!
9.00am – 10.15am 
 

Contributed Sessions: Clustering II 
Chair: Christian Hennig (EBS 2.2) 

Generalization, Combination and Extension of Functional Clustering 
Algorithms ………………………………………………………………... 
Christina Yassouridis, Friedrich Leisch 
 
 

 
100 

One dimensional Markov random field model for the analysis of 
ChIP- seq data with a non-parametric component …………………….. 
Baba Bukar Alhaji, Hongsheng Dai, Andrew Harrison, Berthold Lausen  
 

 
101 

A Hierarchical Bayesian Model for joint Clustering of Clinical and 
Heterogenous Omics Data ……………………………………………….. 
Ashar Ahmad, Holger Fröhlich 
 

 
102 

!
Contributed Sessions: Digital Humanities and Social Sciences I  

Chair: Ali Ünlü (EBS 2.34) 
 

Student Values Revisited - Measuring Dominant Interests in 
Personality ………………………………………………………………... 
Thomas Hummel, Victoria-Anne Schweigert, Andreas Geyer-Schulz 
 

 
104 

Movers and Stayers in a Religious Marketplace ……………………….. 
Barry William McDonald 
 

105 

A social sustainability model: An application to Mexican Small-Scale 
Dairy-Farming Households ……………………………………………… 
Monica Elizama Ruiz-Torres, Ana Lorga da Silva, Carlos Manuel 
Arriaga-Jordan, Francisco Ernesto Martinez-Castañeda 
 

 
106 

!
!
!
!
!

Contributed Sessions: Geosciences and Archeology 
Chair: Hans-Joachim Mucha (EBS 2.1) 

 

Data Mining in Atmospheric Gravity Waves …………………………... 
Alfred Ultsch, Christopher Rogos, Christof Maul 
 

108 

Does Landscape Attractiveness affect Land Consumption in 
Germany? ………………………………………………………………… 
Martin Behnisch, Alfred Ultsch 
 

 
109 

Analysing past settlement size and location ……………………………. 
Irmela Herzog 

111 
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9.00am – 10.15am!
!
!
!
!
!
!

Contributed Sessions: Finance and Economics I 
Chair: Krzysztof Jajuga (EBS 2.65) 

 

Integrated measures of household risk in financial plans optimized 
under a consumption rate constraint …………………………………… 
Pawel Rokita, Radoslaw Pietrzyk 
 

 
113 

The Analysis of Consumers’ Preferences with the Application of 
Multivariate Models - Hedonic Regression and Multidimensional 
Scaling …………………………………………………………………….. 
Anna Król, Marta Dziechciarz-Duda 
 

 
 

114 

Immigrants’ Access to Healthcare System in Eastern Macedonia and 
Thrace Between 2005 and 2011 …………………………………………. 
Theodosios Theodosiou, Persefoni Polychronidou, Anastasios G. 
Karasavvoglou 
 

 
115 

!
!

Contributed Sessions: Musicology 
Chair: Claus Weihs (EBS 2.66) 

 

Multivariate Supervised Classification for Tone Onset Detection ……. 
Nadja Bauer, Klaus Friedrichs, Claus Weihs 
 

117 

Learning Statistical Regularities of a Simple Musical ‘Genre’: The 
Case of Radio Station Jingles ……………………………………………. 
Daniel Müllensiefen, Hauke Egermann, Sean Burrows 
 

 
118 

Near-neighbour search in acoustic feature spaces: a case study in 
contrafactum and parody ………………………………………………... 
Christophe Rhodes 
 

 
119 
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 10.45am – 12.00pm 
 

Contributed Sessions: Classification 
Chair: Axel Benner (EBS 2.2) 

New Methods for the Classification of inequally distributed Data: 
ABC-plots and computed ABC-analysis ………………………………... 
Jorn Lotsch, Alfred Ultsch 
 

 
121 

Experimental evaluation of business document classifiers ……………. 
Giorgi Bubashvili, Adalbert Wilhelm 
 

123 

Decision Trees for the Imputation of Categorical Data ……………….. 
Tobias Rockel, Dieter William Joenssen, Udo Bankhofer 
 

124 

!
!
!

Contributed Sessions: Digital Humanities and Social Sciences II 
Chair: Martin Behnisch (EBS 2.34) 

 

Performance of Text Mining of open question vs. Likert-Scale 
questions in predicting learning outcomes ……………………………... 
Karsten Lübke, Bianca Krol, Stefan Ebener, Rüdiger Buchkremer 
 

 

126 

The comparison and influence of different estimation methods on the 
parameter estimates and fit indices in SEM models under 7-point 
Likert scale ……………………………………………………………….. 
Piotr Tarka 
 

 
 

127 

A tool for Measuring Behavioral health and Forecasting healthy life 
years ………………………………………………………………………. 
Artur Parreira, Ana Lorga da Silva 
 

 
128 

!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
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!
!
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10.45am – 12.00pm 
 

Contributed Sessions: Mathematical Foundations of Data Science 
Chair: Fionn Murtagh (EBS 2.1) 

 

Graph-Based Lattice Similarity Mapping ……………………………… 
Florent Domenach, Zeynab Rajabi 
 

130 

Weak Invariant Measures of an Action of the Automorphism Group 
of a Graph ………………………………………………………………… 
Fabian Ball, Andreas Geyer- Schulz 
 

 
131 

The Constructive Implicit Function Theorem and Proof in Logistic 
Mixtures …………………………………………………………………... 
Xiao Liu, Ali Ünlü 
 

 
132 

!
!
!

Contributed Sessions: Finance and Economics II 
Chair: Adam Sagan (EBS 2.65) 

 

The application of the GlueVaR measure in risk assessment on the 
metal market  …………………………………………………………….. 
Grazyna Trzpiot, Dominik Mateusz Krezolek 
 

 

134 

Hedonic Price Indices on the Apartments' Secondary Markets in 
Poland …………………………………………………………………….. 
Anna Król, Marta Targaszewska 
 

 
135 

Models of Income Distributions for Knowledge Discovery …………… 
Alfred Ultsch, Michael Thrun 
 

136 

!
!
!
!
!
!
!
!
!
!
!
!
!
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 Semi-Plenary 3 

 Chair: Claus Weihs (EBS 2.2 ) 
 

 

 
 

12.05pm 
– 

12.45pm 

Kernel nonparametric tests of homogeneity, independence 
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Plenary and Semi-Plenary Talks





Efficient Global Optimization: Motivation, Variation,
and Application

Claus Weihs1

TU Dortmund University, Germany claus.weihs@tu-dortmund.de

Abstract. Modern statistical problem solvers confront needed optimization procedures with
two major challenges that most classical and modern optimization techniques cannot master:
many local optima and cost-intensive experiments. Classical deterministic optimization pro-
cedures often stay in local optima for non-convex problems, but global optimization is central
for the adequate solution of most problems. Modern stochastic optimization may be able to
manage many local optima, though at the price of using many function evaluations. There-
fore, these techniques fail to cope with the second challenge: cost-intensive experiments. To
overcome both challenges together, a class of efficient and global optimization (EGO) proce-
dures is developed, first introduced by Jones et al. in 1998. EGO procedures are often built
of the following steps: initial design, model for the relationship between target and influential
factors, infill criterion combining assessment of target function value and uncertainty of pre-
diction, optimization of the infill criterion to identify the next design point(s), experiment(s)
in the new design point(s), and stopping criterion for finishing iterative optimization. All these
steps can be varied. For example, kriging models are very popular, but classical regression
models might also be appropriate for modeling the relationship between target and factors. A
popular infill criterion is expected improvement, which is sometimes replaced by the so-called
lcb-criterion. Applications are diverse. For example, the free parameters of an SVM might be
tuned by EGO and compared to the results of a standard grid search. Other discussed applica-
tions will be the optimization of the cutting process with a diamond tipped drill core bit and
model based optimization of music onset detection.

References

JONES, D.R., SCHONLAU, M., and WELCH, W.J. (1998): Efficient Global Optimization of
Expensive Black-Box Functions. Journal of Global Optimization 13, 455?492.

3



Data depth

Christine H. Müller1

TU Dortmund University, Department of Statistics, Vogelpothsweg 87, D-44221 Dortmund,
Germany, cmueller@statistik.tu-dortmund.de

Abstract. Starting with half-space depth and simplicial depth, an introduction of data depth
for the multivariate location problem is given. These depth notions can be used for DD-plots
and with this for classification. Another application of data depth is regression using the notion
of a nonfit. This can be generalized to any model with residuals leading to residual depth and
simplicial residual depth. It is shown that simplicial residual depth reduces to counting the
number of alternating signs of residuals of specific subsets under some conditions. Although
this is a nice property, the calculation of simplicial residual depth is time consuming and its
asymptotic distribution is only known for models with one and two unknown paramters up to
now. Therefore simplified simplicial depth notions based on alternating signs of residuals are
proposed. An application for detecting a change point in a crack growth process is given.

References

LI, J., CUESTA-ALBERTOS, J.A. and LIU, R.Y. (2012): DD-classifier: nonparametric clas-
sification procedure based on DD-plot. Journal of the American Statistical Association,
107:498, 737–753, 2012.

KUSTOSZ, CH.P., MÜLLER, CH.H. and WENDLER, M. (2015). Simplified simplicial depth
for regression and autoregressive growth processes. Submitted.

KUSTOSZ, CH.P. and MÜLLER, CH.H. (2014). Analysis of crack growth with robust, dis-
tributionfree estimators and tests for nonstationary autoregressive processes. Statistical
Papers 55, 125–140, 2014.

MÜLLER, CH.H. (2005). Depth estimators and tests based on the likelihood principle with
application to regression. Journal of Multivariate Analysis 95, 153-181, 2005.

Keywords

HALF-SPACE DEPTH, SIMPLICIAL DEPTH, DD-PLOT, REGRESSION DEPTH,
SIMPLIFIED SIMPLICIAL DEPTH
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Challenges in the statistical analysis
of longitudinal data

Iris Pigeot1 and Claudia Börnhorst1

Leibniz Institute for Prevention Research and Epidemiology – BIPS

Abstract. During the last decades, numerous cohort studies have been established or newly
initiated and provide large data resources that are often even further complemented by linkage
to routine data. Moreover, the rapid increase of computing capacity enables the estimation of
statistical models of almost any complexity. However, the selection of appropriate statistical
models to answer research questions in the context of cohort studies, especially with respect
to life-course questions, is still a challenge for epidemiologists. Life-course epidemiology
mainly investigates risk accumulations, critical/sensitive periods as well as pathways of risks
that may explain the development of diseases over the life-course. Based on examples from
international, multi-centre cohort studies such as the IDEFICS study or the German National
Cohort, problems and challenges in the statistical analysis of longitudinal data will be illus-
trated. An overview of statistical models typically applied in life-course research will be given
where associations between early growth and the development of later diseases will serve as an
example. Finally, these methods will be applied to the IDEFICS study which aimed to investi-
gate the causes of diet- and lifestyle-induced health effects in 16.228 children aged 2 to 9 years
from eight European countries. Main focus was on the aetiology of childhood obesity, which
is known to track into adulthood. In addition, obesity itself has been noted as a risk factor for
various diseases. But it is still unknown whether it is mainly the current weight status or (in
addition) the trajectory of growth that affects current health. To answer this research question,
a 2-step procedure was applied to assess the association between body mass index trajectories
during infancy and childhood and later metabolic risk and hence to identify sensitive periods
of growth during which the later metabolic risk may be affected.

5



Crowdsourcing Classifications to Accelerate Cancer
Research

Janette McQuillan1

Cancer Research UK, Angel Building, 407 St John Street, London, EC1V 4AD
Janette.McQuillan@cancer.org.uk

Abstract. The past two decades have seen an exponential increase in the amount of medical
data generated. This has sparked novel research questions across cancer disciplines as varied
as epidemiology, genetics, and clinical practice. However, our ability to analyse these data
to answer outstanding questions has not progressed at the same rate, leading to vast amounts
of unexplored data within the field of cancer research. Without a way of analysing the back-
log of data we are unable to unlock crucial information and increase our understanding of
cancer. Visual recognition software is being developed to address this gap. However, these
software solutions are expensive, require significant manual intervention and validation from
researchers and are not accurate enough at identifying cancer cells. An analytical solution that
could be used to address this problem is the use of a crowdsourcing approach. The Citizen
Science programme at Cancer Research UK have utilised such an approach by developing a
number of different products that allow the general public to participate in cancer research.
Candido dos Reis et al (2015) demonstrate that Citizen Scientists are reasonably good at iden-
tifying the presence of cancer. This study will discuss some of the techniques used to further
improve upon the levels of accuracy displayed such as optimisation of experimental design,
classifier aggregation and user-weighting algorithms.

References

CANDIDO DOS REIS, F. J., LYNN, S., ALI, H. R., ECCLES, D., HANBY, A. and PROVEN-
ZANO, E., CALDAS, C., HOWAT, W. J.,MCDUFFUS, L., LIU, B. and others (2015):
Crowdsourcing the general public for large scale molecular pathology studies in cancer.
EBioMedicine, 1-22. (doi:10.1016/j.ebiom.2015.05.009)

Keywords

CROWDSOURCING, CLASSIFIER AGGREGATION, CANCER RESEARCH
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Declarative data analysis

Hendrik Blockeel1

Katholieke Universiteit Leuven Hendrik.Blockeel@cs.kuleuven.be

Abstract. With increasing amounts of ever more complex forms of digital data becoming
available, the methods for analyzing these data have also become more diverse and sophis-
ticated. With this comes an increased risk of incorrect use of these methods, and a greater
burden on the user to be knowledgeable about their assumptions. In addition, the user needs to
know about a wide variety of methods to be able to apply the most suitable one to a particular
problem. This combination of broad and deep knowledge is not sustainable.

The idea behind declarative data analysis is that the burden of choosing the right statistical
methodology for answering a research question should no longer lie with the user, but with
the system. The user should be able to simply describe the problem, formulate a question, and
let the system take it from there. To achieve this, we need to find answers to questions such as:
what languages are suitable for formulating these questions, and what execution mechanisms
can we develop for them? In this talk, I will discuss recent and ongoing research in this direc-
tion. The talk will touch upon query languages for data mining and for statistical inference,
declarative modeling for data mining, meta-learning, and constraint-based data mining. What
connects these research threads is that they all strive to put intelligence about data analysis
into the system, instead of assuming it resides in the user.

7



Data Analytics in a Networked World

Stefan Wrobel1

Fraunhofer Institute for Intelligent Analysis and Information Systems IAIS, Bonn, Germany

Abstract. The age of big data has given an enormous push to statistics, machine learning,
and the neighboring analytics disciplines. Yet, big data is still widely perceived as referring
primarily to the sheer volume of data. In reality, the true challenges of big data result from
the characteristics of the data that we are dealing with. In this talk, we will focus in partic-
ular on the fact that today, data points are almost never measurements in isolation, but are
part of a networked world, where objects and their relationships are to be taken into account.
Consequently, analyzing data that have network or graph structure is becoming of enormous
importance, as is the challenge of visualizing such data. In this talk, we will introduce the chal-
lenges brought about by network data, and illustrate why in a data-driven economy, linked data
will become even more important in the future. We will then present a few examples of meth-
ods for analyzing graph-structured data, ranging from pattern enumeration via classification
to the visual analysis of graph-structured trajectory data.

8



Kernel nonparametric tests of homogeneity,
independence and multi-variable interaction

Arthur Gretton

University College London arthur.gretton@gmail.com

Abstract. We consider three nonparametric hypothesis testing problems: (1) Given samples
from distributions p and q, a homogeneity test determines whether to accept or reject p=q; (2)
Given a joint distribution pxy over random variables x and y, an independence test investigates
whether pxy = px py, (3) Given a joint distribution over several variables, we may test for
whether there exist a factorization (e.g., Pxyz = PxyPz, or for the case of total independence,
Pxyz = PxPyPz). The final test (3) is of particular interest in fitting directed graphical models,
as it may be used in detecting cases where two independent causes individually have weak
influence on a third dependent variable, but their combined effect has a strong influence, even
when these variables have high dimension. We present nonparametric tests for the three cases
described, based on distances between embeddings of probability measures to reproducing
kernel Hilbert spaces (RKHS), which constitute the test statistics (eg for independence, the
distance is between the embedding of the joint, and that of the product of the marginals). The
tests benefit from decades of machine research on kernels for various domains, and thus apply
to distributions on high dimensional vectors, images, strings, graphs, groups, and semigroups,
among others. The energy distance and distance covariance statistics are particular instances
of these RKHS statistics.

9



Capturing User Behaviour

Lutz Brefeld1

Technical University of Darmstadt brefeld@cs.tu-darmstadt.de

Abstract. The Web has become a major resource to serve user information and tangible
needs. Websites usually rely on repeated user visits, so their success depends highly on how
well they are able to anticipate a user’s needs by providing the right content, at the right time,
in the right places. Guessing the intention of users is thus not only fundamental for the overall
user experience but is often directly linked to revenue. User navigation patterns, on the other
hand, are driven by a mixture of long- and short term interests, spontaneous inspiration and
external factors (e.g,. weather, location). Capturing user intent is therefore one of the most
challenging problems in many information retrieval and recommendation tasks. I will intro-
duce sequential models to capture and predict user behaviour in scenarios where only implicit
feedback is given and no private data is available. I will report on empirical results for different
domains and approaches.

10



Cluster analysis in the XXI century,
new algorithms and tendencies

Andrzej Dudek1

Wrocław University of Economics,
Department of Econometrics and Computer Science,
Nowowowiejska 3, 58-500 Jelenia Góra, Poland
andrzej.dudek@ue.wroc.pl

Abstract. Cluster analysis is well – developed technique of data analysis with known families
of algorithms like hierarchical clustering, model - based clustering, optimization methods and
others dealing especially well with clusters given from normal distribution. Approximately
from the end of previous and beginning of XXI century new techniques like spectral approach,
ensemble approach and mean shift family arisen, which give also good results for untypical
cluster shapes (such as well – known ”spirals” dataset).

The issues that should be addressed by modern methods of cluster analysis are addition-
ally: the heterogeneity of the data, the size of data (rapidly growing) and computing capabili-
ties of computers.

In the presentation an attempt will be made to present the challenges faced by cluster
analysis as well as the results of simulation studies comparing classical and non-classical
cluster analysis methods on some standard and ”fancy” datasets.

References

CHENG Y. (1995): Mean shift, mode seeking, and clustering. IEEE Transactions on Pattern
Analysis and Machine Intelligence, Vol. 17, No. 8, p. 790–799.

JAIN A.K. (2010): Data clustering: 50 years beyond K-means. Pattern Recognition Letters 31
p.651-–666

NG, A., JORDAN, M., WIESS, Y. (2002): On spectral clustering: analysis and algorithm. [In:]
T. Diettrich, S. Becker, Z. Ghahramani (Eds.), Advances in Neural Information Process-
ing Systems 14, MIT Press, p. 849–856.

STREHL A., GHOSH J. (2003): Cluster ensembles – A knowledge reuse framework for
combining multiple partitions. Journal of Machine Learning Research, 3:583–617, ISSN
1533-7928

Keywords

CLUSTERING, ENSEMBLE APPROACH, SPECTRAL CLUSTERING

11





Part II

Invited Sessions





Invited Session 1: Data Analysis in Finance

Chaired by Krzysztof Jajuga

Wednesday, September 2, 2015: 11:15am - 12:55pm Room: EBS 2.2



Estimation error and confidence intervals for
AR-GARCH-based estimators of VaR and ES

Krzysztof Piontek

Department of Financial Investments and Risk Management
Wroclaw University of Economics, ul. Komandorska 118/120, Wroclaw, Poland
krzysztof.piontek@ue.wroc.pl

Abstract. Model risk is inevitable in many financial issues. The potential threat stems from
ignorance of this risk existence, its magnitude and consequence. It arises mainly from incorrect
assumptions and parameter uncertainty (e.g. short samples).

Due to the model risk, any quantile-based risk measure value is a random variable, and
may be estimated using point or interval procedure. Interval estimation approach is extremely
rare, however it should complement a point estimation.

Research presents issues related to the model risk in the process of Value-at-Risk (VaR)
and Expected Shortfall (ES) estimation as a result of the incorrect parameter estimation one-
dimensional AR-GARCH models. The aim of this study is to illustrate the width of VaR and
ES confidence intervals for typical cases.

For chosen financial time series models, author calculated confidence intervals for VaR
and ES based on the series with different numbers of observations. Intervals were determined
on the basis of a two-stage bootstrap procedure taking into account both the errors in estimat-
ing the parameters of the AR-GARCH models, as well as the distribution of the standardized
quantile residuals, without assumptions about the form of the conditional distribution. Simu-
lated and market data were used.

The results of this study are also important for backtesting of the quantile-based risk mea-
sures. It is an extension of the previous studies of the author.

References

CHRISTOFFERSEN, P., GONÇALVES, S. (2005): Estimation risk in financial risk manage-
ment, Journal of Risk, Vol. 7, No. 3, pp. 1–28

HANSEN, B. (2006): Interval forecasts and parameter uncertainty, Journal of Econometrics
135(1-2), pp. 377–398

LÖNNBARK, C. (2013): On the role of the estimation error in prediction of expected shortfall,
Journal of Banking & Finance, Volume 37, 3, pp. 847–853

Keywords

MODEL RISK, ARMA-GARCH, INTERVAL ESTIMATION, VaR, ES
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Variable Selection Methods for Forecasting Multiple
Business Exits in Europe

Alessandra Amendola1, Francesca Ametrano2, Marialuisa Restaino3, and Luca
Sensini4

1 Department of Economics and Statistics, University of Salerno, Italy
alamendola@unisa.it

2 Department of Economics, University of Genoa, Italy
francesca.ametrano@gmail.com

3 Department of Economics and Statistics, University of Salerno, Italy
mlrestaino@unisa.it

4 Department of Management and Information Technology, University of Salerno, Italy
lsensini@unisa.it

Abstract. The difficulties experienced by firms and institutions during the Global Financial
Crisis (GFC) demonstrated the importance of understanding the determinants of financial de-
fault risk and investigating the differences between causes of failure and between industries,
regions and countries. The aim of the paper is to identify the main variables that drive the
financial distress across the European countries paying attention to the different reasons that
may cause the exit from the market. An approach that takes into account different causes of
failure has been implemented at both national and European levels, allowing us to study the
single-country specificities as well as the between-country interdependencies. The most sig-
nificant variables have been selected by means of some variable selection methods (stepwise,
lasso, adaptive lasso, and so on), and all methods have been compared in terms of predictive
ability by means of some accuracy measures, widely used in the business failure literature,
in order to assess which procedure outperforms. Then, the sign of the selected variables is
compared for each country model, in order to evaluate the differences in the determinants of
financial distress and in the predictive ability of the model set-ups and to give an economic
evaluation and interpretation of the models.

References

AMENDOLA A., RESTAINO M. and SENSINI L. (2010): Variable selection in default risk
models, Journal of Risk Model Validation, 5(1), 1-20, 2010.

CHANCHARAT N., DAVY P., MCCRAE M. and LODH S. (2010): Multiple States of Finan-
cially Distressed companies: Tests using a Competing-Risks Model, Australasian Ac-
counting Business and Finance Journal, 4(4), 27-49, 2010.

DICKERSON A.P., GIBSON H.D. and TSAKALOTOS E. (2003): Is attack the best form
of defence? A competing risks analysis of acquisition actitivyt in the UK, Cambridge
Journal of Economics, 27, 337-357, 2003.
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18 Alessandra Amendola, Francesca Ametrano, Marialuisa Restaino, and Luca Sensini

DU JARDIN, P. (2010): Predicting bankruptcy using neural networks and other classification
methods: The influence of variable selection techniques on model accuracy, Neurocom-
puting, 73, 2047–2060, 2010.

HÄRDLE W., LEE Y., SCHAFER D. and YEH Y. (2009): Variable Selection and Oversam-
pling in the Use of Smooth Support Vector Machines for Predicting the Default Risk of
Companies, Journal of Forecasting, 28(6), 512–534, 2009.

Keywords

VARIABLE SELECTION, BUSINESS FAILURE, PREDICTIVE ACCURACY,
DEFAULT METHODS.



Vulnerability of CoVaR to wrong estimates of VaR

Katarzyna Kuziak

Department of Financial Investments and Risk Management
Wroclaw University of Economics, ul. Komandorska 118/120, Wroclaw, Poland
katarzyna.kuziak@ue.wroc.pl

Abstract. Amongst systemic risk measures that have been proposed like: CoVaR proposed
by Adrian and Brunnermeier (2010), MES suggested by Acharya et al. (2010); SRISK pro-
posed by Brownlees and Engle (2011) and the Shapley value (SV) approach of Tarashev et
al. (2010) in this paper one have gained particular attention - CoVaR. CoVaR is defined as
the VaR of the financial system given that the institution is under financial distress. Systemic
Risk is measured by the Value at Risk (VaR) of the financial system (or a subset of it). This
method is fundamentally based on using daily price data to forecast VaR as a first step in the
calculation of CoVaR. The main goal of this paper is to analyse CoVaR from the point of view
of model risk. Two sources of model risk will be analysed: model misspecification (e.g. mis-
specifying the underlying stochastic process) and incorrect model calibration (e.g. estimation
errors; outliers; estimation intervals; calibration and revision of estimated parameters). The
analysis will be based on simulation studies.

References

ACHARYA, V. V., PEDERSEN L.H., PHILIPPON T. and RICHARDSON M. (2010): Mea-
suring Systemic Risk, NYU working paper.

ADRIAN, T., BRUNNERMEIER, M.K. (2011): CoVaR,. Technical Report, Federal Reserve
Bank of New York, Staff Reports no. 348.

BROWNLEES, C. T. and ENGLE R. (2011): Volatility, Correlation and Tails for Systemic
Risk Measurement, NYU working paper.

HANSEN, L.P. (2013): Challenges in Identifying and Measuring Systemic Risk available at
http://www.nber.org/chapters/c12507.pdf.

TARASHEV, N., BORIO C. and TSATSARONIS K. (2010): Attributing systemic risk to in-
dividual institutions, Technical Report Working Papers No 308, BIS.

Keywords

MODEL RISK, SYSTEMIC RISK, VaR, CoVaR,
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Using Mixture Models for Prediction from Time
Series, with Application to Energy Use Data

Najla M. Qarmalah1, Frank Coolen1, and Jochen Einbeck1

Durham University, Durham, UK najla.qarmalah@durham.ac.uk

Abstract. Non–parametric smoothing is a technique for analysing the trends of data. Gijbels
et al. (1999) show that exponential smoothing can be put into a non–parametric regression
framework to minimise the average squared residual of previous one–step–ahead forecasts.

This research aims to use mixture models to improve predictions from time series data.
Given data of the form (ti,yi), i = 1, . . . ,T , we suppose a model for the k-th component as
yi = mk(ti) + eik with proportion pk(ti) such that 0 < pk(ti) < 1 and ÂK

k=1 pk(ti) = 1, K is
the number of components, mk(ti) are smooth unspecified regression functions, and the errors
eik ⇠ N(0,s2) are independently distributed. Estimation of this model is achieved through a
kernel–weighted version of the EM–algorithm, using exponential kernels with different band-
widths (neighbourhood sizes) hk as weight functions. By modelling a mixture of local regres-
sions centred at tT but with different bandwidths hk, the estimated mixture probabilities are
informative for the amount of information available in the data set at the scale of resolution
corresponding to each bandwidth. Nadaraya–Watson and local linear estimators are used to
carry out the localized estimation step.

In addition, several approaches for prediction at time tT+1 from this model are investi-
gated. The data under study give the energy use for 135 countries from 1971 to 2007. So
far, the model used here enables prediction from a time series for a given country. Currently,
we are looking at prediction for multiple countries in time series by borrowing strength from
countries within the same cluster and also for multiple future time points.

References

GIJBELS, I., POPE, A. and WAND M. P. (1999): Understanding exponential smoothing via
kernel regression. Journal of Royal Statistical Society, 61, 39–50, 1999.

International Energy Agency, Available at:http://www.iea.org/

Keywords

NON-PARAMETRIC SMOOTHING, EXPONENTIAL SMOOTHING, MIXTURE
MODELS, TIME SERIES
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Invited Session 2: Outliers in Classification Procedures
- Theory and Practice

Chaired by Jozef Pociecha

Wednesday, September 2, 2015: 3:20pm - 4:55pm Room: EBS 2.2



Problem of Outliers in Corporate Bankruptcy
Prediction

Barbara Pawełek, Józef Pociecha, Jadwiga Kostrzewska, Mateusz Baryła and Artur
Lipieta

Cracow University of Economics, Department of Statistics, 27 Rakowicka Street, 31-510
Cracow, Poland {barbara.pawelek, jozef.pociecha,
jadwiga.kostrzewska, mateusz.baryla,
artur.lipieta}@uek.krakow.pl

Abstract. The results of financial condition analysis are used, among other things, in the
research on bankruptcy prediction of companies. The assessment of financial data quality
involves also the detection of outliers. In the literature on bankruptcy prediction one can find
deliberations on the problem of outliers. The proposals for solving this problem range from
not taking any actions, through replacing or removing the outliers, to applying robust methods.
Therefore, in the empirical research, some doubts concerning the choice of an appropriate
approach to the outliers appear.

The aim of the article is to present the outcomes of empirical research on the usefulness
of selected techniques for identifying outliers in bankruptcy forecasting. In the study, both
one-dimensional (e.g. based on centiles, Tukey’s criterion) and multidimensional (e.g. depth
functions) procedures of outliers detection will be considered. So as to assess the classification
accuracy of chosen bankruptcy prediction methods for a test set, among other things, type I
error, type II error, ROC curve and AUC measure will be used. The analysis will be based on
data concerning manufacturing companies in Poland.
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Outliers in Topic Modelling

Paweł Lula1

Cracow University of Economics, Poland

Abstract. Methods of outliers’ identification and studying the influence of outliers on the
results of topic modelling performed by Latent Dirichlet Allocation are the main problems
discussed in the presentation. Outliers can impact model estimation phase and can modify
the results of model outcomes. The distribution of words within a topic definition and the
distribution of topics within a document can be changed by untypical words.

The presentation will be divided into following parts:
a) short description of Latent Dirichlet Allocation,
b) studying the influence of outliers on the result of topic modelling,
c) the proposal of outliers’ identification method,
d) evaluation of the proposed procedure,
e) conclusions.

During research simulation approach will be used.
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Data Homogeneity in Classification of Objects on
Local Housing Market

Barbara Batóg1 and Iwona Foryś2

Institute of Econometrics and Statistics, Faculty of Economics and Management, University
of Szczecin

Abstract. Real estate market is very dynamic market and is also strongly dependent on
changes on social and economic environment. Especially housing market is very sensitive to
economic situation of households, changes of demand caused by households and preferences
concerning attributes of purchased apartments [Foryś 2011; Batóg, Foryś 2014]. Housing mar-
ket participants are interested in dependency between price and attributes of apartments during
every stage of business cycle [Batóg, Foryś 2011]. This knowledge enables each transaction
party to estimate the value of apartment in case of information asymmetry and make a reason-
able decision to buy or sell it. The fore mentioned dependency is also important for property
appraisers in case of evaluation of apartments by means of comparative approach. In this ap-
proach the first step is choice of similar apartments in respect of attributes strongly influenc-
ing market value of apartment. Therefore the results of researches on housing market dealing
with dependencies between prices and attributes and the results of classifications of purchased
apartments taking into account attributes are very useful tool supporting decisions of housing
market participants [Batóg, Foryś 2013].

The aims of current research are: comparison of influence of attributes on prices in dif-
ferent stages of business cycles, clustering of apartments according to their similarity and
examination of influence of objects’ similarity on the quality of clustering.

The presented research is based on information concerning all transactions on local hous-
ing market in Szczecin in 2006-2012 found in notary deeds collected by Authors. The transac-
tions were conducted on one of housing estate in Szczecin named ‘’Zawadzkiego-Klonowica”.
The choice of this housing estate was caused by such characteristics as constant number of
apartments and the same type and technology of buildings. The apartments differ in price,
date of sale, area, number of rooms, floor the apartment is located on.
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Challenge of high-dimensional feature selection for
complex time to event endpoints

Maral Saadati, Axel Benner
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Abstract. For the analysis of genomic information many researchers are faced with the chal-
lenges of high-dimensional data. Often feature selection is required to reduce dimensionality
to manageable size.

While some methods, such as SCAD and the adaptive lasso, guarantee model consistency
and asymptotic unbiasedness under certain conditions, an initial screening step is required to
reduce the number of potential predictors to less than the sample size. Also other established
methods, such as the lasso, which do not possess the aforementioned theoretical properties,
but are able to handle a high-dimensional covariate space can benefit from an initial screening
or dimension reduction step in terms of model fit (Paul et al., 2008).

Initially only basic ideas were pursued for dimension reduction, such as univariate score-
based screening. However, the seminal paper by Fan and Lv (2008) on sure independent
screening (SIS) addressed the need for investigating good screening methods and their proper-
ties. In particular for time-to-event endpoints there have been some recent developments. For
example, Fan et al. (2010) investigated SIS for the Cox proportional hazards model; Gorst-
Rasmussen and Scheike (2013) proposed independent screening based on a model-free statis-
tic.

We present and discuss the impact of existing screening approaches on the analysis of
survival data in simulations as well as real-life applications. Furthermore, we propose a novel
dimension reduction approach in the context of competing risks models using cause-specific
hazards. An added challenge is to incorporate the particular structure of competing risks, e.g.
to combine variables with similar effect sizes on several competing hazards or to refrain from
filtering variables with small, but opposing, effects on competing hazards.

Finally, all methods are compared with respect to variable selection performance and pre-
diction accuracy of the final model.
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Understanding the Biological Functions of Gene Sets

Catharina Lippmann1, Jörn Loetsch2, and Alfred Ultsch3

1 Fraunhofer Project Group Translational Medicine and Pharmacology (IME-TMP),
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2 Institute of Clinical Pharmacology, Goethe University, Theodor-Stern-Kai 7, 60590
Frankfurt am Main, Germany j.loetsch@em.uni-frankfurt.de

3 DataBionics Research Group, University of Marburg, Hans-Meerwein-Straße, 35032
Marburg, Germany ultsch@mathematik.uni-marburg.de

Abstract. Next generation sequencing[1], microarray analysis[2] and genetical database
searches, for example, for genes involved in pain[3], produce sets of genes which can con-
tain several hundreds of genes. The central research question for these gene sets is, which
biological roles/functions these genes in the organism perform[3]. To answer this question,
an Over Representation Analysis (ORA)[4,5] can be applied using the Gene Ontology (GO)
knowledge bases[6]. The answer given by an ORA is a directed acyclic graph (DAG)[7]. This
DAG is a hierarchical representation of knowledge in form of a graph with nodes containing
terms and connected by edges pointing to more detailed descriptions. Such a DAG represents
the complete knowledge for the answer and may contain hundreds of GO terms. By its sheer
size this obscures the understanding of the main biological functions of the genes[8]. Func-
tional Abstraction derives for this rather unintelligible DAG a small number of topics that
highlight different aspects of the functions of the gene set[8]. This allows the identification of
new and so far overseen aspects[3]. The abstraction is achieved by first computing a numeric
value for all nodes describing the remarkableness of the terms in the DAG. Remarkableness is
a function of certainty and information value of a term. For each path from a leave to the root
of the DAG the maximum remarkableness identifies an important term, called headline. Sub-
sequently the number of headlines is reduced by subsumption or expanded by detailization
using the structural features of the DAG[8]. In this work the division of the complete DAG
into separate function specific DAGs which describe the Functional Areas is presented and
compared to other approaches on several examples from current research on cancer and pain.
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On variable selection and shrinkage strategies
to derive multivariable regression models

Willi Sauerbrei1 and Hans van Houwelingen2
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Freiburg, Germany wfs@imbi.uni-freiburg.de

2 Department of Medical Statistics and Bioinformatics, Leiden University Medical Center,
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Abstract. In many areas of science where empirical data are analyzed, a task is often to
identify important variables with influence on an outcome. Most often this is done by using a
variable selection strategy. Many have been proposed but each of them is criticized and none
is generally accepted.

We will discuss that the aim of a model is the most important criteria to decide whether a
specific variable selection strategy may be appropriate. We will stress the difference between
models for prediction and for explanation and consider model sparsity as an important criteria.
In the context of low-dimensional data we will consider stepwise approaches with and without
post-selection shrinkage and the LASSO. Based on results in real examples and a simulation
study we will argue that predictions are often very similar, irrespective of the strategy used
to derive the model, but that the stop criteria has an important influence on the model se-
lected for explanation, including its sparsity, interpretation and transportability. We conclude
that backward elimination followed by post-selection parameterwise shrinkage (PWSF) is a
suitable approach, provided that the amount of information in the data is not too small (van
Houwelingen and Sauerbrei 2013).

To conduct such an analysis in practice the R package shrink has recently been provided
(Dunkler et al 2015). For two or more variables which are associated it extends the present
methodology by introducing ”’joint shrinkage factors”’.
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Clustering through High Dimensional Data Scaling:
Applications and Implementations

Fionn Murtagh1 and Pedro Contreras2
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Abstract. Conventional random projection of high dimensional point clouds is to obtain a
low dimensional projection of the data cloud. Our use of random projection is to obtain a
consistent unidimensional scaling of the data in order to provide an efficient, scalable cluster-
ing of the data cloud. In the context of Correspondence Analysis of high dimensional point
clouds, we show how data piling (or the concentration of the point cloud) facilitates finding a
unidimensional scaling. A hierarchical clustering is then obtained directly from this scaling.

In a number of case studies, we illustrate the major computational benefits of this ap-
proach. We focus in particular on applications, in regard to analytics problems addressed, and
software implementation environments.
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An optimization approach to mining big data

Abdellah Salhi1

Department of Mathematical Sciences, University of Essex, UK as@essex.ac.uk

Abstract. Symbolic regression is regression with no assumed prior model. It boils down to
searching in the space of all possible algebraic models for that which best fits the given dataset.
Because it doesn’t subsume a model to fit, it is, effectively, a data-mining tool that has the
potential to uncover unperceived relationships, unlike traditional regression where we try to fit
an assumed model. However, given the size of the space where a good model may reside, it is
computationally challenging to search it. Coupled with the likely intractability of handling big
data, [2], a new approach to dealing with this problem and that of using symbolic regression
to mining it is needed. In this paper a representation of big data that facilitates its handling
is suggested. An optimization approach to solving the symbolic regression problem is then
described. This approach is a breakaway from the traditional genetic programming used in the
past [1]. The approach we advocate is sleeker and requires few arbitrarily set parameters, [3].
Illustrations will be provided where necessary.
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Predicting hidden tourism: Exploratory data analysis
and classification of regression coefficients

Claudio Conversano1, Adalbert F.X. Wilhelm2, Giulia Contu1, and Francesco Mola1

1 Università degli Studi di Cagliari, Italy conversano@unica.it |
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Abstract. Tourism is for many regions an important economic factor and its proper planning
requires reliable data. There exist forms of tourism that in some regions will not show up in the
official registry of arrivals and bed nights spent in the area. In case these unregistered tourism
flows do not remain below a threshold of irrelevance, estimation processes are needed that
provide a more accurate forecast of tourism for planning purposes. Official data about tourism
is collected for individual administrative communities in regular time intervals, for example
monthly. Hence, panel data regression methods are a straightforward tool to build prediction
models for tourism flows. This leads to quite a number of different model specifications that
can be used to fit to the data at hand. Since, additionally, different proxies are available to
identify the amount of hidden tourism we are faced with an experimental set-up defined by
potential models and potential proxies even when using the same set of predictors in each
model. Running all these different models yield a set of regression models that need to be
structured to identify the most cogent prediction for the actual tourism flow. In order to do
so, we apply numerical and visual cluster approaches. As a practical example, we use tourism
data of municipalities in the Provincia di Oristano (District of Oristano), one of the four oldest
districts in Sardinia. In order to estimate non-registered presences, various indicators for the
two concepts urban waste and energy consumption have been used.
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New Challenges in Analysing Big Data

Maurizio Vichi1

Sapienza University of Rome Maurizio.vichi@uniroma1.it

Abstract. Big Data frequently describe complex economic, social and demographic phenom-
ena that manifest on individuals (units, objects, sites, with a spatial location), by means of a
set of variables and showing both a diffusion over space and an evolution over time. These
data show different relations between, objects (spatial correlation), between variables (cross-
sectional correlation) and between times (time series correlation) that need to be analysed.
Three or high dimensional arrays (data (iper)-cubes), are used to rearrange the huge number
of statistical units (rows) with a spatial location, variables, (columns) and times (tubes). A
modelling approach is proposed for different statistical analysis such as clustering and struc-
tural equation modelling.
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Clustering and Classification of Infrared
Hyperspectral Aerial images

Alfred Ultsch1,3 and Andrew McGrath2
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Abstract. High resolution aerial images of the hyperspectral infrared bands promise impor-
tant advances in environmental and ecological research [1]. In 2012 and 2013, an experiment
was conducted in Australia to determine the impact of continual sub-surface release of carbon
dioxide on the growth of agricultural crops. Airborne hyperspectral imagery was one of the
techniques employed to detect the effects of the CO2. However, standard hyperspectral analy-
sis techniques and indices were unable to distinguish between plants affected by the CO2 and
those stressed by other factors [1]. The hyperspectral data of the test plot are in 488 bands
from 400 to 2500nm [2]. They are georeferenced and resampled onto a 0.5m resolution grid
[1]. Here we report an application of Data Mining techniques [3] for a deeper analysis of
the data to seek for a hyperspectral signature able to identify the CO2,-stressed vegetation
specifically. A careful preprocessing allowed a data reduction by a factor of ca. 10. The re-
maining spectral bands were clustered using an emergent self-organizing map (ESOM) [4].
The clusters obtained could be related to the location of the healthy and stressed plants. This
work shows the suitability and efficacy of modern Data Mining and Knowledge Discovery
techniques for hyperspectral images.

References

[1] Guan, H., McGrath, A., Bennett, J., Zhu, C., Clay, R., Ewenz, C. (2011), Comparison
of high-resolution aerial thermal imagery with air temperature in Adelaide, In: Interna-
tional Workshop on Urban Weather and Climate: Observation and Modeling, Interna-
tional Workshop on Urban Weather and Climate: Observation and Modeling, Beijing.

[2] Grahn, H, Geladi,P. (2007), Techniques and Applications of Hyperspectral Image Analysis,
Wiley, Chichester.

[3] Hand, D., Mannila, H., Smyth, P. (2001), Principles of Data Mining, MIT Press, Cambridge
MA.

[4] Ultsch, A. (2003), Maps for the Visualization of high-dimensional Data Spaces, In Pro-
ceedings Workshop on Self-Organizing Maps (WSOM 2003), Kyushu, Japan, pp, 225-
230.

37



Mining for retail navigation and wearable data
patterns

Rolando Medellin-Gasque1,2, Henrik Nordmark1, Anthony Mullen1, Aris
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1 Profusion, London
2 University of Essex, Wivenhoe Park, Colchester CO4 3SQ rmedel@essex.ac.uk

Abstract. E-commerce has revolutionized the way consumers browse and shop on-line. Per-
sonal browsing-logs can reveal on-line shopping-behaviour patterns that can be used to im-
prove e-commerce in general. In this paper we look into a dataset comprised 171 variables
including personal browsing-logs, wearables data, sentiment surveys, and demographic data
from 28 employees in a controlled experiment over a period of 10 days. While the experiment
focused on retrieving data from the wearable devices and measure the impact on employee
well-being, a significant amount of data was obtained from people browsing and shopping on-
line. Our aim is to mine browsing-logs across retail websites (document understanding) and
look for correlations with the whole dataset (user understanding), especially wearables data
[JIANG13]. More precisely, the objective is to identify purchase paths by defining a generic
taxonomy for retail websites and cluster similar paths based on employee data. Purchase paths
can be classified for example by the type and number of webpages accessed, the type of
webpages opened at the same time, the type of user, the time to buy, etc., and can be fur-
ther classified by incorporating wearables data (e.g., data on the sleeping behaviour the night
before, heartbeat minute-readings, etc.). The resulting clusters can be analysed to identify crit-
ical paths to buy or send tailored adverts and, in general, understand on-line retail purchase
behaviours. While the volume of the dataset id not significant, the uniqueness of this dataset
allow us to build scalable models focused wearables and browse-logs data.
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Validation of K-means Clustering:
Why is Bootstrapping Better Than Subsampling?

Hans-Joachim Mucha
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Mohrenstraße 39, Germany, mucha@wias-berlin.de

In simulation studies based on many synthetic and real datasets, we found out that
subsampling has a much weaker behavior in the finding of the true number of clus-
ters K than bootstrapping (Mucha and Bartel 2013, Mucha 2015). But why? Based
on further investigations, especially K-means clustering with the comparison of boot-
strapping and a special version of subsampling named ”Boot2Sub”, we try to answer
this question. Subsampling is resampling taken without replacement from the orig-
inal data. Here a parameter, the cardinality of the drawn sample, is needed which
causes usually a serious problem. The way out would be to take a bootstrap sample
but discard multiple points. We call such a special subsampling scheme ”Boot2Sub”.
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Flexible parametric bootstrap for testing homogeneity
against clustering and assessing the number of clusters

Christian Hennig1 and Chien-Ju Lin2
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Abstract. Many cluster analysis methods deliver a clustering regardless of whether the
dataset is indeed clustered or homogeneous, and need the number of clusters to be fixed in
advance. Validation indexes such as the Average Silhouette Width are popular tools to mea-
sure the quality of a clustering and to estimate the number of clusters. Such indexes can be
used for testing the homogeneity hypothesis against a clustering alternative by exploring their
distribution, for a given number of clusters fitted by a given clustering method, under a null
model formalising homogeneous data. This is done by parametric bootstrap here. The same
approach can be used for assessing the number of clusters by comparing what is expected un-
der the null model with what is observed under different numbers of clusters. Many datasets
include some structure such as temporal or spatial autocorrelation that distinguishes them from
a plain Gaussian or uniform model, but cannot be interpreted as clustering. Applications will
be presented.
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Tuning hierarchical clustering with
domain knowledge
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Abstract. Cluster analysis subsumes a variety of methods from explorative data analysis that
are used for detecting unknown structures hidden in a data set. These methods do not make use
of domain knowledge about any possible grouping of the data. Many partitional cluster algo-
rithms were adapted to make use of this kind of background information either by constraining
the search process or by modifying the underlying metric. Limitations in the reproducibility
of clustering results after small modifications of the data set, triggered the inclusion of domain
knowledge into the hierarchical clustering process. Based on our previous work (Kestler et al.
2006, Kraus et al. 2007), we present a general framework for including domain knowledge
into a hierarchical clustering process. Our new semi-supervised cluster strategy aims to assess
the reliability of hierarchical clustering. Reliable clusters may be identified by searching for
the most stable partitions under different clustering conditions, e.g. resampling data.
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Reduction of Dimensionality for Discrimination

Cuevas-Covarrubias C.1 and Riccomagno E.2
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Abstract. This paper presents an algorithm for reduction of dimensionality useful in statisti-
cal classification problems where observations from two multivariate normal distributions are
discriminated. It is based on Principal Components Analysis and consists of a simultaneous
diagonalization of two covariance matrices. The criterion for reduction of dimensionality is
given by the contribution of each principal component to the area under the ROC curve of
a discriminant function. Linear and quadratic scores are considered, the focus being on the
quadratic case. Similarities with analogous methods in the literature are discussed. Practical
examples conclude the paper.

Keywords
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Taxicab Correspondence Analysis of Sparse
Contingency Tables

Vartan Choulakian

Université de Moncton,New Brunswick,Canada vartan.choulakian@umoncton.ca

Abstract. Visualization and interpretation of contingency tables by correspondence analysis
(CA), as developed by Benzecri, has a rich structure based on Euclidean geometry. However,
it is a well established fact that, often CA is very sensitive to sparse contingency tables, where
we characterize sparsity as the existence of relatively high-valued cells. These include two
widely discussed particular cases : Rare observations discussed by Rao (1995) and zero-block
structure emphasized by Novak and Bar-Hen (2005) and Greenacre (2013). In this talk, we
aim to emphasize the important roles played by L1 and L2 geometries (aka CA and TCA) in
the visualization and interpretation of sparse contingency tables. Examples are provided.
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Unbiased estimation for linear regression when n < v

Saeed Aldahmani1 and Hongsheng Dai2
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Abstract. A novel method is proposed for solving the linear regression problems when the
number of observations n is smaller than the number of predictors v in an unbiased way. The
proposed method is based on the idea of graphical models and provides unbiased parameter
estimates under certain conditions, whereas the existing methods such as ridge regression,
LASSO and least angle regression (LARS) give biased estimates. The new method is aimed
to provide a detailed graphical correlation structure for the predictors, so that the real causal
relationship between predictors and response could be identified. In contrast, existing methods
often cannot identify the real important predictors which have possible causal effects on the
response variable. To evaluate the proposed method, real and simulated data sets are used
and the results are compared with ridge regression, LASSO and LARS. It is revealed by our
experiments that the proposed method is better than all the other methods, especially, when
n < v.
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Variable Selection in Multi-Label Classification
using Probe Variables

Trudie Sandrock and Sarel Steel
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Abstract. Multi-label classification problems arise in scenarios where every data instance
can be associated simultaneously with more than one of several available labels. Application
areas include music information retrieval, bioacoustics, text and image annotation. Variable
selection in a multi-label context is even more challenging than in the single label case, and
additional complexity is introduced by the fact that variables which may discriminate well
between values of one of the responses will not necessarily do the same for the other responses.
In this regard the concepts of local and global relevance of variables are defined in this paper.
A multi-label variable selection procedure should take cognisance of the possibility that some
variables may not be globally relevant, but could be locally relevant for one or more labels.

We propose a multi-label variable selection method, based on a binary relevance prob-
lem transformation. Different measures of variable importance are considered as filters. Probe
variables are generated by randomly permuting variable values, and these probes are used to
determine the number of variables to be selected. Empirical results obtained from applying
our proposed technique as well as existing techniques (Spolaor et al, 2013) to benchmark
datasets are reported. These results show that our technique performs marginally better, and
simultaneously provides output that can be used to ascertain the local and global relevance of
variables.
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Electricity Load Forecasting Using Data Mining
Techniques
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Abstract. Because of the lack of mature technologies for electricity storage, electric utilities
find it challenging to build effective buffers for the smooth operation of power grids. Such a
situation had previously put the Province of Ontario in the ironic position of having to pay
neighbouring provinces and states as much as 22 cents a kilowatt hour to take its surplus
power. On the other hand, in many developing countries, the infrastructures are so weak that
the demand for electricity always exceeds the power supply and rolling blackouts are common
or even normal daily events. In this research, we re-examine load forecasting techniques with
the intention to not only address the needs of advanced economies to become more efficient,
but to also extract patterns from the data sets that are readily available in these advanced
economies to help with the planning of infrastructure development in developing nations.
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Operating Context Estimation of Mobile Work
Machines with Bayesian Inference and Machine
Learning
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Abstract. This paper presents a data-driven approach for estimating the operating conditions
i.e. context of the mobile work machines with Bayesian inference and machine learning. Per-
formance analysis and optimization of the mobile machines working in wide range of oper-
ating conditions has become an increasingly important trend during the recent years. One of
the most interesting and potential approach for improving the performance of the mobile work
machines is the utilization of large machine data bases and data-driven analysis methods. Ma-
chine learning algorithms can be used to organize data bases into operating context specific
segments and search valuable information within each segment for the performance analysis
of the machines.

In order to utilize this context specific reference information efficiently for an individual
mobile work machine, an automated estimation method for operating context is required. In
this work, first a machine learning model is created based on the large reference machine
data base. Then this model is applied to the measurement signals of an individual mobile
work machine to produce an estimate of an operating context. Finally, Bayesian inference is
applied recursively to the context estimates to produce an estimate of the operating context
with reliability information. The results of this paper demonstrate an industrial example of
the approach being applied in the operating context estimation of a large fleet of mobile work
machines.
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Modeling Mobile Work Machine Data with Machine
Learning Methods
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Abstract. This paper presents a comparison study of machine learning methods used in the
performance modeling of the mobile work machines. Performance analysis and optimization
of the mobile machines working in wide range of operating conditions has become an in-
creasingly important trend during the recent years. One of the most interesting and potential
approach for improving the performance of the mobile work machines is the utilization of
large machine data bases and data-driven analysis methods. Machine learning algorithms can
be used to organize data bases into operating context specific segments and search valuable
information within each segment for machine analysis.

In this work, multiple machine learning methods, such as regression, decision trees, en-
semble learning, and neural networks are applied to the mobile work machine data. The main
goal of the work is to evaluate the modeling performance of the machine learning methods
with the particular mobile work machine data. The methods are evaluated also based on ap-
plication specific requirements including model structure complexity, execution time, etc. The
complex nature of mobile work machines as well as the influence of the machine operator
generate significant challenges for predicting the performances of machines. The results of
this paper demonstrate an industrial example of the machine learning methods being applied
in the data base of a large fleet of mobile work machines.
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Selection of discriminant heterogeneous variables
using multicriteria optimization

Hasna CHAMLAL1, Tayeb OUADERHMAN1, and Mehdi BAZZI1
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Abstract. . Given an heterogeneous explanatory variables, the problem is how to select the
most pertinent. In this paper, we introduce an algorithm of variables selection in the prob-
lem of discrimination, which deal with heterogeneous data. The proposed algorithm calls for
the criterion of discrimination introduced by Chamlal and Chah [1] (ycor), and is based on a
concordance measure between several heterogeneous variables (yW ), that we introduce here.
We calculate the distribution of these coefficients under the assumption of independence.The
algorithm , we propose here, is a version of forward stepwise selection without fixing a priori
the number of variables to be selected by optimizing the two criterions, using the multicrite-
ria optimization. To assess the performance of the proposed algorithm, an example of credit
scoring medeling is provided.
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Partitioning high-dimensional multivariate self-affine
time series into differentiated subseries

Christopher M. Taylor1

University of Essex cmtayl@essex.ac.uk

Abstract. Given a multivariate time series, possibly of high dimension, with unknown and
time-varying joint distribution, it is of interest to be able to completely partition the time se-
ries into disjoint, contiguous subseries, each of which has different distributional or pattern
attributes from the proceeding and succeeding subseries. An additional feature of many time
series is that they display self-affinity, so that subseries at one time scale are similar to sub-
series at another after application of an affine transformation. Such qualities are observed
in time series from many disciplines, including biology, medicine, economics, finance and
computer science. This paper defines the relevant multiobjective optimization problem with
limited assumptions as a biobjective problem, maximizing difference between successive par-
titioned subseries and minimizing the difference between these coarse-grained subseries of
the entire data set and fine-grained sub-subseries of some subseries of the multivariate time
series. A specialized evolutionary algorithm is presented which finds optimal self-affine time
series partitions with a minimum of choice parameters. The algorithm not only finds parti-
tions for all possible numbers of subseries given data constraints, but also for self-affinities
between different subseries and the entire data set. The resulting set of Pareto-efficient solu-
tion sets provides a rich representation of the self-affine properties of a multivariate time series
at different locations and time scales.
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Ordinal signatures for prototype-based classifiers.

Andre Burkovski1, Lyn Rouven Schirra1, Ludwig Lausser2, and Hans A. Kestler2

1 Core Unit Medical Systems Biology, Ulm University, Ulm, Germany
{andre.burkovski, lyn-rouven.schirra}@uni-ulm.de

2 Leibniz Institute for Age Research, Fritz-Lipmann Institute, Jena, Germany
{llausser, hkestler}@fli-leibniz.de

Abstract. The identification of prototypical patterns is one of the major goals in the classifi-
cation of gene expression profiles. In this context feature selection methods are used to extract
signatures of valuable markers. Prototype-based classifiers are of special interest, since they
allow a direct biological interpretation. In this work we present prototype-based classifiers
based on ordinal-scaled signatures.

The advantage of signatures on an ordinal scale is their invariance to a wide range of data
transformations. Standard prototype-based classifiers may be adapted for this type of data. In
order to process ordinal-scaled data, adapted instance-based and centroid-based classifiers can
rely on rank-distances and rank-aggregation procedures, respectively.

Our experiments reveal that the proposed techniques result in the construction of signa-
tures that improve the classification performance of prototype-based classifiers. The modified
algorithms achieve classification results comparable to state-of-the-art classifiers while allow-
ing for an easier interpretation.
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Offline algorithm selection based on multicriteria
optimization of contradicting performance measures
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Abstract. In a world of ever-growing science new algorithms are frequently published. But
how to decide which algorithm to use for solving a given problem? It is easy to say which
algorithm to choose with respect to a single performance measure. Saying which algorithm to
choose with respect to several, possibly contradicting measures is a lot harder, since the best
algorithm can depend on a trade-off between the criteria. Moreover, most algorithms come
along with a set of hyperparameters that can influence the trade-off. In general a single best
algorithm does not exist, but a Pareto front of non-dominated algorithms.

In multicriteria optimization several methods for the estimation of a single Pareto front
have been devised. Since both the optimization and single performance estimations may be
stochastic, multiple optimization runs per algorithm are required, resulting in many Pareto
fronts. Our goal is the estimation of the common Pareto front from these. In a first step all
algorithm having a relevant influence on the Pareto front are computed, in a second step their
order is identified. This results in a single reduced common Pareto front containing only rele-
vant algorithms.

We apply our method in the setup of training Support Vector Machines (SVM). Though
SVMs can be regarded as one of the best classifiers, especially in the big data domain their
training is very time-consuming. Thus, several different algorithms for approximating the
SVM problem have been proposed, which trade lower accuracy for faster training times. We
estimate the Pareto front of several approximative SVM algorithms on benchmark datasets.
By applying our analysis method we can estimate the reduced common Pareto front and give
recommendations on which algorithms should be used.
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Using Landmark Models and Reduced Rank
Regression to identify Dynamic Effects on Gene
Expression Data.
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Abstract. Consider the problem of identifying differentially expressed genes that have an
influence on the survival function of a person. Biological reasoning indicates that effects of
some genes might be time-dependent. Some genes may showcase a an early effect while there
might be genes with a late effect. A Cox Proportional Hazards model will only be able to flag
genes as significant when their effect remain constant throughout. However, we would like to
also identify genes that have a dynamic behaviour over time, or genes that their effect becomes
visible at some latter stage of the study.

We will address this problem by the use of univariable landmark models. The Sliding
Window Landmark Model estimates hazard from a given landmark point tLM up to a horizon
time point tLM+w for a window of width w. The time period is divided into a grid of landmark
points, and a prediction from landmark point tLM to tLM+w is given by a simple Cox model
within each window. We will illustrate this approach in a dataset of 295 breast cancer patients,
diagnosed between 1984 and 1995 with information on 4919 genes. We will employ Reduced
Rank Regression methods to gain a better understanding in the nature of the time dependent
effects and how the estimation of parameters is influenced by the landmark time points. We
will review theoretical aspects and show a practical implementation of our approach.
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Developing a Case-mix Classification for
Child and Adolescent Mental Health Services
in England and Wales
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Abstract. Funding and payment systems are contentious issues within Child and Adolescent
Mental Health Services (CAMHS), as they are in the NHS in general. There is evidence of se-
vere underfunding of some CAMH services, as well as of wide regional variations in funding.
The CAMHS Payment Systems project was commissioned to develop a casemix classification
for CAMHS, with the aim of informing efforts to achieve a fairer distribution of resources. As
part of this work, clinical records from eleven CAMH services were collected over 22 months.
These records included clinician ratings of presenting problems, as well as contextual prob-
lems and complexity factors.
The aim was to create groups who were similar in terms of resource use and presenting prob-
lems. Three ways of classifying patients were compared. The first two had a statistical basis:
unsupervised cluster analysis using a k-medoids algorithm on the presenting problems; su-
pervised cluster analysis using recursive partitioning to find the combination of presenting
problems that best predicted resource use. The third classification method was derived by a
psychiatrist and psychologist on the basis of clinical judgement, and resulted in an algorithm
that allocates patients to categories based on the treatment need implied by presenting infor-
mation.
We used cross-validation on 10 stratified random test samples to compare the three methods
in terms of their ability to predict resource use, using mixed negative binomial regression. The
results suggest that unsupervised cluster analysis leads to the poorest prediction of resource
use, while regression trees did not identify a reliable classification. The algorithmic classifica-
tion based on clinical judgement provided the best reliable prediction of resource use, although
between-service variation was large relative to the variance explained by case-mix. The result-
ing case-mix classification is clinically meaningful and has potential applications in CAMHS
resource planning. Our presentation will also offer reflections on the reasons why statistical
methods were outperformed by clinical judgement.
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Evaluation of Risk of Drug Consumption
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Abstract. The study has two purposes: firstly, to identify the association of personality pro-
files (i.e. NEO-FFI-R [1], BIS, and ImpSS), demographics, and drug consumption; secondly,
to predict the risk of drug consumption for each individual. The personality profiles for drug
users are associated with a high score on neuroticism and a low score on conscientiousness
[2]. The problem of risk evaluation for individuals has been approached recently [3]. They em-
ployed various machine learning algorithms for ‘drug user/non user’ classification problem.
We evaluated the individual drug consumption risk for each drug. We used various meth-
ods: decision tree, random forest, kNN, discriminant analysis, Gaussian mix, probability den-
sity function estimation, logistic regression, and naı̈ve Bayes and selected the most effective
method for each drug. Sensitivity and specificity (evaluated by LOOCV) greater than 75%
were obtained for VSA (volatile substance abuse) and methadone. Sensitivity and specificity
greater than 70% were achieved for amphetamines, cannabis, cocaine, crack, ecstasy, heroin,
ketamine, legal highs, and nicotine.
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Classification with the kernelized a-procedure
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Abstract. The idea of the kernel trick is to work methodologically in a rich extended space of
features while performing computation applying kernel functions in the original usually low-
dimensional space. By introducing kernels to the generalized portrait method (now known as
Support Vector Machine, SVM), Vapnik (1998) has demonstrated the power of kernels, what
gave rise to numerous applications of the methodology. Exploiting the idea of the general-
ized portrait of Vapnik and Lerner (1963), SVM maximizes the margin between separable
parts of classes and balances between its width and amount of errors. Similarly, and being
developed in parallel, the a-procedure (Vasil’ev, 1991; Vasil’ev and Lange, 1998) constructs
a separating rule iteratively by minimizing the empirical risk in two-dimensional coordinate
subspaces. In the current project, kernels are introduced to the a-procedure by employing it in
a finite-dimensional explicit approximation of a reproducing kernel Hilbert space (RKHS). By
its inductive character and natural robustness, the a-procedure selects a subspace of RKHS
and does not need tuning a balancing parameter. This yields competitive classification perfor-
mance and a high speed of training and classification. An experimental study compares the
a-procedure and SVM employing a number of kernel functions.

References

VAPNIK, V.N. (1998): Statistical learning theory. Wiley, New York.
VAPNIK, V.N. and LERNER, A.Ya. (1963): Pattern recognition using generalized portrait

method. Automation and Remote Control, 24, 774-780.
VASIL’EV, V.I. (1991): The reduction principle in pattern recognition learning (PRL) prob-

lem. Pattern Recognition and Image Analysis, 1, 1.
VASIL’EV, V.I. and LANGE, T.I. (1998): The duality principle in learning for pattern recog-

nition. Cybernetics and Computing Technique, 121, 7-16.

Keywords

ALPHA-PROCEDURE, KERNEL TRICK, REPRODUCING KERNEL HILBERT
SPACE, SUPPORT VECTOR MACHINE.

64



CNN-FM: Personalized Content-Aware
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Abstract. Social media services allow users to share and annotate their resources freely with
keywords or tags that have valuable information to support organizing or searching uploaded
images or videos. However, tagging is a time-consuming task; therefore, tag recommendation
is used to suggest relevant tags to the users based on user profiling, contents of resources or
collective knowledge. Recommending tags of images to users does not only depend on user
preference but also strongly relies on the contents of images.

In this paper, we propose a method for image tag recommendation using both visual fea-
tures of images and past tagging behavior of users. We combine convolutional neural networks
(CNN), which are widely used and have achieved high performance in image classification and
recognition, and factorization machines (FM), since factorization models are the state-of-art
approach for tag recommendation. We examine two types of combination between CNN and
FM: a sequential and a parallel process. In the former, CNN is used to extract features of an
input image and FM is applied to calculate the ranking scores for tags. The recommendations
in the latter are aggregated from candidate tags suggested by both CNN and FM. Prelimi-
nary experiments on publicly available image tag recommendation dataset demonstrate the
effectiveness of our approach.
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Robust principal graphs for data approximation
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Abstract. Revealing hidden geometry and topology in data sets, where noise is present, is
a very challenging task. To approach this problem, we define elastic graphs and develop al-
gorithms of pluriharmonic embedding of the elastic graphs into the data spaces [1]. These
pluriharmonic embeddings serve as ideal approximators, the energy functionals penalize the
deviation from this ideal forms, and the truncated functionals estimate the robust approxima-
tion error. Instead of the quadratic energy functional we employ the trimmed energy functions
[2] to provide robustness of the method. In the splitting algorithms of optimization they also
produce systems of linear equations and make the construction of the approximators much
more stable to noise and outliers. For the construction of objects, we use topological gram-
mars [1]. An adaptation of graph rewriting technology makes the approach at the same time
universal and efficient for the construction of geometric and topological objects of bounded
complexity [3]. For the construction of the grammars of geometrical and topological objects
we introduced some specific additional labels on the graph elements.
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Longitudinal models for categorical data, are they
useful for dynamic market segmentation?
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Abstract. Dynamic market segmentation is a very important topic in many businesses where
it is interesting to gain knowledge on the reference market and on its evolution over time. Var-
ious papers in the reference literature are devoted to the topic and different statistical models
are proposed.

In this paper two statistical approaches to model categorical longitudinal data to perform
dynamic market segmentation are compared. The latent class Markov model identifies a la-
tent variable which classes represent market segments at an initial point in time, customers
can switch to one segment to another between consecutive measurement occasions and a re-
gression structure models the effects of covariates, describing customers’ characteristics, on
segments belonging and transition probabilities. The latent growth mixture approach models
individual trajectories, describing a behaviour over time. Customers’ characteristics may be
inserted in the model to affect trajectories and trajectories may vary across latent groups, in
our case, market segments.
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Abstract. Europe 2020 is strategy proposed by the European Commission for the advance-
ment of the economy of the European Union and Members States. The main priorities of the
strategy are smart, sustainable and inclusive growth. According to the strategy, crucial role in
achieving these goals, besides: employment, research and development, climate change and
energy, fight against poverty and social exclusion plays tertiary education, which should be
marked by high quality and excellence. It caused a need to measure quality and to monitor
system of higher education. Due to this fact, there are dedicated programmes and projects (for
example: Eurydice, European Tertiary Education Register – ETER, U-Map, POL-on, AH-
ELO), which are helpful in controlling the work of European Union’s universities.

This paper presents results of research on comparative analysis (such as principal com-
ponent analysis, cluster analysis) of higher education systems in European Union member
states. Empirical studies have been conducted using data from an ETER - database of higher
education institutions in Europe.
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Identification of spatial patterns of agricultural
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Mohamed Jaouad1

Laboratory of Economics and rural societies Arid Regions Institute – Medenine, Tunisia
Mohamed.Jaouad@ira.rnrt.tn mjaouad63@gmail.com

Abstract. Spatial analysis is particularly relevant in the case of agricultural practices and/or
when practices influence processes with a spatial dimension. In arid regions, agricultural prac-
tices are strongly influenced and related to the nature of the environment or space. Indeed, the
important thing is not the identification or knowledge of the agricultural landscape or spatial
structures but, when studying farmers’ practices of farms in a region, we pay particular atten-
tion to the links between practices and space. We locate the practices in the regions and we are
interested in the adaptability of these practices, both for the environment and sustainability of
agriculture.

The identification of spatial structure, inducing a number of variables, is a recurring prob-
lem in many fields of application. This paper presents some aspects related to the inclusion
of space in the statistical analysis of socio-economic data based on field surveys conducted
in the region of Menzel Habib (Southern Tunisia) under the ROSELT program / OSS-IRA in
2004. The data includes demography, agro- economy, and environment and it was subject to
principal components analysis.
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Abstract. In educational theories (e.g., learning spaces), mastery dependencies between test
items are represented as quasi-orders (reflexive and transitive relations) on the item set of a
knowledge domain. Item dependencies can be used for efficient adaptive knowledge assess-
ment and derived through exploratory data analysis, for example by algorithms of Item Tree
Analysis (ITA). To compare ITA-type methods, typically large-scale simulation studies are
employed, with samples of quasi-orders at their basis randomly generated and assumed to
underlie the data. In this context, a serious problem is the fact that all of the algorithms are
sensitive to the underlying quasi-order structure. Thus, it is crucial to base any simulation
study that aims at comparing the algorithms in a reliable manner on representative samples, in
the sense that each quasi-order is contained in a sample with the same probability. Suboptimal
sampling strategies were considered in previous studies, thereby leading to biased conclu-
sions. In this paper, we introduce sampling techniques that allow us to generate representative,
or very close to representative, random quasi-orders.
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Abstract. Recently evidence informed teaching has been receiving more and more attention
from policy makers etc. It has been shown that there are substantial benefits associated with
school teachers using information/evidence from research to enhance their classroom practice.

In this paper, we analyse the questionnaire survey data collected from 79 English primary
schools about the situation of evidence informed teaching. Specifically, we build a predictive
model to see what external factors could help to close the gap between teachers’ belief and
behaviour in evidence informed teaching, which is the first of its kind to our knowledge.

The major challenge, from the data mining perspective, is that the five-level Likert
scale responses (“strongly disagree”, “disagree”, “neither disagree nor agree”, “agree”, and
“strongly agree”) are neither categorical nor interval, but actually ordinal, which requires spe-
cial consideration when we apply statistical analysis or machine learning algorithms. Adapting
Gradient Boosted Trees (GBT), we achieve a decent prediction accuracy (MAE=0.36) and gain
new insights into possible interventions for promoting evidence informed teaching.
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Abstract. Assessment of student performance is inherent to educational systems, and teach-
ers play a key role in most educational assessments. In this study, we investigated the in-
formation retrieval process in teachers’ judgment formation, namely the kind and sequence
of information considered prior to a secondary school track recommendation. German teach-
ers got information about a fictitious student’s performance (e.g. math grade), behavior (e.g.
autonomy) and social background (e.g. language spoken at home) in the form of labeled infor-
mation fields on a computer screen. The fields could be uncovered via mouse click and were
re-covered once another field was uncovered. A two-dimensional unfolding model was fit to
the data of information retrieval sequences. Results show three clusters of information fields
in the model, in line with the information categories of student performance, behavior, and so-
cial background. The degree of inconsistency of student information influences the length of
the information retrieval, but doesn’t lead to a shift in teachers’ preference orders. The study
shows that unfolding techniques might be a promising approach in modeling educational judg-
ment formation processes.
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Abstract. A major challenge in analyzing high-dimensional bio-molecular data is the con-
struction of low-dimensional and interpretable classification models. A common technique is
to incorporate a feature selection process into the training of the classification model. This
generates models that will hopefully exclude a large amount of noisy and irrelevant signals
and will only rely on a small subset of informative features.

A further attempt to increase the interpretability of a decision rule is to replace a quantita-
tive model by a qualitative one. A common preprocessing step for these models is binarization,
which is the task of discretizing a real-valued signal into a binary one. The discretized features
can then be interpreted as indicators of high/low concentration levels.

In this study we examine the interaction of purely data-driven feature selection methods
and supervised as well as unsupervised binarization algorithms. The benefit of these feature
selection/binarization interactions will be tested in different classification scenarios. As qual-
ity criteria for these preprocessing cascades, the classifiers’ performance and the features’
selection stabilities will be analyzed.
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Abstract. A Brain-Computer Interface (BCI) provides an alternative means of communica-
tion for people who are locked-in. For a BCI to work, the user will perform a specific mental
task whilst wearing an Electroencephalography (EEG) cap that contains several electrodes.
In particular, in a Motor Imagery (MI) BCI, users imagine themselves performing specific
movements, e.g., rotating the right hand or moving his/her feet. The signals recorded by these
electrodes are then preprocessed and fed to a classifier that will decide which of the possible
actions is being performed. The output of the classifier is then sent to a device (e.g., a computer
or wheelchair) for its execution.

In this paper, we will compare the performance of different systems (several ensembles
using various voting algorithms and multiclass classifiers) on a 4-class MI task (left/right
hand and feet movement imagery, plus an “idle” state). These methods will be ranked using
a combination of different evaluation metrics. The best system will be applied to a real-time
BCI used in an international competition.
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Abstract. Dynamics are fundamental properties of batch learning processes. Recently, dy-
namic process monitoring has interested many researchers due to the importance of dealing
with time-changing data stream process in real world applications. A Dynamic Ensemble Con-
trol Model is presented in this paper to control such processes. It combines individual charts
based on ensemble methods with a batch learning process to both monitor small and large
shift simultaneously. It consists of three steps: first, transforming the task of determining the
state of the process into a classification problem by treating control charts as attributes of
the data where the drift has to be predicted. Second, Dynamic Weighted Majority- Winnow
(DWM-WIN), as an ensemble method, is applied to combine different control charts. Third,
misclassification error rates of DWM-WIN are monitored based on the time adjusting control
chart for concept drift detection. The proposed control chart does not only exhibit superior
robustness to individual charts but also presents a new heuristic for shift learning and batch
monitoring in nonstationary environment.
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Abstract. We present a new idea to map football player’s information by using multidimen-
sional scaling, and to cluster football players. The actual goal is to define a proper distance
measure between players. We believe that this type of information can be very useful for foot-
ball scouts when assessing players; also journalists and football fans will be interested in this
information. The data was assembled from whoscored.com. Variables are of mixed type, con-
taining nominal, ordinal, count and continuous information. In the data pre-processing stage,
four different steps are followed through for continuous and count variables: 1) representation
(i.e., considerations regarding how the relevant information is most appropriately represented,
e.g., relative to minutes played), 2) transformation (football knowledge as well as the skew-
ness of the distribution of some count variables indicates that transformation should be used
to decrease the effective distance between higher values compared to the distances between
lower values), 3) standardisation (in order to make within-variable variations comparable),
and 4) variable weighting including variable selection.

In a final phase, all the different types of distance measures are combined by using the
principle of the Gower dissimilarity. We show outcomes of multidimensional scaling and po-
tentially clustering.
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Reduction of the Dimensionality of the Data
in Hedonic Modelling Using Principal Component
Analysis and Partial Least Squares
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Abstract. The theory of hedonic models states that it is possible to precisely describe the
price of heterogeneous commodity by a set of its characteristics. However, the quality of the
model depends on the completeness of the set of significant attributes of commodity used
for estimation. In cases where the number of explanatory variables (attributes) is similar (or
greater than) the number of observations in the dataset, or when the explanatory variables are
strongly correlated with each other, it is not possible to use standard methods of estimation
(OLS).

The aim of this article is to examine the usefulness of principal component analysis and
partial least squares method in reducing the number of dimensions of the data in case of
problems with collinearity. It is assumed that the use of these methods can yield better results
than alternative solution - the removal of problematic variables from the data set. Empirical
research was carried out for selected groups of commodities which are commonly used in
hedonic modelling (durable goods, real estate). The databases were created using tool for
collecting data from web pages developed by the author.
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Abstract. We have developed a robust linear regression model using heavy-tailed distribution
for large scale multiple hypothesis testing. We start with an investigation of the limitation of
the robust linear regression model. The use of a heavy-tailed distribution is common for the
error term of a robust linear regression model. However, the model is not robust against the
outlier, when the independent variable is approaching infinity. We explain this using heavy-
tailed modelling, and provide the minimum controllable range, where the robust model works
well. We also propose total and individual tests for outlier detection using the posterior pre-
dictive distribution.

Secondly, we apply the robust regression model to a large scale multiple testing hypothesis
and diagnose the model using the predictive posterior distribution. Finally we suggest how we
should apply Bayesian False discovery rate on the model. We illustrate the method and our
results using gene expression data of colorectal cancer.
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Abstract. Value co-creation process is, according to Vargo and Lush the core concept in
marketing orientation within the framework of the Service Dominant Logic (Vargo and Lush
2013). It combines the analysis of product offer utilities and value ordering and preference of
the customers.

The aim of the paper is adoption of Nominal Response IRT (NR-IRT) polytomous mea-
surement model (Bock 1972) within the framework of conjoint analysis of banking product
on Polish market and to compare the findings with the choice based model (conditional logit
model with the specific alternatives) Proposed approach links the tradition of conjoint mea-
surement of dominance structures in attitude measurement with the preference analysis.

Incorporating the explicit measurement model within the conjoint analysis allows for er-
ror - in variables effect and controlling for downward bias in estimates of the parameters.
Additionally, it combines the fundamental conjoint measurement of Rasch tradition with the
preference - oriented conjoint analysis (Neubauer 2001).
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Abstract. Market simulations enable managers to explore how respondents react to new
product entries or product design modifications (”what-if” scenarios) and to predict shares
of preference under hypothetical market scenarios. In order to predict which products re-
spondents would choose, choice rules are used that translate respondents’ part-worths into
expected individual choice probabilities. However, the selection of the choice rule should be
well-considered, because different choice rules do not necessarily yield the same share predic-
tions. Using the CBC-HB model to estimate individual part-worth utilities we systematically
compare market share predictions based on the first choice rule, logit choice rule, randomized
first choice rule and in particular HB random draws. We propose a simulation study in order
to examine the conditions under which one of these choice rules recovers market shares better
than the other. Further, we investigate the ability of the different choice rules to handle nearly
similar alternatives included in holdout choice scenarios to assess how well the choice rules
account for the IIA property (cf. Orme and Huber 2000; Orme and Baker 2000). The per-
formance of the four choice rules is evaluated under experimentally varying conditions using
statistical criteria for predictive accuracy.
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Abstract. In recent years, the Brand Concept Maps (BCM) approach has received consider-
able attention as a promising tool for measuring consumers’ brand images. A key advantage
of the BCM approach is that it provides a clear set of rules marketing researchers can apply
to aggregate individual brand concept map information into a so-called consensus map. The
latter describes the sample’s most relevant brand associations and their interconnections in the
consumers’ minds. Assuming that many brands are perceived differently by consumer seg-
ments, it is surprising that the original BCM approach does not provide specific rules how to
cope with heterogeneous brand image perceptions.

Against this background, the aim of this paper is to develop a set of improved aggregation
rules which enable marketing researchers to identify consumer segments with heterogeneous
brand perceptions. In doing so, we first discuss similarity measures for individual brand as-
sociation networks and compare several cluster solutions. Second, we examine the resulting
images of well-known brands. Our findings indicate that brand images can be very hetero-
geneous and marketing researchers should be careful with respect to which conclusions they
draw when applying the original BCM approach. Additionally, we provide recommendations
on how to best identify brand image segments from this kind of data.
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Abstract. In the modern world 80% of healthcare information still resides in free text notes
and reports. In most cases they are analyzed using various bag-of-words models. This requires
often expensive mapping to ontologies and that the same word might have different meaning
in different contexts. An alternative approach used by InterSystems iKnow identifies mean-
ingful word groups in a domain agnostic way using just linguistics language model. However
this leads to a problem of low frequency for many concepts insufficient for classification or
clustering purposes.

We will discuss selecting the most appropriate word groups for classification using infor-
mation theory approach, using dominance for a word group calculated as a TF/IDF type of
measure. To analyze application of this technique we calculate domain coverage profile: per-
centage of the documents in the corpus as a function of the number of individual concepts used
for coverage and the minimum number of selected concepts in an individual document. We
compare domain coverage profiles for EPRs (Electronic Patient Records), PubMed abstracts
and Social Media.
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textMF: Text-based Matrix Factorization
for Geolocation Prediction in Twitter Stream
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Abstract. Micro-blogging services, such as Twitter, provide an indispensable channel to
communicate, access, and exchange current affairs, as they have reached a wide range of in-
dividuals, organizations, companies along with others. Understanding the user’s geographical
location can enable us to provide information and recommend businesses in a location-aware
recommender system. The geographical location prediction problem we address is to predict
the user’s geolocation in general and at a particular posting time.

In this paper, we propose textMF - Text-based Matrix Factorization which associates
latent features to users and tweets by factorizing the content matrix. The learned features are
used in a linear regression function for the task of geolocation prediction. Additionally, we
extend our model to deal with the task of predicting user’s geolocation at a particular posting
time. Preliminary experiments on the publicly available real world data sets demonstrate the
efficacy of our approach on different prediction granularity levels.
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Abstract. A journal impact factor or number of citations an article has received is generally
accepted as an indication of the level of scholarly output of an article. The growth of online ac-
cess to scholarly articles and the availability of social media platforms, which publicly discuss
articles, is giving rise to more information being available in terms of article level metrics,
increasingly known as altmetrics. Many academic publishers are providing such altmetrics on
their websites such as Mendeley readership statistics or an overall altmetric score. It is difficult
to judge what level of importance to put on these altmetrics as it is possible an article of high
scholarly output may not have any valid altmetrics. In this research we study available article
metrics on scholarly papers and explore their relationship to each other and with linguistic
patterns. The linguistic patterns are items such as citation occurrences in sentences, sentence
ratios per sections. Our research helps to provide an understanding of article level metrics and
their relationship to quantifiable aspects of content, in addition it assists in validating measures
for altmetrics.
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Two Dimensional Smoothing via an Optimised
Whittaker Smoother.
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Abstract. The histogram is one of the most powerful tools of data visualization. A problem
might rise however, when trying to plot many points onto one simple graph. As the number
of observations becomes larger and larger many scatter-plots end up being to busy for the
eye to understand. Often, in moderate to large datasets, a collection of many observations on
one plane will end up revealing a cloud of points where all structure remains obscured by the
superposition of one point onto another. Depending on what is the medium where such a graph
will be illustrated, it becomes a waste of ink or space.

To address this problem Eilers and Goeman illustrated a way of smoothing scatter-plots
in two directions using penalized b-splines or p-splines. This approach has been implemented
in package gamlss.util via command scattersmooth. In this work we are focusing
on the paper by Eilers and Goeman where a scatter-plot is enhanced using smoothed densi-
ties. We will start off with the same approach, where penalized splines are applied on the x
and y directions, respectively. However, we will go a step further and show how the optimal
smoothed scatter-plot can be obtained by estimating the amount of penalty needed for each
graph. We view penalized splines as random effects that their variance depends on the penalty
weight. We will revise the algorithm and extend it to apply to two dimensional smoothing.
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Robust approach to life expectancy projection

Grażyna Trzpiot1 and Justyna Majewska1

University of Economics in Katowice, Poland

Abstract. Future trends in life expectancy are highly relevant for public policy, fiscal and
health care system planning. To project life expectancy into the future, the Lee-Carter model
is often referred as a standard. However, this model is sensitive to the choice of the historical
period if the reduction in mortality does not follow a linear trend. We will consider robust
models. Robust versions of well-known selection criteria will be discussed, but also criteria
based on robust bootstrap. We will also discuss robust model building/selection methods for
high dimensional data.
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On a Comprehensive Metadata Framework for
Artificial Cluster Data Generation
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Abstract. Solid results in unsupervised model validation require thoroghly tested validation
methods and algorithms. We intend to optimize their development by proposing a framework
that streamlines the way artificial test data is constructed. This improves comparability be-
tween existing and new algorithms and offers a more transparent way of assessing perfor-
mance.

In essence, the framework, developed with R, consists of metadata object definitons for
various kinds of data types (e.g. metric, functional or ordinal data). These objects impose a
certain structure on the metadata information that enables R to assemble the actual data sets
in a way that the user can generate all desired data sets (custom functions for random number
generation, location of group means, etc.) while at the same time providing a reliable structure
for the metadata that is the same for all data sets.

The necessary functions for (meta)data generation have been implemented in R package
bdlp, which is under development and thus at the moment hosted on R-forge.
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Abstract. Measuring the acceptance of new technologies has a long tradition in marketing.
The main goal is to understand how consumers come to accept and use a new technology (e.g.,
recommendation systems in online shopping, Baier, Stüber 2010). For this purpose, several
models have been proposed and tested (e.g. basing on the technology acceptance model by
Davis). But, over the years, besides extensions of the underlying modeling assumptions, few
progress has been made with respect to the data collection and analysis approach: Still, surveys
and structural equation modeling is the dominant measurement approach.

The question arises whether newer measurement approaches could be applied for this
purpose. First attempts (e.g. Rese et al. 2014) basing on online reviews will be extended in this
paper: Experiments are conducted where respondents participate in a traditional survey and –
additionally – are encouraged to score the new technology on various scales (e.g. star ratings,
bipolar semantic scales, nonformatted comments). The results are analyzed and compared
across the measurement approaches as well as results from online reviews from user fora. The
results are promising: It seems that the data collection via surveys can be replaced – with some
reservations – by the analysis of online reviews.
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Abstract. Information technology and in particular Augmented Reality (AR) is increasingly
used in retailing across national boundaries. AR is an interactive technology to combine ”real
and computer-generated digital information into the user’s view of the physical real world in
such a way that they appear as one environment” (Olsson et al. 2012, p. 29). For example
the Italian Luxottica group trading Ray-Ban, offers an internationally available virtual mir-
ror application to try-on sunglasses and eyeglasses. Since research has proposed and shown
that national culture has an influence on behavioural models (see e.g. Srite and Karahanna
2006) this paper examines the acceptance of AR technology across two cultures, e.g. Italy
and Germany, relying on the Technology Acceptance Model (TAM) (Davis 1986) and taking
two different cultural measurement approaches into account. On the one hand, the Hofstede
dimensions surveyed across participants in Germany and Italy were used. On the other hand,
Hofstede’s cultural distance measure is used.
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Measuring Reciprocal Effects of New Product
Information on Brand Image
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Abstract. Today’s marketplaces are increasingly characterized as highly competitive and
companies’ offerings are perceived as being interchangeable to a high degree. Accordingly, it
is necessary for companies to continuously introduce new products into the market to achieve
competitive advantages and to support strategic growth. In this regard, brands are important
cues for consumers to evaluate the value of new products with respect to quality and risk
perception as well as trust.

In this paper, we investigate reciprocal effects resulting from the announcement of new
products that vary in terms of their degree of consistency with prior products of the same
brand on the brand’s image. We therefore build on the associative network memory model as
well as on Keller’s conceptualization of customer-based brand equity (Keller 1993) and apply
the advanced Brand Concept Maps approach (Schnittka et al. 2012). An empirical study with
a total of 300 respondents was conducted to investigate changes in the associative network
structure of the well-known brand Nike. Our findings show the stability of the brand image,
i.e., the brand is able to introduce new products without harmful effects, independent from
the level of consistency. Thus, managers of strong brands do not need to fear temporal image
deterioration resulting from the introduction of a new product and should be encouraged to
extend their offerings in a wider range.
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Generalization, Combination and Extension of
Functional Clustering Algorithms

Christina Yassouridis and Friedrich Leisch
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Abstract. Clustering functional data is mostly based on the projection of the curves onto an
adequate basis and building random effects models of the basis coefficients. The parameters
can be fitted by an EM-algorithm. Alternatively, distance based models are used in the litera-
ture. Such as in the multidimensional case, a variety of derivations of these models has been
published. Although their calculation procedure is similar, their implementations are very dif-
ferent including distinct hyper parameters and data formats as input. This makes it difficult
for the user to apply and particularly to compare them. Furthermore they are mostly limited
to specific basis functions. The presentation aims to show the common elements between ex-
isting models in highly cited articles, first on a theoretical basis. Later their implementation
is analyzed and it is illustrated how common code chunks could be extracted and how the
algorithms could be improved and extended to a more general level. A special consideration
is given to those models including the possibility of sparse measurements. Finally, they were
compared on simulated datasets. An R-package is in the process of being designed, including
the modified algorithms and integrated into a unique framework.
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One dimensional Markov random field model for the
analysis of ChIP-seq data with a non-parametric
component
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Abstract. In classification problems, many application areas require distinguishing a signal

from a noise component. In ChIP-seq data for example, the structure of the signal does not
follow a standard distribution, therefore the signal distribution is usually further modelled as
a mixture of component distributions (Spyrou et al(2009)).

However, modelling the signal as a mixture of distributions is computationally challeng-
ing due to the difficulties in justifying the exact number of components to be used and due to
the label switching problem (Stephens (2000)). We proposed one dimensional Bayesian hid-
den Markov random field mixture model with parametric and non-parametric distributions.
The non-parametric distribution is used to model the signal component. The proposed model
accounts for spatial dependencies in the data. We consider the case of discrete data and show
how this new methodology leads to more accurate parameter estimation and smaller classi-
fication rate. We show an application of the method to data generated by ChIP-sequencing
experiments for 200 base pairs window size.
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A Hierarchical Bayesian Model for joint Clustering of
Clinical and Heterogenous Omics Data
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Abstract. Discovery of clinically relevant disease sub-types is of prime importance in per-
sonalized medicine. Disease subtype identification has traditionally been explored in an unsu-
pervised machine learning paradigm which involves clustering of patients based on available
omics data, such as gene expression. The clinical significance of obtained clusters can then
be established in a post-hoc analyses step focusing, for example, on differences in the sur-
vival of patients falling in different clusters. The major limitation of such an approach is the
failure to guarantee the clinical relevance of the obtained clusters, because patients clustering
together based on omics data may not show significant differences with respect to their clinical
outcomes.

In our work we propose a new algorithm which simultaneously clusters heterogenous
omics and clinical data in order to find clinically relevant disease subtypes. For this purpose we
formulate a novel hierarchical Bayesian graphical model which combines a Dirichlet Process
Mixture Model (DPMM) with an Accelerated Failure Time (AFT) model. In this way we make
sure that patients are grouped in the same cluster only when they show similar characteristics
with respect to molecular features across data types (e.g. gene expression, DNA methylation)
as well as survival times.

Our model contains an automatic feature selection (Bayesian LASSO) to find out the most
relevant molecular features in a cluster and data type specific manner, thus effectively identi-
fying biomarker signatures for each disease subtype. We develop a Gibbs sampling algorithm
for Bayesian inference, which allows us to estimate posterior probabilities for all model pa-
rameteris, including number of clusters, cluster memberships of patients and cluster specific
influences of specific molecular features.

We extensively test our model in simulation studies and apply it to cancer patient data
from the TCGA repository. Notably, our method is able to find sub-groups, which differ from
previously published ones.
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Abstract. In this contribution we replicate a survey of students’ attitudes towards values de-
rived from Allport et al. (English, 1960) and Roth (German, 1972). These authors used ques-
tions on preferences to identify the underlying attitudes towards values based on the person-
ality typology of Spranger (1921). In addition, the survey has been augmented with Kahle’s
(1983) list of values (LOV) instrument based on a ranking scale. This opens the door for a
comparison of different instruments for the investigation of value systems based on different
cognitive theories and to explore the existence of associations between the different constructs.
Regarding usability we study different types of interaction elements in the web-survey (nu-
meric field entries, radio-buttons, and drag-and-drop rankings). These are randomly assigned
to the test persons in order to study whether interaction style has a systematic bias on answers.
We present and critically discuss the results in a historic context.
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Movers and Stayers in a Religious Marketplace
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Abstract. New Zealand is a developed western country whose citizens are mostly of British,
Irish or other European descent. Religious affiliation in New Zealand is remarkably fluid: a
recent panel study showed about 15% of respondents changed their religious designation in
just three years.

This talk will examine factors associated with people who start/stop identifying with par-
ticular religious affiliations or with no religion. Sources include panel data from a random
sample of the electoral roll, and a large attitudinal survey of Protestant and Catholic church
attenders. Multivariate analysis and graphical methods will be used to explore what differen-
tiates the religious movers and stayers.

The talk may suggest useful methods and factors for exploring religious change in other
western societies.

Keywords

RELIGIOUS CHANGE, MULTIVARIATE ANALYSIS, NEW ZEALAND

105



A social sustainability model: An application to
Mexican Small-Scale Dairy-Farming Households
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Abstract. Although sustainability became a research area since Brundtland Report (1987),
actually there is no single definition of social sustainability. It has been described as a mul-
tidimensional concept; with a several themes that include the satisfaction of basic needs
(KARAMI and MANSOORABADI, 2008), or tangible (drinking water, safe food, medica-
tion and home) and intangible needs (education, culture, equity and justice (VALLANCE et
all, 2011). In this study, we combine ethnographic and statistical methods in order to analyze
social sustainability through two variables: Economic Relations (ER) and Social Relations
(SR), in Mexican small-scale Dairy-farming households. A Multivariate regression models
estimated by the Ordinary Least Squares method, were estimated for both variables.
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Abstract. Gravity waves can emerge as a result of the perturbation of atmospheric ciculatory
systems [1]. They encompass periodic, yet geographically stationary, changes in temperature,
pressure and vertical wind components. Occurrence of such waves is frequent if strong winds
hit high mountains [2]. Secondary effect of such waves may also be encountered as clear
air turbulence (CAT) in commercial flights. Atmospheric gravity waves strongly influence
weather phenomena and on a larger time scale climatic processes. They are responsible for the
vertical mixing of the atmosphere from the mesosphere up to the stratosphere [2]. First results
from research flights in the Pyrenees during the spring 2015 measuring campaign are reported.
Several flights with a sensor equipped unpowered glider in altitudes between 2000 and 7000m
were undertaken. Data Mining and Knowledge Discovery methods from the Databionics Lab
in Marburg were applied [3]. The results point to so far new and interesting patterns in the
structure and formation of lee waves. These findings are compared with results from other
measuring campaigns [4,5].

References

[1] Achatz, U., R. Klein, F. Senf: Gravity waves, scale asymptotics and the pseudo-
incompressible equations. J. Fluid Mech. 663: 120 - 147, 2010

[2] Placke, M., P. Hoffmann, M. Gerding, E. Becker. M. Rapp: Testing linear gravity wave
theory with simultaneous wind and temperature data from the mesosphere. J. Atmos.
Sol.- Terr. Phys. 93: 57 - 69, 2013.

[3] Ultsch, A.: Swarm Data Mining for the Fine Structure of Thermals, Technical Soaring,
Vol. 36, Nr. 4, pp. 37 - 44, 2013.

[4] Stromberg,I. M., Mill, C. S., Choularton, T. W. and Gallagher, M. W.: A case study of
stably stratified airflow over the pennines using an instrumented glider, Boundary-Layer
Meteorology, Volume 46, Numbers 1-2, pp 153-168, Springer, Netherlands, 1989

[5] Millane,R., Brown,P., Richard,G., Enevoldson,E., Murray,J.E.: Estimating mountain wave
windspeeds from sailplane flight data, Proceedings of SPIE - The International Society
for Optical Engineering, E01, pp104-109, 2004.

108



Does Landscape Attractiveness affect Land
Consumption in Germany?

Martin Behnisch1 and Alfred Ultsch2

1 Leibniz Institute of Ecological and Regional Development, Weberplatz 1, 01217 Dresden
m.behnisch@ioer.de

2 Databionics Research Group, University of Marburg, Marburg, Germany
ultsch@informatik.uni-marburg.de

Abstract. Land consumption means the transformation of open space into settlement and
transportation area (Thomas 2011). Excessive land consumption is a contradiction to sustain-
able land management (Helming et al. 2007). A fine grained data base on 11441 municipalities
in Germany allows the empirical investigation of determinants of land consumption (Behnisch
et al 2014, Krueger et al. 2013). Do people build their houses and infrastructure where the
landscape is beautiful? Or do they settle where large spaces are available? Here a new indi-
cator for Landscape Attractiveness is analysed on the administrative level of municipalities
(Stein/Walz 2015). The aim is to quantify the influence of factors that are associated with land
consumption on the variable Landscape Attractiveness. The influence on land consumption is
multifactorial. Furthermore, it is likely that there are subgroups of municipalities, for example,
coastal municipalities which are characterized by many touristic facilities and suburban com-
munities located in attractive natural environments (Hersperger/Buergi, 2009). Data Mining
techniques for the identification of subsets and in particular density modeling as, for exam-
ple, Gauss mixture models, are required for modeling these types of influences (Hand et al.
2001). Machine Learning and Knowledge Discovery techniques, which have been developed
and used for spatial research (Behnisch/Ultsch 2015, Ultsch et al. 2015) are applied in order
to produce understandable descriptions of land consumption patterns with regard to attractive-
ness. The results are both relevant in support of decision-making processes as well as in the
observation and monitoring of spatially referenced development and planning processes.
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Analysing past settlement size and location
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Abstract. In archaeology, many studies analyse the settlement patterns of some period in the
past. These studies are mainly based on biased samples of find spot data that hardly allow
estimating the settlement size, its function and the exact time period of use. A historical map
finished in 1715 indicating not only settlement locations but also their sizes forms a more
reliable data basis. Kolmogorov-Smirnov tests are applied to identify relevant variables for
settlement locations namely slope, soil quality, local prominence and least-cost distance to
creeks. The tests show that the settlement pattern of single farmsteads differs from that of
settlements formed by two or more farmsteads. Moreover, least-cost Thiessen polygons and
least-cost triangulations show that settlement size has an impact on the territory allocated to
the settlement and on the distance to the neighbouring settlements.

References

HERZOG, I. (2014), Testing Models for Medieval Settlement Location. In: M. Spiliopoulou,
L. Schmidt-Thieme, and R. Janning (Eds.): Data Analysis, Machine Learning and Knowl-
edge Discovery. Springer, Cham Heidelberg New York Dordrecht London, 351–358.

Keywords

KOLMOGOROV-SMIRNOV TEST, LEAST-COST PATHS, THIESSEN
POLYGONS, TRIANGULATION

111



Finance and Economics I

Friday, September 4, 2015: 9.00am - 10.15am Room: EBS 2.65



Integrated measures of household risk in financial
plans optimized under a consumption rate constraint

Radoslaw Pietrzyk1 and Pawel Rokita2

1 Wroclaw University of Economics radoslaw.pietrzyk@ue.wroc.pl
2 Wroclaw University of Economics pawel.rokita@ue.wroc.pl

Abstract. Measures of risk suited to life-long financial plan of a household differ from other
popular risk measures that allow for integration of a number of risk types in a one measure, like
for instance Value at Risk, Expected Shortfall (financial institutions and investors) or Earnings
at Risk and Cash Flow at Risk (enterprises). Household measure of risk should address threats
to accomplishment of life objectives of the household and must take into account its life cycle.
In this research, there are presented some propositions of new downside risk measures that
fulfill these conditions. The focus is here on analyzing how risk measured in this way reacts
when financial plan is optimized under some enforced levels of consumption. A particular
question of interest is if optimization of a financial plan for a given level of consumption leads
to reduction of risk. A more general research issue is whether it is possible to identify any
tradeoff between expected consumption and the level of risk of the whole financial plan.
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Abstract. The study attempts to confront the results obtained from multidimensional scaling
and hedonic modelling to assess consumers’ preferences with respect to attributes of chosen
durable good. The research was performed using two sets of data concerning smartphones.
Assessment of consumers’ preferences was obtained by analyzing data from on–line survey
study with the application of multidimensional scaling. Simultaneously the estimated hedonic
model (basing on the dataset consisting in price lists from Polish Internet shops) provided the
prices of goods’ characteristics.

On durables markets declarative behaviours of buyers transpose rarely (or not at all) to
the actual purchasing decisions. In addition, an important factor in changing consumers’ pref-
erences and habits is technological progress, which occurs in almost all sectors involved in
the production of durable consumer goods. The combined use of multidimensional scaling
and hedonic regression allowed for broader insight into the issue of consumers’ preferences,
particularly in relation to the existing market offer.
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Immigrants’ Access to Healthcare System in
Eastern Macedonia and Thrace
Between 2005 and 2011
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Abstract. The main goal of the present research is to assess the immigrants access to the
Greek National Healthcare System for the region of Eastern Macedonia and Thrace (EMT)
between years 2005 and 2011. The data are from five different hospitals belonging to the
Greek National Healthcare System. Four characteristics were analyzed, namely the duration
of hospitalisation, the diagnosis, the cost of hospitalisation and the nationality, using statistical
data mining methods.

The results indicate that the cost of hospitalisation for the Greek patients is higher for
all the years compared to the immigrants for the hospitals of Kavala and Komotini, whereas
for the hospitals of Didimoticho and Drama there is no significant difference. The cost of
hospitalisation for the Greeks at the hospital of Xanthi is lower compared to the one for the
immigrants. The immigrants have higher duration of hospitalisation compared to Greek pa-
tients for the hospitals of Kavala, Xanthi and Didimoticho, whereas for the hospitals of Drama
and Komotini the duration does not differ between immigrants and Greek patients.

ACKNOWLEDGEMENTS: This research was supported by the Project ”Immigrants and Health Services - The
case of Eastern Macedonia and Thrace region” that is co-funded by the European Union (European Social Fund) and
National Resources - ARCHIMEDES III.
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Abstract. The classical onset detection approach consists of the following steps: splitting
the ongoing signal in possibly overlapping windows, computing an onset detection function
(ODF) in each window and picking the local maxima of ODF exceeding a certain threshold
value. Some ODFs use the increase of the signal amplitude as an indicator of a tone onset while
other consider signal spectral or phase information. The drawback of the classical approach is
its limitation to only one detection function. Since a binary decision (onset or no onset) has
to be done in each window, applying classification methods appears to be very self-evident.
In this case, not only one but many ODFs can be used to train an appropriate classification
model.

However, there are many differences to the usual classification tasks. Firstly, the good-
ness of the classification rule cannot be assessed by the confusion matrix since not the direct
matches between the estimated and the true (0,1)-onset vectors are essential, but whether the
estimated onset times lie within a tolerance interval around the true onset times. Secondly, due
to possible window overlapping an onset can be marked in many neighboring windows while
only one mark would be correct. Lastly, the classification rule depends on the window size
and the overlap so that, if these both parameters are optimized, a new rule has to be fitted for
every combination.

Only in very few papers classification has been applied to tone onset detection. Here, we
propose a novel strategy for considering many ODFs and applying the classification model
for estimating onset detection times. The main idea is handling the tone onset probability
predicted by the classification model as an ODF. We compare the multivariate approach with
the classical one and discuss aspects of its further developing.
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Abstract. Radio Station Jingles are the fruit flies of systematic music research. They are
simple enough to be modelled fully in terms of the features of their musical structure and
yet they are complete musical objects that exist in their own right, serve a cognitive function
for listeners and are of commercial value to radio stations. This paper aims to identify the
statistical regularities of a corpus of radio station jingles by describing the boundaries of this
‘musical genre’ with a probabilistic model that is based on automatically extracted melodic
features (Müllensiefen & Halpern, 2014). Subsequently we assess the perceptual validity of
the probabilistic model with data from two listening experiments that test whether ordinary
radio listeners internalise the frequency distributions of melodic features of the radio jingles
genre.

A corpus of 92 radio station jingles was compiled. Continuous melodic features with a
Gaussian distribution (such as mean pitch interval size) were modelled using kernel density
estimation; count features (such as jingle length) were modelled with a negative binomial
model; and for categorical features (such as tonality) probability estimates were derived from
relative class frequencies. Feature probabilities were then used as predictor variables to model
the listener response data from two listening experiments showing that ordinary radio listeners
are indeed able to distinguish between jingles that adhere to the stylistic boundaries and those
that do not. Backwards model selection was used to arrive at a model that makes use of only
3 features reflecting major v. minor tonality, melodic contour and pitch interval size that are
sufficient to describe listener behaviour.
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Near-neighbour search in acoustic feature spaces: a
case study in contrafactum and parody
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Abstract. One problem often encountered in the study of historical creative works is that of
attribution: works may have survived only in anthologies, collections, or transcriptions; they
may have been misattributed or mis-catalogued when first published or at later stages in their
history. Attribution of newly-discovered artworks is an ongoing process; as new information
comes to light, previous decisions are revised and refined by the scholarly community.

We present our work on applying near-neighbour search in a high-dimensional acoustic
feature space (Casey et al., 2008), using state-of-the-art acoustic chroma features (Mauch and
Dixon, 2010) to investigate a corpus of recordings of sixteenth-century polyphony. Specifi-
cally, we report on the capability of the tools to reproduce musicological judgments such as
that of Picker (2001), where some works previously attributed to Josquin des Prez were found
to be by Nicolas Gombert. We provide the data and publish the workflow involved in order to
make this investigation reproducible by other researchers.
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distributed Data: ABC-plots and computed
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Abstract. The assessment of inequal distributions aiming at the selection of only the rele-
vant items is an important step in data mining of high dimensional data [Foster/Stine 04].
Typical examples are the selection of relevant components for a principal component analysis
(PCA) [Jolliffe 02] repectively independent component analyses (ICA) [Hendrikse et al 07],
or the selection of variables used in symbolic classifiers in Machine Learning (e.g. CART, ID3
etc.) [Guyon/Elisseeff 03]. Procedures to identify the important few items (e.g. eigenvalues,
variables, components) as opposed to the “trivial many” [Pareto 09, Juran 75] rely often on
“cookbook recipes”. This means the selection is based on heuristics with subjectively chosen
and often unreported criteria. Recently ABC-plots and the computed ABC-analysis have been
introduced [Ultsch/Lotsch 2015] and published in form of a R library on CRAN. ABC-plots
display Lorenz-curves in a way that was already used by Lorenz himself in 1905 [Kleiber
05]. ABC-plots allow a sensible comparison criterion of inequal distributions with a suitable
Uniform distribution, rather than with the unrealistic Identity distribution [Coulter 89]. The
computed ABC-analysis is an algorithmic parameter-free classification of a distribution into
distinct sets of the important versus the unimportant variables. In this work the properties of
ABC-curves, the ABC-plot and the computed ABC-analysis will be presented. Applications
of these methods to typical distributions found in data mining and knowledge discovery, in
particular in “Big Data” from life sciences are given.
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Abstract. Enterprises are confronted with a rapidly growing amount of digital documents
which need to be stored and processed further. Successful handling often requires transform-
ing raw data generated by enterprise resource planning (ERP) systems into structured datasets
based on classifying the document types. Our research aims at experimentally evaluating the
performance of different tree-based and regression-based classifications methods under vary-
ing parameter settings. The ultimate application goal is to develop a process flow-chart en-
abling experts to specify optimal trade-off points between the size of the training-dataset and
the classification accuracy rate. This will be used to partition the data in a pre-processing step
to increase prediction accuracy and decrease the misclassification risk. To keep the overall pro-
cess time as low as possible the classifier performance needs to be augmented with modelling
complexity proxies adding some penalising component. Based on the classifier performance
evaluation on four typical but heterogeneous data sets, different penalising approaches are
discussed regarding various complexity configurations.
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Abstract. Resolving the problem of missing data via imputation can be reduced to two steps.
First, the missing values are predicted. Second, the predicted values are copied over the miss-
ing values. While the second step is straightforward, any prediction method may fundamen-
tally be used for the first step. One type of predictive model that may be employed for the
missing data is the classification tree. However, literature on the predictive accuracy of these
machine learning algorithms in the missing data context is scant to date. Therefore, the aim of
this paper is to analyze the imputation quality offered by classification trees. To this end, real
data are used in a simulation study to gauge which factors influence the performance of clas-
sification trees in different missing data settings. The study design includes various stochastic
and deterministic missing data methods and other factors, such as the missingness mechanism.
An evaluation of different quality measures indicates how classification trees fare in predicting
missing values.
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Abstract. There is a long history of scientific research on learning skills, learning strategies
and learning aids of students and the link of these to academic success (Diseth, 2011).

Measurement of the application of learning strategies on student success has often been
performed via some variation of the Likert-Scale questionnaire (Carey et al., 2014). However,
in the context of our learning strategy survey we hereby report an accompanying text analytics
study of unstructured text comments (text retrieval, text mining, see Dhillon, 2001). The em-
pirical results are based on an online-survey on learning strategies of students studying while
working where 245 out of 297 also filled in the open-question: Which learning strategy was
successful for you?

The Likert-Scale items on the one hand are compared to the concepts extracted by text
mining techniques on the other hand. Both are benchmarked (Hothorn et al., 2005) in terms of
their linking to reported learning outcome based on the residuals after controlling for covari-
ates like e.g. gender, subject or prior-knowledge.
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Abstract. The article discusses the issues and problems resulting from the impact of different
methods of estimation on the level of the obtained parameters and the goodness-of-fit of the
data in context of construction of Structural Equation Models (SEM), pertaining to the data
collected on the 7-point Likert scale. The objective of the conducted experimental analysis was
to compare selected data estimation methods such as ML, MLM, MLV, MLMV, WLS, WLSM
and WLSMV, for which the parameter statistics were calculated, and for which, the quality
of fit of the respective SEM model was evaluated. Eventually, from the list of all presented
methods in the article, the author selected the most optimal approach in accordance with the
scale of measurement which was under consideration. The area of the empirical study and
the subject of investigation was related to the market research methodology effectiveness and
application of structural equation data modeling in the sample (N=391) of firms.
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Abstract. This work is based on the concept of behavioral health, as a set of healthy behav-
iors in the different areas of everyday life This set of health factors that can serve as a basis
for assessing the health status of a population and forecasting healthy life years. To build a
practical and easily usable instrument for measuring these patterns of behavior and life skills
is a way for the adoption of better practices and a better state of health. The goal of this study
is to build an easily usable tool to define the level of behavioral health . To assure the valid-
ity and consistency of the instrument, the authors chose behavioral patterns strongly based
on literature (Report PHEIAC-EU, 2013) This instrument has the form of a questionnaire,
covering the main areas of the construct of behavioral health: dietary patterns, (DRISKELL
et al, 2008.): sleep and circadian rest; physical exercise and body maintenance; relationship
experiences in the organization of everyday life, including behaviors at work (WHO, 2010),
and financial and environmental safety. In this study, it undergoes a process of validation in
order to ensure the empirical validity, internal consistency and the definition of criteria and
standards for interpretation and evaluation of results.
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Abstract. This paper is in the formal concept analysis framework, an algebraic hierarchisa-
tion method of data based on the notion of extent / intent, i.e. of maximally shared attributes
and objects. We present here a heuristic for graph-based similarity measures between two
formal concept lattices, and compare it to results of a previous paper which introduced a
structured-based dissimilarity between concept lattices defined on the same set of attributes.
We define an expressive model using a mapping between objects of the two lattices. A key
point of our approach is that the correspondence in this mapping may not be unique and may
associate each object of the first lattice to several objects of the other one.
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Weak Invariant Measures of an Action of the
Automorphism Group of a Graph

Fabian Ball1 and Andreas Geyer-Schulz2

1 Karlsruhe Institute of Technology fabian.ball@kit.edu
2 Karlsruhe Institute of Technology andreas.geyer-schulz@kit.edu

Abstract. Graph automorphisms cause the following problem with partition comparison
measures used for the evaluation of cluster solutions: They violate the axiom that d(x,y) = 0
implies that x ⌘ y, (d is a measure between two points x and y of some space S). In measure
theory, e.g. Doob (1994) handles this problem formally by replacing this axiom of a metric
space by the axiom of pseudometric space which states that d(x,y) = 0 does not imply x ⌘ y.
In applications, the transformation from a metric space to a pseudometric space requires the
identification of the equivalence classes defined by the automorphism groups and the replace-
ment of members of an equivalence class by the “canonical” representative of the class before
evaluating the solution of the cluster problem. Finding the automorphism group of a graph is
equivalent to solving the graph-isomorphism problem.

In this contribution we identify three invariant measures of group actions (the Kolmogorov-
Sinai entropy, modularity and the partition type) and investigate how a combination of these
measures can be used for extracting graph automorphisms from a sample of dendrograms
which are the result of efficient ensemble learning algorithms for modularity clustering (see
Ovelgönne and Geyer-Schulz (2012)).
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The Constructive Implicit Function Theorem and
Proof in Logistic Mixtures

Xiao Liu and Ali Ünlü

Chair for Methods in Empirical Educational Research, TUM School of Education and Centre
for International Student Assessment (ZIB), TU München, Arcisstr. 21, 80333 Munich,
Germany {x.liu, ali.uenlue}@tum.de

Abstract. There is the work by Bridges et al. (1999) on the key features of a constructive
proof of the implicit function theorem, including some applications to physics and mechanics.
For mixtures of logistic distributions such information is lacking, although a special instance
of the implicit function theorem prevails therein. The theorem is needed to see that the ridge-
line function, which carries information about the topography and critical points of a general
logistic mixture problem, is well-defined (Liu and Ünlü (2014)). In this paper, we express the
implicit function theorem and related constructive techniques in their multivariate extension
and propose analogs of Bridges and colleagues’ results for the multivariate logistic mixture
setting. In particular, the techniques such as the inverse of Lagrange’s mean value theorem
(Sahoo and Riedel (1998)) allow to prove that the key concept of a logistic ridgeline function
is well-defined in proper vicinities of its arguments.
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The Application of the GlueVaR Measure in Risk
Assessment on the Metal Market

Grażyna Trzpiot1 and Dominik Krezolek1

University of Economics in Katowice, Department of Demography and Economic Statistics

Abstract. The purpose of the study is the application of a new risk measure called GlueVaR.
This measure is closely related to Value-at-Risk and Conditional VaR, and its main advantage
is the property of subadditivity. The property of subadditivity has a particular application in
risk measurement, especially in extreme risk measurement. The research area chosen for this
study is the metal market.
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Hedonic Price Indices on the Apartments’ Secondary
Markets in Poland

Anna Król1 and Marta Targaszewska2

1 Wrocław University of Economics anna.krol@ue.wroc.pl
2 Wrocław University of Economics marta.targaszewska@ue.wroc.pl

Abstract. The presented research addresses the problem of efficient methods of measuring
actual price change on the real estate markets. In the class of strictly heterogeneous goods the
price of a good observed in the period t usually may only be compared with the price in period
t+1 of ,,similar” good. Because of the above mentioned fact the problem of quality difference
is immanent feature of price measurement process on real estate markets (for example, there
do not exist two identical properties on the apartments’ market due to the fact that the prices
on this market are highly influenced by neighbourhood-related and location-related attributes,
such as the city district or the distance from city centre to the apartment).

In response to this problem hedonic methods of adjusting price indices to disparities in
the goods quality have been applied. Hedonic regression describes the relationship between
price of good (P) and the set of its characteristics X by certain function f : P = f (X ;b ;e). The
estimate of the vector of parameters b , obtained by estimation of correctly specified hedonic
regression model, allows to calculate theoretical price of a given good with specified set of
significant characteristics which allows to measure ,,true” price change. In presented research
direct methods for calculating hedonic price indices have been applied for data from secondary
apartments’ markets in five biggest Polish cities: Warszawa, Kraków, Łódź, Wrocław and
Poznań.
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Models of Income Distributions for Knowledge
Discovery

Alfred Ultsch1, Stefan Schnabel1 and Michael C. Thrun1

Databionics Research Group, University of Marburg, Germany

Abstract. Descriptions of income distributions using a single distribution, like Lognormal or
Gamma are often quite poor in describing the tails of the distribution [1]. This led to separate
models for the upper vs. lower parts of income distributions [2]. For example [3-5] describe
the high-income region with the Pareto power laws. Other authors model the low to medium
income region using Exponential [6], Lognormal [7] or Gamma distri- butions [8, 9]. The
high income range is often modeled using the cumulative distribution function (cdf) [10],
whereas the low to medium income regions are modeled using the probability density function
(pdf) [11]. Usually no systematic limits between low, medium and high income are defined
[3]. A goal for a valid and suitable model for income distributions is to derive a theory of
the mechanisms which operate in a society (Computational Social Science) and explains the
observed distribution [12]. Here a model for income distributions as a mixture of components
is proposed. The model is derived using the Pareto Density Estimation (PDE) [14] for an
estimation of the pdf. PDE has been designed in particular to identify groups/classes in a
dataset [13]. Precise limits for the classes can be calculated using the theorem of Bayes. Our
model suggests that there are different groups/classes in a society, which contribute to the total
distribution of income in their own way. The approach is demonstrated on several real world
data sets including actual income data from Germany.
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Building the Bridge: Mapping Different Knowledge
Organization Systems in Economics

Andreas Oskar Kempf and Joachim Neubert

ZBW – Leibniz Information Centre for Economics, 20354 Hamburg, Germany
a.kempf@zbw.eu j.neubert@zbw.eu

Abstract. In economics researchers are used to classify their research papers according to
the JEL classification codes1, a classification system quarterly published by the American
Economic Association and assigned by economists in addition to author keywords. Aside
from this exists the STW Thesaurus for Economics2 a domain-specific controlled vocabulary
maintained by the German National Library, and mainly used for indexing by information
specialists.

Here we deal with the question in how far both knowledge organization systems could be
mapped onto each other? Building on economists’ knowledge of the JEL codes we, this way,
would like to encourage economists to use a standardized vocabulary for indexing their own
research papers. Starting with a discussion on methodological issues we present a mapping
between the JEL classification codes and the STW on the level of its category system. In doing
so we are testing an automated vocabulary alignment tool. We will conclude by a discussion on
whether a useful mapping is possible which could motivate the development of a web service
that on the basis of the JEL codes offers economists STW categories they could select subject
headings from to index their own research papers.

References

DEXTRE CLARKE, S.G. (2010): In Pursuit of Interoperability: Can We Standardize Mapping
Types?. In: F. Boteram et al. (Eds.): Concepts in Context. Ergon, Wuerzburg, 91-110.

JACOBS, J.-H. et al. (2010): Benefits of the CrissCross project for conceptual interoperability
and retrieval. In: C. Gnoli and F. Mazzocchi (Eds.): Paradigms and conceptual systems
in knowledge organization. Ergon, Wuerzburg, 236-241.

Keywords

KNOWLEDGE ORGANIZATION SYSTEMS, MAPPING, ECONOMICS

1 https://www.aeaweb.org/econlit/jelCodes.php
2 http://zbw.eu/stw

142



Towards a Comprehensive Knowledge Organisation
System for the Engineering Domain

Elena Bernauer1, Martin Mehlberg2, Mila Runnwerth2, and Gudrun Schmidt1

1 WTI-Frankfurt eG, Ferdinand-Happ-Straße 32, 60314 Frankfurt am Main, Germany
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2 German National Library of Science and Technology, Welfengarten 1B, 30167 Hannover,
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Abstract. To improve information seeking services for the economically and scientifically
significant engineering domain, the German National Library of Science and Technology and
the information service provider WTI have launched the development of an expert knowledge
organisation system (KOS) aiming at a domain ontology for engineering . We present the
step-by-step approach of our joint venture by outlining what has been implemented so far and
give an outlook on what lies ahead: providing a software environment for administrating and
curating thesauri; semi-automated merging, linking, and cross-referencing of several domain-
specific vocabularies (distributed approach to KOS development); semi-automated vocabulary
enrichment by term-extraction from recent scientific literature; multi-lingual access. As a se-
lected use case scenario we also present a new visual exploration concept for a KOS-based
literature research within an information provider’s stock.
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Subject Cataloguing in an RDA Framework –
Strategies and Practical Experience from Germany

Heidrun Wiesenmüller

Stuttgart Media University wiesenmueller@hdm-stuttgart.de

Abstract. Based on FRBR, the new international cataloguing standard “Resource Description
and Access” (RDA) does not only cover descriptive cataloguing, but also the relationships
between works and their subject(s). When RDA was first published, the relevant chapters
had not been worked out, but a new general chapter on subject relationships was added in
April 2015. After describing the current framework which RDA offers for subject cataloguing,
strategies and practical experience from Germany are explained. Since 2012, there is only one
integrated authority file which is used for both descriptive and subject cataloguing. With the
completion of the move to RDA in early 2016, the cooperation will be further intensified –
although it proves difficult in some areas (e.g. records for manuscripts). The German subject
indexing language “Regeln für den Schlagwortkatalog” (RSWK) will change considerably:
Form aspects will no longer be part of the subject headings string, but will be transferred to
the RDA element “Nature of content” (RDA 7.2). However, it seems obvious that RDA as
a general framework can never replace specific subject indexing standards like LCSH and
RSWK.
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The Role of Classification Information in Open Access
Repositories
current status and future directions

Friedrich Summann1 and Dirk Pieper2

1 Bielefeld University Library friedrich.summann@uni-bielefeld.de
2 Bielefeld University Library dirk.pieper@uni-bielefeld.de

Abstract. Repositories have reached a strong role in the scholarly information landscape.
Today thousands of implementations all around the world contain more than 100 million pub-
lications and related objects accompanied with high-level metadata. These metadata contain a
broad variety of classification information. Bielefeld University Library runs the academic
search engine BASE and harvests all these metadata via OAI-PMH. This is an excellent
groundwork to explore and analyze the current situation and coverage of classification in-
formation in repositories. This presentation will give a survey of the current situation based on
a detailed analysis of the data basis. It will show the used classifications and the quality level
related to aspects as the repository type, geographical coverage and discipline relations.

Several activities in supporting automatic classification have been undertaken in the repos-
itories context. Bielefeld UL has implemented an automatic classification tool aligned with
BASE based on computer linguistic technology. As a result currently more than 10 Mill. doc-
uments could be enriched with automatic processed DDC codes stored in the BASE index.

For the future we expect a growing delivery of classification information and in combi-
nation with the increasing provision of open data interfaces (including classification-related
information) new perspectives of adding and processing such type of data. In combination
with efforts as metadata guidelines and vocabulary standards this will support the expansion
of frequency and quality of classification information in repositories.
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Patent Claim Structure Recognition

Rene Hackl-Sommer and Michael Schwantner

FIZ Karlsruhe {Rene.Hackl-Sommer,
Michael.Schwantner}@FIZ-Karlsruhe.de

Abstract. In many fields, information professionals are under unrelenting pressure to effi-
ciently perform their tasks in the face of ever increasing amounts of data. This holds true all
the more in the realm of patent search, notorious for being complex and difficult. In patents,
the claims section is the judicially most relevant part. It is written in a very idiosyncratic style,
containing independent and dependent claims, thus forming a hierarchy. We present our work
aimed at identifying that hierarchy from the full text. Beginning with a short introduction into
the subject matter of patent claims and typical use cases for searching in claims, we then
proceed to show results from a preliminary context analysis that support developing the sub-
sequent strategy. All English claims from the European Patents Fulltext (EPFULL) database
were utilised in that analysis. We then give an impression of the myriad of possibilities with
which claim dependency can be indicated in the text and show a way of how to capture them.
Additionally, we describe several of the problem areas that were encountered, in particular
pertaining to noisy data and representation and indexing challenges. Before concluding, we
show results from our internal evaluations, in which an f-score greater than 0.95 was achieved.
Lastly, some areas of further research are indicated.
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SMGloM a Semantic Mathematical Glossary of the
Next Generation

Michael Kohlhase1 and Wolfram Sperber2

1 School of Engineering & Science, Jacobs University Bremen, Campus Ring 1, D-28759
Bremen, Germany m.kohlhase@jacobs-university.de

2 Zentralblatt MATH, FIZ Karlsruhe, Franklinstr. 11, D-10587 Berlin, Germany
wolfram@zentralblatt-math.org

Abstract. Glossaries are indispensable tools for the scholarly communication for a long time.
In mathematics, glossaries appeared originally as alphabetical lists of used terms and sym-
bols at the cover of books. Today, digital glossaries are a collective name for encyclope-
dias, thesauri, dictionaries, etc. containing a broad spectrum of ontological relations. Glos-
saries are in combination with controlled vocabularies and classification schemes an essential
part of knowledge management in mathematics. In the talk, a concept and prototype of a
new mathematics glossary, the Semantics Multilingual Glossary of Mathematics (SMGloM,
http://mathhub.info/smglom/smglom) will be presented. Mathematics language is a natural
language but it is different from common languages as English or German in some sense. Be-
sides textual notations, symbols and formulae are often used for the presentation of mathemat-
ical objects or concepts allowing to present mathematical content in a highly condensed form.
In other words, a duality between textual notations and symbols and formulas is characteristic
for mathematics. The use of mathematical symbols and formulas is not self-evident, symbols
and formulas are - as textual notations - not unique, the same symbol or formula can be used
in different meanings, different symbols or formulas can be describe the same mathematical
object. So, we have to differ between presentation and content. Wikipedia; Encyclopedia of
Mathematics, Planet Math, MathWorld, and others have created worthy and large glossaries
for mathematics. But, new concepts and languages for the encoding of mathematics content
are necessary to develop more powerful tools for an enhanced semantic presentation and anal-
ysis of mathematics. New languages, as Semantic TEX the W3C standard MathML, or Open
Mathematical Documents (OMDoc) and further theories for formalization of mathematical
knowledge are used for the design of SMGloM.

The talk is focused to the design, the data model and possible use cases of SMGloM. A
SMGloM entry describes a mathematical object or concept. Each entry consists of a definition,
symbols (formal identifiers of the object or concept), and a set of verbalizations and notations.
The verbalizations relate it to lexical entries. The definitions in SMGloM will be written in a
common language, mathematical symbols are TEX encoded. Semantic annotations are real-
ized in Seemantic TEXS. MGloM entries are embedded in their mathematical context. Other
mathematical objects or concepts which are used in the definition of a SMGloM entry have
to be explicitly declared in the SMGloM entry. SMGloM entries are realized by modules,
the module signature contains the language independent parts as identifier, symbols and re-
lations to other SMGlom entries. Language bindings contain multilingual definitions of the
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mathematical object or concept. SMGloM makes important ontological and linguistic real-
izations of mathematical object or concepts explicit. Symbols get a semantification by their
direct linking to an mathematical object or concept. This allows new powerful applications of
the glossary. A possible use case is an enhanced (machine-based) content analysis and clas-
sification: Identified symbols and nota- tions allow a semantic interpretation. Also a linking
to the Mathematics Subject Classification (MSC) scheme is possible Currently, the SMGloM
prototype covers more than 500 SMGloM entries of mathematical objects and concepts with
more than 1,500 language bindings in English, German, Turkish, Romanian, and Chinese. The
technical framwork of SMGloM is complex. Currently, tools for input, quality control (formal
correctness and content), and the transformation of content, and access and user interfaces to
SMGloM are under development. SMGloM is planned as a grassroot activity basing on vol-
unteer contributions of the mathematical community. SMGloM is designed as a distributed
system. SMGloM will be available as an Open Access service. The SMGloM prototype was
developed by Jacobs University Bremen and FIZ Karlsruhe. The work was partially funded
within a project of the Leibniz association.
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The mapping tool “Cocoda”

Umamaheswari Balakrishnan1 and Andreas Krausz1

Common Library Network GBV balakrishnan@gbv.de krausz@gbv.de

Abstract. The endeavor to develop a nation-wide classification scheme had led to the adop-
tion of the DDC in the year 2000 by the national library of Germany. Since then number of
mapping projects have been undertaken to map DDC with several local schemes. However,
exhaustive concordances between different library KOS and the DDC are still rather rare. The
reason for this lies in the lack of infrastructure that would accelerate the intellectual mapping
process.
The project ”coli-conc” aims to address this issue and develop a framework that would

• facilitate semi-automatic generation of mappings
• ease their management
• allow an easy use and comfortable exchange of the same on a single platform and
• concurrently provide quality monitoring that would aid quality management.

To achieve the above objectives, a set of reusable software modules would be created so as
to enable uniform access to knowledge organization systems, concordances and concordance
assessments. These modules will be provided as a web application to support effective pro-
cessing of concordances. In addition, existing software (KOS software, mapping algorithms,
cataloguing software ...) will be evaluated and enhanced with new components for storage,
access to and analysis of different concordances. These components will also be linked with
each other through uniform and open APIs, so that a shared infrastructure is developed for the
management, exchange and building of concordances.
The presentation will illustrate the initial works undertaken towards this aim. It will give
an overview of the project ”coli-conc”, the works carried out so far within the scope of
this project; demonstrate the features of the web-interface of the prototype concordance tool
”Cocoda”, briefly highlight the procedure and the architecture of the tool along with its tech-
nical details.
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Automatic Identification of Synonym Relations in the
Dutch Parliament Thesaurus

Rosa Tsegaye Aga1, Christian Wartena1, Otto Lange2, and Nelleke Aders3

1 Hochschule Hannover, Expo Plaza 12, D-30539 Hannover
rosa-tsegaye.aga@hs-hannover.de@hs-hannover.de

2 Next2Know, Grebbeweg 19b, NL-3902 HG Veenendaal otto@next2know.nl
3 Dienst Informatievoorziening – Tweede Kamer der Staten Generaal, Postbus 20018,

NL-2500 EA Den Haag N.aders@tweedekamer.nl

Abstract. The Information Service of the Second Chamber of the Dutch parliament (Tweede
Kamer der Staten Generaal) archives and indexes documents produced in the parliamentary
process and other documents that are possibly relevant to the parliament. For indexing a special
thesaurus covering all topics relevant to the society and the parliament is used. The Dutch
Parliament is investigating additional alternatives to make information available, by full text
search, automatic indexing and automatic classification. For good results for full text retrieval
and automatic classification it turns out to be important to add more synonyms to the existing
thesaurus terms.

In the present work we investigate the possibilities to find synonyms for terms of the par-
liaments thesaurus automatically. We propose to use distributional similarity (DS) for this. To
test the potentials of DS we extracted over 6000 pairs of terms from the parliament thesaurus.
Half of the pairs consists of two words that refer to the same concept, i.e. one of the terms
is a non-preferred label for the other or both are non-preferred labels for the same third term.
The remaining 3000 pairs consist of words that are equally distributed over related but not
synonymous and completely unrelated pairs.

For each word a co-occurrence profile was constructed using a corpus of 47 Million words
from texts from bestanden.officielebekendmakingen.nl, the site with official
texts from the Dutch government. We used a Support Vector Machine to learn a classifier
that distinguishes between pairs of synonymous and non-synonymous words. Using ten-fold
cross validation we were able to classify 69% correct. When we include string similarity, the
fraction of correctly classified pairs goes up to 75%. However, the positive effect of string
similarity seems not to carry over to data sets, in which much more pairs of words have to be
considered.
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Bibliographic Report 2014: A choice of relevant
classification literature
Online Report 2014: A choice of nice web-features for
subject cataloguing

Gerald Peichl1 and Michael Franke2

1 University Library, University of St. Gallen
2 University Library, Freie Universität Berlin

Abstract. For several years LIS included a bibliographic report, presented by Bernd Lorenz,
Member of the Scientific Program Committee of the Workshop on Classification and Subject
Indexing in Library and Information Science. Essentially the bibliographic Report reviews
library journals articles about case studies and classification theory.
Last year for the first time the bibliographic report implemented additionally an online report
related to the digital world of subject cataloguing and presented interesting web-features. This
should be continued in 2015 at the University of Essex, Colchester, UK.
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