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Naturalistic textures with an intermediate degree of statistical regularity can capture key structural features of natural images (Freeman
and Simoncelli, 2011). V2 and later visual areas are sensitive to these features, while primary visual cortex is not (Freeman et al., 2013).
Here we expand on this work by investigating a class of textures that have maximal formal regularity, the 17 crystallographic wallpaper
groups (Fedorov, 1891). We used texture stimuli from four of the groups that differ in the maximum order of rotation symmetry they
contain, and measured neural responses in human participants using functional MRI and high-density EEG. We found that cortical area
V3 has a parametric representation of the rotation symmetries in the textures that is not present in either V1 or V2, the first discovery of
a stimulus property that differentiates processing in V3 from that of lower-level areas. Parametric responses were also seen in higher-
order ventral stream areas V4, VO1, and lateral occipital complex (LOC), but not in dorsal stream areas. The parametric response pattern
was replicated in the EEG data, and source localization indicated that responses in V3 and V4 lead responses in LOC, which is consistent
with a feedforward mechanism. Finally, we presented our stimuli to four well developed feedforward models and found that none of them
were able to account for our results. Our results highlight structural regularity as an important stimulus dimension for distinguishing the
early stages of visual processing, and suggest a previously unrecognized role for V3 in the visual form-processing hierarchy.
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Introduction
Objects and surfaces in the visual world are defined not just by
their shapes and orientation, but also by their texture and surface
markings. Textures are characterized by the repetitive occurrence
of a pattern that may appear more or less regular at different

scales (Arcizet et al., 2008). Textures contribute strongly to the
perception of the material properties of objects (Adelson, 2001),
and to the perception of both patterns (Kass and Witkin, 1987;
Dakin and Watt, 1997) and 3D shape (Knill, 1998a,b,c; Li and
Zaidi, 2000).

Image texture can be understood in the context of regularity
space, which positions any texture on a continuum going from
low to high regularity (Liu et al., 2004b). “Microtextures”—
image patches whose appearance is invariant with phase infor-
mation (Galerne et al., 2011)—are found at the low-regularity
end of the spectrum. New, perceptually indistinguishable, micro-
texture patches can be generated by simply randomizing the
phase of the original patch while retaining the amplitude spec-
trum. This class of natural image texture includes gravel, sand,
clouds, and waves, but other natural textures have more struc-
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Significance Statement

Hierarchical processing is a fundamental organizing principle in visual neuroscience, with each successive processing stage being
sensitive to increasingly complex stimulus properties. Here, we probe the encoding hierarchy in human visual cortex using a class
of visual textures—wallpaper patterns—that are maximally regular. Through a combination of fMRI and EEG source imaging, we
find specific responses to texture regularity that depend parametrically on the maximum order of rotation symmetry in the
textures. These parametric responses are seen in several areas of the ventral visual processing stream, as well as in area V3, but not
in V1 or V2. This is the first demonstration of a stimulus property that differentiates processing in V3 from that of lower-level
visual areas.
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tured, repeating elements. These textures cannot be synthesized
on the basis of the power spectrum alone and have been called
“macrotextures” to highlight the increased regularity over micro-
textures (Galerne et al., 2011).

An influential approach to synthesizing macrotextures has
been to use a set of joint statistics over a set of filters tuned for
orientation, location, and scale (Portilla and Simoncelli, 2000).
This biologically inspired synthesis approach to texture has been
applied as an analysis tool for understanding texture representa-
tions in visual areas V2 (Freeman et al., 2013) and V4 (Okazawa et
al., 2015). While neurons in V1 are largely insensitive to the in-
formation captured by the synthesis model, sensitivity to the
higher-order features is present starting in V2 in both the ma-
caque single-unit data and in human fMRI (Freeman and Simo-
ncelli, 2011; Freeman et al., 2013).

Here, we investigated a class of textures that are found at the
extreme end of the texture regularity spectrum. These maximally
regular textures each belong to 1 of the 17 crystallographic “wall-
paper groups,” which are defined by a unique combination of the
following four fundamental symmetries: translations, rotations,
reflections (i.e., mirror symmetry), and glide reflections (Fedo-
rov, 1891; Polya, 1924; Liu et al., 2010). All groups contain trans-
lation symmetry, which arises from a group-specific textural
motif that periodically tiles the plane. In an effort to determine
how and where these higher-order regularities are represented in
human visual cortex, we focused on a subset of this class of tex-
tures that all contain rotation as well as translation, but no other
symmetries. Previous imaging work on symmetry has identified
several extrastriate areas that are sensitive to reflection symmetry
in dot patterns (Sasaki et al., 2005; Tyler et al., 2005). A subset of
these regions remained sensitive even when attention was con-
trolled, while others had a significant response during only pas-
sive viewing (Sasaki et al., 2005).

Here, we extended this work using a combination of func-
tional MRI and EEG source imaging, and found that visual areas
V3, V4, VO1, and the lateral occipital complex (LOC) each had a
parametric response to rotation symmetry. This sensitivity to
rotation symmetry was absent in V1 or V2, suggesting that the
information conveyed by this form of regularity is not encoded
before V3. To investigate whether the symmetry responses in V3
and V4 rely on top– down signals from object areas later in the
ventral stream, we performed an EEG source localization exper-
iment that allowed us to determine the temporal order of sym-
metry processing across visual areas. These measurements
indicated that the onset of the symmetry response occurs earlier
in V3 and V4 than in LOC, suggesting that symmetry information
is propagated to the ventral stream in a bottom– up fashion. Our
results show that regular textures are represented parametrically
starting in V3 and throughout ventral temporal cortex.

Materials and Methods
Participants. Twenty-five participants (11 fe-
males; mean age, 28.7 � 13.3) took part in the
main EEG experiment. Twelve of these partic-
ipants (6 females; mean age, 34.8 � 14.0) also
took part in the fMRI experiment. Ten addi-
tional participants (4 females; mean age,
25.3 � 9.0) took part in an additional control
EEG experiment, with 3 people participating in
all three experiments. All were prescreened to
confirm that they had normal or corrected-to-
normal visual acuity on the Bailey-Lovie chart
and normal stereopsis on the RandDot test
(http://precision-vision.com/products/
stereo-vision-tests/randot-stereo-test.html).

Their informed consent was obtained before the experiment under a
protocol that was approved by the Institutional Review Board of Stanford
University.

Wallpaper stimulus generation. Wallpaper patterns are repetitive 2D
patterns that tile the plane. There are 17 unique wallpaper patterns, cor-
responding to the set of planar symmetry groups (Fedorov, 1891; Polya,
1924; Liu et al., 2010). Each of the 17 wallpaper groups is built on one of
five types of “unit lattices” that are used for tiling the plane without gaps.
The “fundamental region” is the smallest repeating region in the wallpa-
per patterns. Within the unit lattice, multiple rigid transformations are
applied to the fundamental region, which give rise to symmetries within
the wallpaper group. As mentioned earlier, each wallpaper group con-
tains a distinct combination of the following four fundamental symme-
tries: translations, rotations, reflections, and glide reflections.

In the experiments presented here, we measured neural responses to a
subset of four of the 17 wallpaper groups: P2, P3, P4, and P6. These four
groups all contain rotation symmetries, as well as translation symmetries
given by the tiling of the unit lattice, but no other symmetries. Rotation
symmetry around a particular point can be defined in terms of its order n,
which means that the fundamental region can be rotated by an angle
360°/n without changing. The four wallpaper groups used in the present
experiments are illustrated schematically in Figure 1, using a comma-
shaped symbol as the fundamental region. Each group contains rota-
tion symmetry around several points that vary in order. For P2, the
maximum order of rotation symmetry is 2; for P3, it is 3; for P4, it is
4; and for P6, it is 6.

We generated exemplars from the four wallpaper groups by using
random noise textures as the fundamental regions based on a modifica-
tion of the stimuli developed by Clarke et al. (2011b). In Figure 2, we
show an exemplar from each of the four wallpaper groups, and indicate
the fundamental region, rotation symmetry centers, and unit lattice on a
magnified region of each texture. Although all four exemplars are gener-
ated from a fundamental region containing random noise, the resulting
wallpapers are quite visually appealing, and very different from one an-
other. Importantly, using random noise in the fundamental region
means that for each wallpaper group an almost infinite number of dis-
tinct exemplars can be easily generated (a range of exemplars from group
P6 are shown in Fig. 4).

Generating wallpaper patterns by directly tiling the unit lattice is algo-
rithmically challenging because unit lattices can have non-right angles,
making them difficult to concatenate on a raster graphics display. We
circumvented this issue by generating the smallest rectangular tile that
contains the unit lattice and that can be easily replicated, here referred to
as the “repeating tile.” The generation of a repeating tile starts with the
fundamental region, which is cut from a larger “base texture.” The base
texture is generated by convolving spatial white noise with a Gaussian-
like filter constrained by the dimensions (width and height) of the base
texture.

The fundamental region forms the basis for the unit lattice, which in
turn constrains the repeating tile. Because of this, the shape and size of
the fundamental region depends on the wallpaper group being portrayed
as well as the area of the repeating tile. The generation of the fundamental
region for group P6, an isosceles triangle with angles 30°, 30°, and 120°, is

Figure 1. Tutorial examples of the four distinct wallpaper patterns used in the experiment, containing no reflection or glide
symmetries. The maximum order of rotation symmetry for each wallpaper group is indicated next to each image. In these exam-
ples, the fundamental region is a comma-like symbol (illustration adapted from Wade, 1993).
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shown in Step 1 of Figure 3. After the fundamental region is generated, it
is then rotated and repeated to generate the repeating tile appropriate for
a specific wallpaper group. This process is illustrated in Steps 2–5 of
Figure 3. The finished repeating tile is then used to tile the plane (Fig. 3,
Step 6), before a final postprocessing procedure is applied (Fig. 3, Step 7),
as described below.

The dimensions of the fundamental region define the area of the re-
peating tile, which in turn defines the spatial scale of the exemplar. A key
issue when designing the wallpapers was to parameterize the dimensions
of the fundamental region such that spatial scale was uniform across
different groups. Because of forced relationships among the area of the
unit lattice, the area of the fundamental region, and the dimensions of the
repeating tile, it is not possible to equate all parameters across all groups.
For our stimuli, we decided to equalize the area of the repeating tile across
groups to 100 � 100 image pixels. This meant that the unit lattices had an
area of 100 2 pixels for the P2 and P4 groups, and 2/3 � 100 2 for the P3
and P6 groups (Fig. 2). The initial horizontal and vertical dimensions of
the base texture were set to the square root of the tile area for all groups to
ensure that the granularity within the textures was consistent. We calcu-
lated the area of the repeating tile as a function of the dimensions of the
fundamental region for each group and cropped the base texture so that
the repeating tile would have the desired area. For the wallpaper groups
containing rotations of order 3 and 6 (P3 and P6 groups), an additional
upscaling operation was performed: after cropping, the base texture was
scaled up multiple times (usually 9 –10 times), allowing us to concatenate
the results of rotation with high precision (within 3 pixels). The finished
repeating tile was then scaled back down so that the area of the repeating
tile was matched across all groups.

For each of the four wallpaper groups, we generated 20 exemplars,
each starting with a new randomly generated base texture and resulting
fundamental region. We then applied the following postprocessing pro-
cedure to each of the exemplars to accomplish several goals. First, we
performed a Fourier decomposition on each of the 20 exemplar images
and computed the average power spectrum across all exemplars within
each group. We then replaced the power spectrum of each individual
exemplar with the average, so that the power spectrum was equated
across all exemplars. To minimize edge artifacts due to tiling, each exem-
plar image was then low-pass filtered using a Gaussian filter with size 9 �
9 pixels and SD � � 1 pixel. Using the histeq function in MATLAB, we
performed histogram equalization to increase the visual salience of the
patterns, and then scaled the gray-level pixel intensities to 2–255. Finally,
we applied a circular aperture mask to the images to minimize interac-

tions between the wallpaper group lattices and the pattern edges. The
effect of the postprocessing procedure can be observed by comparing
Steps 6 and 7 in Figure 3.

Control stimulus. Phase-randomized control exemplars were gener-
ated for each of the 20 exemplars from each wallpaper group. Control ex-
emplars had the same power spectrum as the exemplar images for each
group. Although the phase scrambling eliminates the symmetry relation-
ships within the unit lattice, the periodicity of the lattice itself is inherited by
the phase-scrambled images. This means that all control exemplars, regard-
less of which wallpaper group they are derived from, degenerate to another
symmetry group, namely P1. P1 is the simplest of the wallpaper groups and
contains only translations of a region whose shape derives from the lattice.
Because the different wallpaper groups have different lattices, these P1 con-
trols are slightly different between groups. Among the four groups we stud-
ied here, P2 and P4 shared one lattice, and P3 and P6 shared another,
different lattice. As we shall see, our experimental design takes these lattice
differences into account by comparing the neural responses evoked by a
wallpaper group to that evoked by the matched control exemplars that share
the same lattice structure, but have no rotation symmetry.

Stimulus presentation. In the functional MRI experiment, the wallpa-
per images were shown on a 47 inch Resonance Technology LCD display.
Participants viewed the screen through a mirror at a distance of 277 cm.
The screen had a resolution of 1024 � 768 pixels, an 8 bit color depth,
and a refresh rate of 60 Hz. The mean luminance was 34.39 cd/m 2, and
contrast was 90%. The circular aperture defining the edge of the wallpa-
pers had a diameter of 11.2° of visual angle, and the rest of the screen was
uniformly gray. In the EEG experiment, the stimuli were shown on a 24.5
inch Sony Trimaster EL PVM-2541 organic light-emitting diode display,
with a screen resolution of 1920 � 1080 pixels, 8-bit color depth and a
refresh rate of 60 Hz, viewed at a distance of 70 cm. The mean luminance
was 69.93 cd/m 2, and contrast was 95%. The diameter of the circular
aperture was slightly larger in this experiment at 13.8° of visual angle, and
again the background was gray.

Structural and functional MRI acquisition. Functional and structural
MRI data were collected on a Discovery 750 MRI system (General Elec-
tric Healthcare) equipped with a 32-channel head coil (Nova Medical) at
the Center for Cognitive and Neurobiological Imaging at Stanford Uni-
versity. For each participant, we acquired two whole-brain T1-weighted
structural datasets (1.0 � 1.0 � 1.0 mm resolution, TE � 2.5 ms, TR �
6.6 ms, flip angle � 12°, FOV � 256 � 256 mm) that were used for tissue
segmentation and registration with the functional scans. We also ac-
quired a single whole-brain, T2-weighted structural dataset (1.0 � 1.0 �

Figure 2. The stimuli used in the experiments reported here. Bottom, An exemplar from each of the four wallpaper groups. Top, Part of each exemplar, magnified so that the details of the pattern
are easier to see. The fundamental regions are indicated with colored shading. The rotation symmetries in each pattern are indicated as follows: rotation of order 2 (rhombus), rotation of order 3
(triangle), rotation of order 4 (square), and rotation of order 6 (hexagon). The unit lattice is indicated with a yellow outline. Note how the fundamental region is rotated and repeated within the unit
lattice, which is then used to tile the plane in each of the four exemplars. In the case of P3, the fundamental region is cut in half, and each half is rotated and repeated separately.
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1.0 mm resolution, TE � 75 ms, TR � 2500 ms, flip angle � 90°, FOV �
256 � 256 mm), which was used for defining the tissue boundaries used
for the EEG head model. For the functional MRI experiment, we col-
lected functional data consisting of 30 coronal slices (2.0 � 2.0 � 2.0 mm
resolution, TE � 30 ms, TR � 2000 ms, flip angle � 77°, FOV � 220 �
220 mm), positioned at an oblique angle to maximize the coverage of
occipital, ventral, and parietal cortices. The scans used for localization of
functionally defined regions of interest (ROIs) had the same voxel size
and TE/TR as that used in the main experiment, but a multiplexed EPI
sequence was used that allowed for whole-brain coverage.

fMRI experimental procedure. We used a block design for the fMRI
experiment in which 12 s experiment blocks (referred to as “A blocks”)
alternated periodically with 12 s control blocks (referred to as “B
blocks”), yielding a 24 s base period for the paradigm, which was repeated
10 times in what we refer to as a “scan.” The paradigm is illustrated
schematically in Figure 4. Ten stimulus cycles were shown per scan, with
an additional half-cycle (one 12 s control block) being shown in the
beginning of the scan to allow the brain and the scanner to settle. The data
collected during this “dummy” period were not included in the analysis.
Fourier analysis was used to quantify BOLD activation at frequencies
equal to exact integer multiples of the 240 s scan period (0.0042 Hz) up to
0.5 Hz, as limited by the 2 s TR. The paradigm frequency was 10 cycles per
scan, and all plots use this convention for the frequency axis.

During the experiment blocks, 10 wallpaper group exemplars were
shown interleaved with their matched control exemplars, alternating at 1

Hz (e.g., 500 ms duration P1 control images
followed by 500 ms presentation of the corre-
sponding intact exemplar). During the control
blocks, P1 control exemplars were alternated
with another set of P1 control exemplars gen-
erated using the same procedure (for a total of
20 control images per block, with each image
again presented for 500 ms). Experiment and
control blocks differed only in the presence of
intact rotation symmetry in the experiment
block. Ten image pairs (control– exemplar or
control– control) were shown in each block, al-
ways in the same order, and the first and last
pairs were shown twice, for a total of 24 image
presentations within a block. Within each scan,
exemplars and control stimuli all came from
the same wallpaper group, and we collected
three 4 min scans for each group. To avoid the
effects of scan order within a session, we
scanned all four groups in a specific order,
which was repeated three times. We always
used the same repeating order (P2 ¡ P3 ¡ P4
¡ P6), but different starting groups were used
for each participant, such that all four groups
were used as the starting group for equal
amounts of time. The fMRI experiment design
is illustrated in Figure 4B.

We used a concurrent task to ensure that par-
ticipants were alert and paying attention to the
visual stimulus. Two times per block, for both A
and B blocks, a randomly chosen image pair was
shown at reduced contrast, and participants were
instructed to press a button whenever they de-
tected a contrast reduction. Before each scan, we
adjusted the contrast reduction such that the av-
erage value for participant accuracy was kept at
�85% correct.

EEG experimental procedure. The EEG ex-
periment was designed to mimic the fMRI ex-
periment as closely as possible, while taking
into account the superior temporal resolution
of EEG. We used a steady-state design, in which
P1 control images alternated with test images
from each of the four wallpaper groups under
study (P2, P3, P4, and P6). As in the fMRI

study, each exemplar image was always preceded by its matched P1 con-
trol image, which was generated as described above. Each image was
shown for 600 ms, and a control image followed by an exemplar image
constituted a single stimulus cycle, with a frequency of 0.83 Hz. A trial
consisted of 10 stimulus cycles corresponding to 10 different exemplar
images and matched controls, which all came from the same wallpaper
group. The images were always shown in the same order within a trial.

Participants initiated each trial with a button press, which allowed
them to take breaks between trials. Trials from a single wallpaper group
were presented in blocks of four repetitions, which were themselves re-
peated twice per session, and were shown in random order within each
session. During each trial, participants performed the same concurrent
task as in the fMRI experiment, as follows: two times per trial, an image
pair was shown at reduced contrast, and the participants were instructed
to press a button on the joypad. As in the fMRI experiment, we adjusted
the contrast reduction such that the average value for participant accu-
racy was kept at �85% correct.

fMRI analysis. After removing the dummy TR values, the fMRI data were
preprocessed in AFNI (Cox, 1996). Preprocessing included the following
steps: slice time correction; motion registration (the third TR of the first scan
was always used as the base); scaling (each voxel was scaled to a mean of 100,
and values were clipped at 200); and detrending [removing components
corresponding to the six motion registration parameters, as well as Legendre
polynomials of order 0 (constant signal), 1 (linear drift), and 2].

Figure 3. Diagram of stimulus generation steps for wallpaper group P6, as follows: 1, the fundamental region is selected from
the filtered random-noise base texture; 2a, the fundamental region is rotated 120° and 240°, and combined with itself into an
equilateral triangle; 2b, building the triangle “liner.” The fundamental region is rotated 180°; the top half is stacked at the bottom,
and the bottom half goes to the top. This set is now combined with 300° and 60° rotated versions of the fundamental region. 3,
Triangle and triangle liner are joined together to produce half of the repeating tile; 4, half of the repeating tile is rotated 180° and
combined with itself to produce a rectangular repeating tile; 5, the finished repeating tile; 6, the repeating tile is used to tile the
plane, repeated eight times down and five times across; and 7, the finished stimulus after postprocessing (power spectrum
replacement, low-pass filtering, histogram equalization, and application of a circular aperture mask).
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ROIs were functionally defined for each par-
ticipant based on data from separate scanning
sessions and registered to the experimental
data by aligning the ROI anatomy with the ex-
perimental data using a rigid body transforma-
tion, which was then applied to the ROIs so
that they were in registration with the func-
tional data collected in the symmetry fMRI
experiment.

The remainder of the analysis was per-
formed in MATLAB. The time course data
were first averaged across the three scans for
each condition, and then across the voxels
within each ROI. We then applied the Fourier
transform to the average time course for each
ROI, omitted DC, multiplied the amplitudes
by 2 to get the single-sided spectrum, and
scaled by dividing the amplitudes with the
number of samples in the time course. An ex-
ample of the resulting amplitude spectrum is
shown in Figure 5. After computing the ampli-
tude spectrum for all four conditions, we took
the amplitude of two sidebands on both sides
of the stimulus frequency over all four condi-
tions, and averaging these 16 values (four side-
bands � four conditions) to get a single
number representing the noise level across all
conditions. We then computed the signal-to-
noise ratio (SNR) for each condition by divid-
ing the amplitude at the stimulus frequency
with the noise level. We performed this proce-
dure for each of the 12 participants to generate
participant-specific SNR values for all four
conditions.

Functionally defined visual regions of interest. Nine visual ROIs were
defined individually for each of the 12 participants who took part in the
fMRI experiments. The majority of the areas were defined based on
retinotopic mapping, which was performed using the population recep-
tive field method (Dumoulin and Wandell, 2008), with the exception of
two of our participants for whom the traditional phase-mapping method
with rings and wedges was used (DeYoe et al., 1994; Engel et al., 1994).
The areas were defined manually based on standard criteria (Sereno et al.,
1995; Engel et al., 1997): contralateral quarterfield representation for
V1d, V1v, V2d, V2v, V3d, and V3v; contralateral hemifield representa-
tion for V4 (Wade et al., 2002); and V3A/B (Tootell et al., 1997). IPS0 was
defined as an additional contralateral hemifield representation anterior
to V3A/B (IPS0 was originally known as V7; Tootell et al., 1998; Wandell
et al., 2007). VO1 as an additional contralateral hemifield representation
abutting V4 (Brewer et al., 2005). We note that in three of our partici-
pants, IPS0 and/or VO1 could not be defined bilaterally, because of vari-
ability in the quality of the acquired data. Every ROI could be defined
bilaterally in at least 10 participants.

In addition to the retinotopic areas, we defined LOC and motion-
sensitive middle temporal cortex (hMT �) using fMRI block designs.
During the LOC localizer scans, participants viewed blocks of images
depicting common objects (12 s/block), alternating with blocks contain-
ing scrambled versions of the same objects. The stimuli were identical to
the ones used in a previous study (Kourtzi and Kanwisher, 2000). hMT �

was defined using stimuli similar to those described by Huk and col-
leagues (2002): localizer scans blocks of low-contrast moving dots alter-
nated with blocks of low-contrast static dots. Three repetitions of each of
the two types of localizer scans were performed for each participant,
which was sufficient to define LOC and hMT � bilaterally in all
participants.

EEG acquisition and preprocessing. The EEG data were collected with
128-sensor HydroCell Sensor Nets (Electrical Geodesics) and bandpass
filtered from 0.3 to 50 Hz. Following each experimental session, the 3D
locations of all electrodes and three major fiducials (nasion, and left and
right preauricular points) were digitized using a 3Space Fastrack 3D

digitizer (Polhemus). The digitized locations were used to construct the
EEG forward model (see EEG source-imaging analysis section). Raw data
were subjected to an off-line sample-by-sample thresholding procedure
in which noisy sensors were replaced by the average of the six nearest
spatial neighbors. On average, �5% of the electrodes were substituted;
these electrodes were mainly located near the forehead or the ears, and, as
such, are likely to have a negligible impact on our results, as our stimuli
will likely drive responses mainly at electrodes over occipital, temporal,
and parietal locations. The EEG data were then re-referenced to the
common average of all the sensors and segmented into 10 1.2-s-long
epochs (each corresponding to exactly one cycle of image modulation).
Epochs for which a large percentage of data samples exceeded a noise
threshold (depending on the participant and ranging between 25 and 50
�V) were excluded from the analysis on a sensor-by-sensor basis. This
was typically the case for epochs containing artifacts, such as blinks or eye
movements.

A Fourier analysis was applied on every epoch using a discrete Fourier
transform with a rectangular window. Given that each epoch was 1.2 s,
this Fourier transformation led to a frequency resolution of �f � 0.42 Hz.
For each frequency bin, the complex-valued Fourier coefficients were
then averaged across all the epochs and all the trials. Thus, these average
Fourier coefficients for each session were obtained from up to 80 data
samples (10 epochs � 8 trials). Each participant did two sessions, and the
Fourier coefficients from each session were averaged immediately for the
sensor space analysis. For the source localization analysis, each session
was taken through the source localization pipeline separately and then
averaged in source space.

EEG sensor space analysis. The average Fourier coefficients from each
subject were averaged over a “sensor space region of interest” consisting
of six electrodes over occipital cortex (70, 74, 75, 81, 82, 83). We used an
additional second sensor space ROI, consisting of six electrodes over
parietal cortex (53, 54, 61, 78, 79, 86) to generate control data. We iso-
lated the response specific to symmetry by analyzing the odd and even
harmonics of the spectrum separately (Norcia et al., 2002). Because we
used a steady-state design in which P1 control images that had no rota-

A

B

Figure 4. A, Schematic of the experimental design used in the EEG experiment. P1 control exemplars (marked “C”) alternated
with PX exemplars (i.e., exemplars from one of the four wallpaper groups P2, P3, P4, and P6; marked “X”). Five P6 exemplars and
matched controls are shown in the order they were shown in the experiment, and on a gray background like the one used in the
experiment. Below the wallpaper images, a full EEG block is shown schematically, with 10 PX exemplars and 10 P1 control
exemplars. B, Schematic of the experimental design used in the fMRI experiment. A and B blocks are shown schematically: In A
blocks, P1 control exemplars (C1) alternate with PX (X) exemplars in a way that is very similar to the EEG experiment. In B blocks, P1
control exemplars alternate with another set of P1 control exemplars (C2). In the bottom of the figure, the first few stimulus cycles
in a scan are shown schematically, including the 12 s prelude in which a B block was shown. Note that in each fMRI scan, one
wallpaper group was shown exclusively, so PX was P2, P3, P4, or P6. The P1 control exemplars were directly matched to the PX
exemplars (see the Control stimulus section).
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tion symmetry alternated with images from the four rotation symmetry
groups, the rotation symmetry response will predominantly be found in
the odd harmonics, whereas the even harmonics will mostly consist of
responses arising from the image update, unrelated to symmetry. To
demonstrate the specificity of the odd harmonics, we collected a separate
dataset where we simply alternated the same P1 control images with an
additional 10 P1 images (the same additional set of control images that
was used in the fMRI control block). The expectation was that there will
be no signal in the odd harmonics in this case, while the even harmonics
will be largely unchanged (Norcia et al., 2002).

We computed the SNR for each harmonic based on the amplitude
spectrum, the noise level for each harmonic, by taking the amplitude of
one sideband on either side of the harmonic frequency over all four
conditions, and averaging these eight values (two sidebands � four con-
ditions) to get a single number representing the noise level across all
conditions for that harmonic. We then computed SNR by dividing the
amplitude at the harmonic frequency with the noise level. This was done
individually for each participant. This procedure is analogous to the one
used when computing SNR for the fMRI data, with the exception that we
had to estimate the noise based on two, rather than four, side frequencies,
to avoid including neighboring harmonics in the noise level.

Tissue segmentation procedure. The FreeSurfer software package
(http://surfer.nmr.mgh.harvard.edu) was used to extract both gray/
white and gray/CSF boundaries, and generate cortical surface meshes. To
avoid discontinuities in the cortically constrained inversion procedure
arising from curvature differences between the gray/white and gray/CSF
boundary, we generated a surface partway between these two boundaries
that has gyri and sulci with approximately equal curvature. This “midg-
ray” cortical surface consisted of a very dense triangular tessellation of
several hundred thousand regularly spaced vertices. This tessellation was
then downsampled to 20,484 vertices using the MNE software package
(http://martinos.org/mne/stable/index.html). This number is low eno-
ugh to compute the forward model on a standard workstation and yet
accurately reflect the shape of cortical manifold (see e.g., Baillet et al.,
2001). The final midgray surface was used to define the visual ROIs and
the source space for the EEG current modeling. The FSL toolbox (http://
www.fmrib.ox.ac.uk/fsl/) was used to segment, from the individual T1-
and T2-weighted MRI scans, contiguous volume regions for the inner
skull, outer skull, and scalp. These MRI volumes were then converted
into inner skull, outer skull, and scalp surfaces (Smith, 2002; Smith et al.,
2004) that define the boundaries between the brain/CSF and the skull,
the skull and the scalp, and the scalp and the air.

EEG source-imaging analysis. For each participant, the EEG source
space was defined by the midgray surface (see the Tissue segmentation
procedure section). The distance between the 20,484 vertices of this sur-

face was on average 3.7 mm (SD, 1.5 mm; range, 0.1–11 mm). Current
dipoles were placed at each of these vertices. Their orientations were
constrained to be orthogonal to the cortical surface to diminish the num-
ber of parameters to be estimated in the inverse procedure (Hämäläinen
et al., 1993). The source space, the 3D electrode locations, and the
individually defined boundaries were then combined using the MNE
software package to characterize the electric field propagation using a
three-compartment boundary element method (Hämäläinen and Sar-
vas, 1989). The resulting forward model is linear and links the activity of
the 20,484 cortical sources to the voltages recorded by our EEG
electrodes.

Cortical current density estimates of the neural responses were ob-
tained from an L2 minimum–norm inverse of the forward model as
described in a recent study by Cottereau et al. (2012). We used the func-
tionally defined visual ROIs to constrain these estimates by modifying the
source– covariance matrix. The aim of this procedure was to decrease the
tendency of the minimum–norm procedure to smooth activity across
different functional ROIs. The following two modifications were applied:
(1) we increased the variance allowed within the visual ROIs by a factor of
two relative to other vertices; and (2) we enforced a local correlation
constraint within each ROI using the first- and second-order neighbor-
hoods on the cortical tessellation with a weighting function equal to 0.5
for the first order and 0.25 for the second order. This correlation con-
straint, therefore, respects both retinotopy and boundaries between vi-
sual areas, and permits a more precise dissociation of signals from
different ROIs. This is not the case for other smoothing methods, such as
LORETA, that apply the same smoothing rule across all of cortex
(Pascual-Marqui et al., 1994). For each participant and condition, this
inversion scheme was applied to the average Fourier coefficients (see the
EEG acquisition and preprocessing section), which resulted in an estima-
tion of these coefficients for each source on the cortical tessellation. The
complex coefficients were then averaged across all the sources belonging
to each functional ROI, for each participant. These within-participant
ROI averages were then averaged across participants to generate cross-
participant averages for each ROI. This procedure has been shown to
reduce cross talk between different cortical ROIs, resulting in better area
resolution in the group inversion than can be achieved in single partici-
pants (Cottereau et al., 2015).

Symmetry onset-timing estimation. For the source localization analyses,
our main interest was in estimating the response onset latency differences
between different ROIs. We did this by fitting a piecewise linear function
to the source-localized waveforms using a shape-language-modeling
toolbox implemented in Matlab (http://www.mathworks.com/matlab-
central/fileexchange/24443-slm-shape-language-modeling). The model
was fit to the section of the waveform beginning at the onset of the second
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Figure 5. On the left-hand side of the figure, we plot the average fMRI BOLD response within the bilateral V4 ROI over a single stimulus cycle, averaged across participants (n � 12), for each of
the four conditions. Error bars indicate the SEM across participants. Stimulus blocks A and B are shown in the bottom part of the plot. On the right-hand side of the figure, we plot amplitude spectra
for the four conditions computed over bilateral V4 ROI, and averaged across participants. The stimulus frequency (10 cycles/scan) is indicated in red on the spectra.
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image (from one of the four wallpaper groups) and ending at 300 ms
later, our rationale being that the response should begin within 300 ms of
the image onset. The only constraint on the model was that it had to
consist of three linear sections, separated by two breakpoints that were
determined by the fitting procedure. The first breakpoint provided a
reasonable estimate of the latency of the negative deflection characteristic
of the symmetry response (see Fig. 9).

We used a jackknife procedure to estimate the error of the latency
differences between pairs of ROIs by computing average waveforms
across all participants except one, and then fitting the piecewise linear
model to the resulting waveform. We then subtracted the resulting re-
sponse latency in the first ROI from the latency in the second. We re-
peated this procedure for all participants, and estimated the SE of the
differences, as described by Miller et al. (1998, their Eq. 2).

Computational modeling. Wallpaper patterns can be construed as be-
ing textures or, alternatively, as having elements of form that relate to
object properties. There has been considerable interest in developing
computational models of early visual cortical mechanisms or machine
vision algorithms that could support either texture or object processing.
When interpreting our findings, it is important to assess the extent to
which differences in the neural responses elicited by the four wallpaper
groups can be explained by properties of the stimuli that are unrelated to
rotation symmetry, per se, but could be relatable to other types of regu-
larity found in textures. To address this question, we measured the pre-
dicted strength of neural responses to the four wallpaper groups
according to (1) their Weibull statistics, (2) their discriminability by a
robust texture classifier, (3) their pattern phase congruency across spatial
scale, and the (4) the responses of the model of second-order contrast
sensitivity. Each of these approaches has been shown to be sensitive to the
statistics of natural images and can provide quantitative metrics of tex-
ture similarity. Our computational approach was analogous to the one
taken in the EEG and fMRI experiments, in that we assessed the predicted
response difference between each group of exemplars and its corre-
sponding P1 control. All four models were run on the same set of images
that was used for the EEG and fMRI experiments, with 20 exemplars per
wallpaper group, and the predicted responses differences were then av-
eraged across exemplars within a group. The first three approaches were
applied to cropped versions of the stimuli to reduce the number of arti-
facts caused by the aperture, while the contrast model was applied to the
whole image, including the aperture, and the resulting output map was
then cropped.

It has been suggested that parameters of the Weibull distribution pro-
vide useful summary statistics for natural images (Geusebroek and
Smeulders, 2002). The Weibull distribution was initially used to describe
the range of particle sizes resulting from roller mills (Rosin and Rammler,
1933), and it has intuitive appeal as an index of “fragmentation” in an
image (Geusebroek and Smeulders, 2002; Groen et al., 2013). The
Weibull distribution is parameterized by a “scale” parameter a and a
“shape” variable b. The scale parameter varies with the contrast energy of
the image, and the shape parameter varies with the spatial coherence of
the image (Groen et al., 2013). Several recent event-related potential
(ERP) reports have investigated the extent to which Weibull statistics
could explain the variance in the neural responses (Scholte et al., 2009;
Groen et al., 2012a,b; Groen et al., 2013). The Weibull statistics capture a
substantial fraction of the ERP variance in response to natural images
that vary widely in their structure. We computed the Weibull statistics (a
and b) for each image, I(x,y), as follows: First, the image was convolved
with first-order Gaussian derivative filters for some Gaussian G(x, y; �).
We then computed the gradient magnitude over the image as follows:

�1I	 x, y; �


� �� I	 x, y
 �
�G	 x, y; �


�x � 2

� � I	 x, y
 �
�G	 x, y; �


�y � 2

.

Then, a 256-bin histogram was calculated over � 1I, which was modeled
using a Weibull distribution, as follows:

f	 x, a, b
 �
b

a �x

a�
b�1

e�� x

a� b

,

using the wblfit command in MATLAB. To maximize the fit between the
Weibull distribution and our data, a and b were calculated for a range of
spatial scales (2 � � � 6), and we used the scale that gave the highest
(logistic regression) accuracy when classifying the exemplars from their
matched P1 controls. Finally, we used �a and �b to scale a and b and
construct a distance metric between pairs of images I1 and I2, as follows:

d	I1, I2
 � ��a	a1 	 a2

2 � �b	b1 	 b2


2,

where ai, bi are the Weibull statistics from image Ii. This distance metric
was generated for each exemplar and its matched P1 control.

Our second approach was to ask whether features identified as infor-
mative by the computer vision and texture classification literature can
predict the neural responses to our symmetry patterns. A recent study
(Dong et al., 2014) evaluated 51 computational texture features in terms
of how well they could rank patterns in terms of their visual similarity and
found that classification based on local image-patch features (Varma and
Zisserman, 2003) offered the best performance. The local image-patch
approach is also attractive because it shares several similarities with the
sparse coding model of Olshausen and Field (1997). In particular, both
models are based on extracting n � n pixel local neighborhoods (“tex-
tons”) from a set of images and then using an unsupervised clustering
algorithm to learn a set of textons that can be used to represent the
images. The main difference between approaches is the algorithm used to
learn the texton dictionary, although both methods learn dictionaries of
a similar size. Varma and Zisserman (2003) used dictionaries consisting
of 1000 –3000 exemplar textons, while Olshausen (2013) has recently
experimented with 10-fold overcomplete sparse coding dictionaries con-
sisting of 2048 basis functions. Critically, as noted above, features from
the local patch model were among the best predictors of human percep-
tual similarity ratings for a large texture database (Clarke et al., 2011a).
Our implementation involves downsampling the image by a factor of
four, and then using k-means to learn a dictionary of (k � 100) n � n
local neighborhoods (n � 3). Once a texton dictionary is created, an
image, Ii, can be represented by a histogram, hi, over the textons, and two
textures are compared with one another using a simplified form of the
Bhattacharyya distance, as follows:

d	h1, h2
 � 1	�h1h2.

Using this approach, we calculated the distance between each exemplar
and its corresponding P1 control.

Natural images contain numerous high-order correlations, among
which correlations in the phase spectrum across scale are particularly
prominent. Several models of human feature perception have been built
to extract features in the frequency domain that are due to the presence of
various types of edges that can create phase correlations. Inherent in
these models is the extraction of correlations in spatial phase across scale
(Morrone and Burr, 1988; Owens, 1994; Kovesi, 2000). Perceptual ap-
pearance is strongly controlled by cross-scale phase coherence (Morrone
and Burr, 1988), and sensitivity to certain changes in the appearance of a
texture can be accurately modeled (R 2 � 0.95) using the variance of the
phase congruency map (Emrith et al., 2010). We tested whether patterns
of phase coherency across scale could predict the differences in neural
responses between the wallpaper groups, by computing a summary dif-
ference on phase coherency in terms of the log of the variance of the phase
congruency map between each exemplar image and its matched P1
control.

The second-order contrast (SOC) model is a cascaded, feedforward
model of BOLD responses to contrast and texture, in which the image is
first processed through a bank of contrast-normalized, localized, V1-like
filters, the output of which is then reprocessed by a second stage that,
among other things, measures the contrast variability in the output of the
first stage (Kay et al., 2013). The SOC model has been shown to be
effective at predicting differences in texture responses between V1 and
V2/3 (Kay et al., 2013), so it is a plausible candidate model for predicting
differences in the response to the different wallpaper groups. Further-
more, the model is attractive as a test case because second-order contrast
is higher in natural images with intact phase spectra (Kay et al., 2013),
and because the model has been fit to data for V1, V2, V3, and V4,
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successfully capturing increased sensitivity to the structure of natural
scenes in the higher-order areas. We applied the SOC model separately to
each exemplar image, using model parameters for V1, V2, V3, and V4
provided in the original publication (Kay et al., 2013). We then summed
the model output across each image, and computed the modeled differ-
ence between each exemplar and its matched P1 control.

Results
Parametric modulation of fMRI BOLD signal with order of
rotation symmetry
We saw a strong and consistent response to rotation symmetry in
four of our functionally defined ROIs: V3, V4, VO1, and LOC.
Plotting the average fMRI BOLD signal over a single cycle of the
stimulus for the four wallpaper groups gives us an idea of what
the response looked like (Fig. 5, left). Importantly, this single-
cycle average reveals a response that begins 4 – 6 s after the onset
of the A block (in which P1 control exemplars alternated with PX
exemplars; Fig. 4) and returns to a lower level around 4 – 6 s after
the onset of the B block (in which only P1 exemplars are shown).
This response profile is consistent with the PX exemplars eliciting
a symmetry response above and beyond that being elicited by the
P1 exemplars. Because of the hemodynamic delay (Boynton et al.,
1996), it is expected that this response would begin several sec-
onds after the onset of the A block.

The spectral analysis confirms this interpretation. There is a
clear peak at the stimulus frequency in the amplitude spectra for
all four groups (Fig. 5, right, V4). There is another peak at the
second harmonic of the stimulus frequency, but only for wallpa-
per group P3. The four wallpaper groups are extremely well
matched in our experimental design, so it is unclear why only P3
would produce this second harmonic response. The second har-
monic is indicative of transient responses occurring at the tran-
sitions between the A and B blocks. This can be seen in the
temporal domain, where the second harmonic shows up as a
second peak at �0/24 s. Because only P1 stimuli were shown
during the B block, the second harmonic is not specific to sym-
metry. By contrast, the first harmonic captures the sustained re-
sponse to the presence of symmetry during the A block and the
lack of it during the B block. We therefore focus on the first
harmonic for the remainder of the analysis.

Several ROIs had a very similar response pattern to V4 (V3,
VO1, LOC), while others had very little response to symmetry
(MT, IPS0), as indicated by flat single-cycle averages around 0%
signal change and spectral peaks at the stimulus frequency that
are not different from the neighboring frequencies (Fig. 6). We
can better visualize the profile of sensitivity to the different sym-
metry groups across ROIs by computing the SNR at the stimulus
frequency (see Materials and Methods for details). The four ROIs
that show a strong response to symmetry all have a very similar
profile: SNR increased parametrically with the maximum order
of rotation symmetry contained within the group (see Fig. 7). We
evaluated these effects with a repeated-measures ANOVA
(rANOVA) and a linear mixed-effects analysis (LMEA) imple-
mented by the lme4 (Baayen et al., 2008) and lmerTest (Kuz-
netsova et al., 2014) packages in R (R Core Team, 2014). To test
for overall effects, we first performed a rANOVA with ROI as
the first factor, condition as the second factor, hemisphere as
the third factor, and hemisphere-specific SNR values as the
dependent measure. We found a main effect of ROI (F(8,757.3)

� 49.1, p � 0.0001), a main effect of condition (F(3,757.0) �
51.6, p � 0.0001), and a significant interaction between ROI
and condition (F(24,757.0) � 4.0, p � 0.0001). There was no
significant main effect of hemisphere (F(1,757.0) � 1.6, p �

0.21), and all other interactions were far from significance
( p � 0.25). This result indicates that there is a strong effect of
rotation symmetry that varies among ROIs, but not systemat-
ically between hemispheres.

To specifically test for the presence of a linear effect of maxi-
mum order of rotation symmetry contained in the wallpaper
groups within each of our nine ROIs, we then performed an
LMEA that tested for a linear relationship between SNR and con-
dition. We disregarded hemisphere and used SNR values com-
puted across all voxels within each bilateral ROI, as the
dependent variables. We defined ROIs and conditions as fixed
effects, and participants as a random effect. We applied contrasts
looking for linear effects of condition within each ROI, coding
MT as the base level relative to which our the effects in other ROIs
were judged, under the assumption that there is minimal symme-
try coding in MT. The linear contrast was significant in areas V3
(t(387) � 2.49, p � 0.013), V4 (t(387) � 4.46, p � 0.0001), VO1
(t(387) � 4.57, p � 0.0001), and LOC (t(387) � 4.13, p � 0.0001).
For all other tested ROIs, the contrast was far from significance
(p � 0.25). The p values and denominator degrees of freedom for
both analyses were calculated using Satterthwaite’s approxima-
tions (Kuznetsova et al., 2014). This result indicates that in a
subset of the ROIs (V3, V4, VO1, and LOC) the response to
symmetry increased parametrically with the maximum order of
rotation symmetry within the patterns.

Parametric dependence of visual-evoked potentials on order
of rotation symmetry
We first demonstrate that the odd harmonic components of the
EEG visual-evoked potential reflect neural responses specific to
the rotation symmetry in the images. The top half of Figure 8
shows the raw cycle averages for responses to alternations of P1
control images (A) and P1 control and P6 test images (B), within
our occipital sensor space ROI (described in more detail in the
EEG sensor space analysis section of Materials and Methods
and indicated with black rings on the second topographic plot in
Fig. 9). The two waveforms are clearly different upon visual in-
spection. To gain analytic insight into the components that are
specific to symmetry, we generated synthesized waveforms by
isolating the odd and even harmonics in the spectral domain, and
back-transforming them separately into the time domain. The
resulting waveforms consist exclusively of the signal from the odd
harmonics and even harmonics, respectively (plotted in Fig.
8C,D). We can now compare the waveforms from the control
experiment with those from the main experiment. For the sake of
simplicity, we consider only wallpaper group P6 and the P1 con-
trols generated from P6 images. In both experiments, there is a
large positive peak in the even harmonic waveforms beginning
�100 ms after the onset of both the first and second presented
image, which is followed by a large negative peak at �300 ms.

In the control experiments, there is no measurable signal in
the odd harmonic waveforms, but in the main experiment there
is a sustained, nearly square-wave, negative-going response be-
ginning �100 ms after the onset of the second image (which
always came from rotation symmetry group P6). This negative
response is sustained until �100 ms after the transition from P6
back to P1. The fact that there is no signal in the odd harmonic
when P1 images alternated with other P1 images demonstrates
that the signal in the odd harmonics is exclusively related to sym-
metry. This is not true in the even harmonics, where there is
clearly a signal in both experiments, presumably driven by local
contrast transients. We do see a small difference between the even
harmonic waveforms from the two experiments; previous mod-
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eling work has demonstrated that when two stimuli are alternat-
ing, and eliciting different neural responses, an increase in the
response to just one of the stimuli can lead to greater response
amplitudes in both the even and odd harmonics (Cottereau et al.,
2011). Nonetheless, our comparison of the main experiment and
the P1 control experiment clearly shows that the odd harmonics
are entirely specific to symmetry, and that the even harmonics are
mostly nonspecific. Because of this, all further EEG analyses in
this report focus exclusively on the odd harmonics.

We limited our analysis to the first four odd harmonics, under
the assumption that most of the signal would be found in the
lower harmonics. We computed the SNR for each of the first four
odd harmonics, separately for each of the four conditions, within
the occipital sensor space ROI (Fig. 9, black rings on the second
topographic plot). The results nicely replicated our fMRI analy-
sis, in that the symmetry response measured by sensors over oc-
cipital cortex increased parametrically with the maximum order
of rotation symmetry within each pattern. This sensitivity to ro-

tation symmetry was specific to the first and third harmonics of
the stimulus frequency.

Our statistical analysis of the EEG sensor space data took an
analogous approach to the one used for the fMRI data, using the
same R packages. We first performed an rANOVA with harmonic
as the first factor, condition as the second factor, and the EEG
SNR as the dependent measure. We found a main effect of har-
monic (F(3,360.0) � 6.98, p � 0.00014), a main effect of condition
(F(3,360.0) � 20.0, p � 0.0001), and no significant interaction
(F(9,360.0) � 1.6, p � 0.10); and all other interactions were far
from significance (p � 0.25). To explore the response to rotation
symmetry for each harmonic, we then did an LMEA, applying
contrasts testing for linear effects of condition for each harmonic.
As the base level relative to which the effects were judged, we used
the SNR computed for the first harmonic measured in the pari-
etal control ROI (described in Materials and Methods; Fig. 9,
white circles on the third harmonic scalp map). This was done
under the assumption that there would be little or no sensitivity
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Figure 6. Average fMRI BOLD responses over a single stimulus cycle and average amplitude spectra for the four conditions computed over eight bilateral ROIs (excluding V4). The subplots in this
figure follow the same conventions as in Figure 5, which show the same data for the bilateral V4 ROI.
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to rotation symmetry in parietal cortex. The linear contrast was
significant for the first (t(465.9) � 4.10, p � 0.0001) and third
harmonic (t(465.9) � 3.34, p � 0.0009), but not for the fifth (t(465.9)

� 1.57, p � 0.12) or seventh harmonic (t(465.9) � 1.04, p � 0.30).
To make sure that our results were not an artifact of our chosen
base level, we also repeated the LMEA using the SNR computed
for the third, fifth, and seventh harmonics, respectively, from the
same control ROI as an alternative base level, but the results were
consistent across all four different base levels.

Temporal order of symmetry processing in functionally
defined ROIs
Our source space analysis of the EEG data focused on a subset of
the ROIs, all of which had a parametric response in the fMRI
analysis: V3d, V4, and LOC. Because ventral V3 is immediately
adjacent to V4 and therefore likely to be poorly resolved from V4,
we limited our analysis to the dorsal part of V3. Similarly, VO1
was left out of the analysis due to its likely confusability with V4.
The source-localized EEG results were consistent with the fMRI
results: The V3d, V4, and LOC ROIs each had odd-harmonic
responses to symmetry (Fig. 10). The main power of a source-
localized EEG, however, is that it gives us insight into the tempo-
ral order of processing in the different ROIs, so that we can track
the development of the symmetry response across several areas of
the visual cortex. We found that the processing of symmetry
begins in V3 and V4 as early as 75 ms after a symmetry image is
presented, and, after a delay of �30 ms, the LOC response begins.

The short response latency makes it unlikely that the responses in
V3d and V4 are the result of feedback from areas later in the visual
processing pathway, and instead suggests that symmetry percep-
tion relies on a bottom– up process that begins in V3d and V4,
and that the responses in LOC rely on input from V3d and V4.

We determined the temporal order by estimating the onset
latency of the symmetry response in each ROI, based on synthe-
sized waveforms for each of the four groups, which consisted
exclusively of signal from the first six odd harmonics. We focused
on the first six odd harmonics, because our sensor space analysis
had indicated that most of the symmetry response was found in
the lower harmonics, so the higher harmonics would most likely
only add noise to our onset estimates. We averaged these wave-
forms across the four groups, for each participant, because we
were interested in characterizing the general response to rotation
symmetry within each ROI. Based on these waveforms, we then
estimated the onset latency differences between every pairing of
the three ROIs, and estimated the SE of the latency differences
among the ROIs using a jackknife procedure (for details, see
Materials and Methods).

For illustration purposes, we also used the same procedure to
compute the response latency for each individual ROI, based on
average waveforms across all participants, which yielded the follow-
ing latencies: V3d, 75 ms; V4, 77 ms; and LOC, 109 ms. We then
computed the SE of these latencies using the same jackknife proce-
dure as was used for the latency differences, which was used to gen-
erate error bars (Fig. 10). We computed t statistics for a two-tailed
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Figure 7. Responses to the four wallpaper groups across nine different functionally defined ROIs. The y-axis indicates the SNR computed at the stimulus frequency, and the x-axis indicates the
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test comparing each ROI pair by dividing
the onset difference estimate, based on the
overall sample with the SE of the difference
produced by the jackknife method (Miller et
al., 1998). The onset latencies were not sig-
nificantly different between V3d and V4
(t(12) � 0.22, p � 0.83), but LOC had a sig-
nificantly later onset than both V3d (t(12) �
2.67, p � 0.02) and V4 (t(12) � 3.21, p �
0.007).

Computational models that are unable
to predict empirical results
We applied four different computational
approaches to determine whether the op-
erations that are instantiated by them are
sufficient to code for the presence of rota-
tion symmetry, and, more specifically,
whether their output matches the para-
metric pattern of neural responses to the
four wallpaper groups seen in the EEG
and fMRI experiments. For each model-
ing approach, we measured the predicted
response differences between the exem-
plars from wallpaper groups P2, P3, P4,
and P6, and their matched P1 controls. All
four approaches were able to distinguish
the exemplars from the controls, but none
predicted the parametric response to ro-
tation symmetry that was indicated by our
empirical data.

We computed Weibull statistics over a
range of spatial scales (from 2 to 5 pixels)
and defined the optimal value of � as the
value that maximized the accuracy of a
logistic regression classifying the exem-
plar images from their corresponding
control. In our case, the optimal � value
was 2.5 pixels, which resulted in coeffi-
cients of �a � �517 and �b � 0.116, and
mean classification accuracy across the
four wallpaper groups of 0.69. The differ-
ence metrics that were generated based on the coefficients of the
logistic regression for each exemplar and its matched P1 control
are shown in Figure 11A, averaged across exemplars for each
wallpaper group. These metrics do not differ among the four
symmetry groups, indicating that Weibull statistics do not vary
systematically between different symmetry groups. Weibull sta-
tistics are thus unlikely to underlie the parametric responses to
rotation symmetry revealed by our EEG and fMRI experiments.
They could, however, contribute to differences between re-
sponses evoked by the exemplars from the four wallpaper groups
(P2, P3, P4, and P6), and their matched P1 controls, and as such
indicate the presence or absence of some degree of rotation
symmetry.

Our texture classification approach returned a histogram dis-
tance between each exemplar and its corresponding P1 control,
averaged across exemplars within each wallpaper group, which is
plotted in Figure 11B. The fact that the values are above zero for
all four wallpaper groups indicates that this measure is able to
discriminate exemplar images with rotation symmetries (P2, P3,
P4, and P6) from their matched P1 controls, and, like the Weibull
statistics, this measure could distinguish the presence or absence

of rotation symmetry. The histogram distances are larger for P3
and P6, compared with P2 and P4, indicating that the local patch
statistics are unable to capture the parametric dependence of the
responses to rotation symmetry found in the fMRI and EEG
experiments.

The phase congruency difference between each exemplar and
its matched P1 control, averaged across exemplars within each
wallpaper group, is plotted in Figure 11C. For some of the groups,
P3 especially, this measure picks up on the difference between the
exemplars and the control stimuli, indicating sensitivity to the
presence or absence of rotation symmetry, but the magnitude of
the phase congruency difference does not vary parametrically in
the way that we would predict given the fMRI and EEG data.

The average differences in the summed outputs of the SOC
model between each exemplar and its matched control are plot-
ted in Figure 11D. The fact that all of the responses are positive
indicates that the model always predicted a larger response to the
exemplar compared with its matched control, which again indi-
cates some sensitivity to the presence or absence of rotation sym-
metry. However, the model output resembles that of the local
image-patch metric (Fig. 11, compare B, D), regardless of which

Figure 8. A–D, EEG waveforms from a control experiment in which P1 exemplars alternated with another set of P1 exemplars
(A, C), compared with waveforms from our main EEG experiment, in which P1 exemplars alternated with P6 exemplars (B, D). Plots
A and B show unfiltered waveforms, while C and D are waveforms that have been split into the odd and even harmonics in the
Fourier domain, and then back-transformed into the time domain. The even harmonic waveforms (blue traces) are quite similar
between the two experiments, whereas the odd harmonics (red traces) look quite different between the experiments, indicating
that the additional neural processing evoked by the P6 exemplars is captured mostly by the odd harmonics. All waveforms were
generated separately for each participant, and averaged across participants; the shaded areas indicate the SEM.
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parameters were used, and thus does not capture the parametric
responses to rotation symmetry that we saw in the fMRI and EEG
data. The model output also fails to capture the within-area dif-
ferences seen in the fMRI data: the predicted V4 sensitivity to
symmetry in area V4 is not larger than the sensitivity in area V1,
despite the obvious differences between the two areas seen in
Figure 7.

Discussion
The results of our fMRI experiment demonstrate that rotation
symmetry in wallpaper groups is parametrically represented in a
network consisting of visual areas V3, V4, VO1, and LOC. The
source-localized EEG analysis indicates that the symmetry-
specific responses in V3 and V4 precede responses in LOC, sug-
gesting that wallpaper responses in V3 and V4 are not due to
feedback from later areas.

A critical aspect of our results is that the parametric response
to rotation symmetry is seen in V3, but not in V1 and V2. This
means that the wallpaper stimuli allow us to make a clear func-
tional distinction between V3/V4 and V1/V2, something that has
been notoriously difficult to do. Since the foundational work of
Hubel and Wiesel (1959) in characterizing the response proper-
ties of V1 and V2 neurons, a theoretical framework has developed
in which each successive processing stage beyond V1 is proposed
to be sensitive to more complex stimulus properties. Indeed,
some stimulus characteristics appear to be represented by V2, but
not V1, such as relative rather than absolute retinal disparity
(Thomas et al., 2002), stereoscopic edges (von der Heydt et al.,
2000), 3D surface configurations (Bakin et al., 2000), and border
ownership (Zhou et al., 2000). Many of these properties are also
represented beyond V2, however, and studies of single-unit shape
and curvature representations in V2 and V4, perhaps more
closely related to the present work, have found that it is rare to
identify response properties that are encountered in V4, but are
absent or sparse in V2 (Hegdé and Van Essen, 2007). This pattern
was repeated in fMRI data from Freeman et al. (2013), who dem-
onstrated that V2, V3, and, to a lesser extent, V4 were sensitive to
the natural texture stimuli they used, while V1 was not. Once
again, V2 could be functionally separated from V1, but V2 could
not be distinguished from later areas. These results underscore
the significance of our ability to functionally distinguish V3 and
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later areas from V2 and V1. The presence of both rotation sym-
metry and periodicity (translation symmetry) makes the wallpa-
pers maximally regular, differentiating them from conventional
textures (Portilla and Simoncelli, 2000). Our results indicate that
at least under the conditions of our measurements, maximal reg-
ularity constitutes an additional level of complexity that can be
encoded by V3 and beyond, but not earlier areas.

We see a clear distinction between dorsal and ventral stream
areas in our results. Each ventral stream area we studied showed a
strong parametric response to symmetry, and, in contrast, none
of the three areas that can be considered part of the dorsal stream
showed such a response. In area MT, specifically, we saw no mea-
surable response to any of the four groups, while IPS0 and V3AB
both had a response to P4 and perhaps to P6, but little or no
response to the other groups. In the ventral stream, VO1 and V4
had the strongest parametric response of all our ROIs, and very
similar responses to each other. LOC was very similar to V4 and

VO1 except that the response to P6 was weaker. The weaker
dorsal stream responses to the static and slowly (0.8 Hz) updating
wallpaper stimuli could be due to differences between the two
streams that are unrelated to symmetry, such as temporal fre-
quency tuning and preference for moving stimuli. Further work
will be needed to determine whether dorsal areas are more
responsive to wallpaper symmetry under different stimulation
conditions.

The pattern of results in the present study is broadly similar to
that found in previous fMRI work on reflection symmetry by
Sasaki et al. (2005), but there are important differences. We find
clear evidence of parametric responses in V3 that were very sim-
ilar to those in later ventral stream areas, while Sasaki et al. (2005)
found a V3 response to reflection symmetry only during passive
viewing, and not when using an attention control task similar to
ours. Moreover, V3 and MT had nearly identical responses in
their data, while we found no response in MT.
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We also find VO1 to have a strong response to rotation sym-
metry. VO1 has been little studied, and much of the previous
work on VO1 and its sister area VO2 has focused on their role in
color processing (Brewer et al., 2005; Brouwer and Heeger, 2009),
although there is also evidence that VO1/2 encodes information
about objects (Arcaro et al., 2009; Vandenbroucke et al., 2014).
Our results demonstrate that VO1 has a specific and detailed
representation of texture that is entirely unrelated to color
processing and is clearly differentiated from previous object-
processing results.

V3 is the earliest area in the visual processing stream that has a
parametric response to rotation symmetry. V3 is usually consid-
ered to be part of the early visual cortex, occupying a processing
stage before the split between ventral and dorsal streams. We find
it interesting that the sophisticated form processing necessary for
a parametric representation of the wallpaper groups is present at
such an early stage of visual processing, especially since our
source localization results indicate that it is unlikely that re-
sponses in V3 are due to feedback from later areas. The response
properties of V3 have not been well characterized, and it is often
not included in models of the ventral stream (Riesenhuber and
Poggio, 2000; Bar et al., 2001; Deco and Rolls, 2004; DiCarlo and
Cox, 2007), perhaps because macaque V3 has a much smaller
surface area than nearby areas like V1 and V2 (Burkhalter et al.,
1986; Gattass et al., 1988). In humans, however, V3 is larger
(Tootell et al., 1997; Dougherty et al., 2003), and, because of this,
it has been suggested that it may play an important role in visual
processing (Wandell and Winawer, 2011). We now show that this
is indeed the case.

A limitation of the fMRI results presented here, as well as
previous fMRI results on symmetry (Sasaki et al., 2005), is that
they cannot speak to the temporal order in which the areas are
activated. This means that activations in areas earlier in the hier-
archy could arise either from feedback or feedforward connectiv-
ity, or from a combination of the two. We addressed this issue
with source-localized EEG and showed that the response to sym-
metry in V3 and V4 leads the response in LOC by �30 ms. This
finding, along with the short-onset latencies in V3 and V4 (�75
ms), suggests that representations of symmetry in these areas
arise through a feedforward process, rather than being due to
feedback from higher areas such as the LOC. To definitively ex-
clude contributions from feedback activity, however, it will be
necessary to measure response timing under open-loop condi-
tions (i.e., with an evoked transient event-related design with
random intertrial intervals), which is preferable to the closed-
loop conditions that were imposed by the steady-state design
used in the current EEG experiment.

The role of V3 and V4 in representing rotation symmetry is
particularly interesting given recent transcranial magnetic stim-
ulation work suggesting that LOC plays a causal role in the pro-
cessing of reflection symmetry (Bona et al., 2014). Our data do
not contradict this result, but do suggest that, at least for rotation
symmetry, other areas may contribute to the symmetry process-
ing in LOC. A potential avenue for resolving this question is the
combination of source-localized EEG and response-locked anal-
ysis techniques, which have successfully been applied to investi-
gating the causal role of different visual areas in other perceptual
domains (Ales et al., 2013; Cottereau et al., 2014).

The evidence presented here constrains computational mod-
els of symmetry processing—the models must be able to capture
the parametric response to rotation symmetry. We tested the
ability of four well developed feedforward models to account for
our results by presenting them with the images used in our ex-

periments. While some did a good job of detecting rotation sym-
metry (i.e., distinguishing test and control images), none
produced the parametric responses we see in the empirical neural
data. An important challenge for future work will be to generate
new models that incorporate the known properties of neurons in
early visual areas and that can predict the parametric response
patterns. Modeling can also be used to determine whether or not
feedback is required for such specificity or instead can be derived
in the purely feedforward fashion, as suggested by our EEG
results.

Because receptive field size varies greatly among visual cortical
areas and tends to increase as one ascends the visual processing
hierarchy (Harvey and Dumoulin, 2011), it is important to con-
sider whether receptive field size might play a role in our observed
symmetry sensitivity. If the differences in sensitivity to symmetry
we see between areas were driven exclusively by differences in
receptive field size, one would expect all areas with large receptive
fields to be sensitive. In our data, this is not the case. Prior work
has shown that TO1 and TO2, two retinotopic areas with a large
degree of correspondence with our functionally defined area MT
(Amano et al., 2009), have receptive fields that are slightly larger
than those of retinotopic areas LO1 and LO2, and are much larger
than those in V3 (Amano et al., 2009; Fig. 6). Importantly, both
our functionally defined LOC (which overlap with LO1 and LO2;
Larsson and Heeger, 2006) and V3 had a parametric response to
symmetry, while MT had no response to symmetry whatsoever in
our data. Similarly, receptive field sizes in V3A are at least as large
as in V3, if not larger (Smith et al., 2001; Dumoulin and Wandell,
2008), and yet we did not find a parametric response in our V3AB
region of interest. This pattern of results makes it unlikely that the
differences we see are due to receptive field size alone, but future
work should examine the effect that the spatial scale of the lattice
and retinal eccentricity have on responses in different visual
areas.

The relationship between symmetry perception and spatial
scale also intersects with a possible role being played by the peri-
odicity of the wallpapers. The parametric responses we see are
clearly driven by rotation symmetry, but it is possible that the
periodicity of the patterns interacts with symmetries within the
unit lattice, perhaps in different ways across visual areas. Future
experiments that vary the size and number of unit lattices in each
wallpaper group, and look at individual lattices in isolation, will
help to resolve these questions.

In the fields of computer vision and pattern recognition, a
principled algorithm for automatic classification of the crys-
tallographic groups has been proposed and validated on real
images (Liu et al., 2004a). However, a corresponding model
for human perception is missing. To resolve this question, it
will be important to probe other wallpaper groups, beyond the
four we investigated here. Studies of the wallpaper groups that
contain reflection symmetry will help to determine whether
there is any difference between symmetry in wallpaper groups
and the types of symmetry patterns that have been used in
previous experiments (Sasaki et al., 2005). Glide reflection has
received very little attention in the literature on symmetry
perception, and wallpaper groups can provide a principled
way to explore this type of symmetry. Behavioral work has
shown that while many of the wallpaper groups are distin-
guishable by naive observers (Landwehr, 2009), there is signif-
icant variability in the perceptual similarity among groups
(Clarke et al., 2011b). It will be interesting to use a represen-
tational similarity analysis approach (Kriegeskorte et al.,
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2008) to explore the extent to which perceptual similarities are
mirrored in neural responses.

Notes
Supplemental material for this article is available at http://purl.stanford.
edu/wz510cf6829. This material consists of the MATLAB code for gen-
erating the wallpaper stimulus. This material has not been peer reviewed.
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