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Abstract 
 

In today’s digital world, the use of diverse interconnected physical computer based devices, typified by 

the Internet-of-Things, has increased, leaving their internal functionalities hidden from people. In 

education, these hidden computational processes leave learners with s vagueness that obscures how 

these physical devices function and communicate in order to produce the high-level behaviours and 

actions they observe. The current approach to revealing these hidden worlds involves the use of 

debugging tools, visualisation, simulation, or augmented-reality views. Even when such advanced 

technologies are utilised they fail to construct a meaningful view of the hidden worlds that relate to the 

learning context, leaving learners with formidable challenges to understand the operation of these deep 

technologies. 

In working towards a solution to this challenge, this thesis combines computing and pedagogical 

models in a novel way to improve learning and teaching of computer science. This framework (a 

combination of computational and pedagogical models) is the core contribution of my thesis and has 

been given the name a Pedagogical Virtual Machine or PVM). It aims to extract learning-related 

information from the underlying computers that make up the education focus by providing a layered 

analysis of the technical and pedagogical processes that interact together for any given learning activity 

(in the context of learning about embedded computing).  It adopts an object-oriented perspective that 

deconstructs computation and learning into objects, while taking inspiration from the Java Virtual 

Machine ideas, thereby building on existing paradigms of 'learning objects', 'object oriented 

programming' and virtual machines. In this way it addresses the challenge of linking both computing 

and learning activities in a standardised way across a multiplicity of computing and learning 

environments.  

The use of augmented reality (AR), and its ability to reveal deep technologies, further improves 

the effectiveness of the PVM framework introduced above by superimposing data, in real-time, 

concerning the invisible computational processes being explored by the learners. Applications that 

learners and developers might use this PVM tool for are typified by topics such as the Internet of 

Things, pervasive computing and robotics. The study presented in this thesis is based on the latter, 

robotics.  

The learning effectiveness of an AR based PVM approach was evaluated in two educational 

experiments that concerned students learning to program a desk-based robot (which was used as an 

example of an embedded-computer). The two experiments were conducted with computer-science 

students from the University of Essex and differed in the level of complexity. The results showed that 

PVM with AR significantly improved the students’ learning achievement and performance than those 

who used traditional learning environments. In addition, the PVM with AR made a positive difference 

to students learning experience, supporting the use of PVM with AR in educational activities that 

involved dealing with abstract technologies.  
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Chapter One 

1. Introduction 
  

“Have a vision. It is the ability to see the invisible. If you can see the 
invisible, you can achieve the impossible” 

-Shiv Khera 

 

Learning is a natural aspect of being human. People like to be involved in processes 

whereby they can gain knowledge and skills and improve themselves. Pena-Rios et al. 

(2012) describe some of the recent digital technologies used in the educational 

setting, such as mixed reality, augmented reality, and virtual environments, which 

have transformed learning and teaching from traditional methods to new high-tech 

methods. These emerging advanced learning technologies has shown great potential 

for teaching and learning (Dede, 2009; Kerawalla et al., 2006; Ştefan, 2012). They 

can provide new and more context-sensitive learning experiences for students. 

Moreover, it is now possible to extend traditional teaching methods to become more 

engaging and immersive for learners, making use of a range of different devices such 

as tablets, smartphones, electronic glasses, and head-mounted displays. These devices 

may allow learners to discover, visualise, engage and interact more meaningfully 

within the learning context (Cheng and Tsai, 2012). The learning context is now more 

embedded in the learning activities and is, consequently, less abstract and situated 

within a more holistic process. Thus, learners can become more immersed in the 

learning process and better informed about their performance (based on the expected 

learning outcomes and objectives).  
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Embedded computing is often considered as a hidden technology where 

learners can require more assistance to inspect processes and activities hidden within 

the technologies, making use of debugging, monitoring, and visual tools. This can 

range from working on a single small processor chip to more complex systems such 

as robotics, cars, and aeroplanes, all of which are embedded seamlessly within 

products and services (Suh et al., 2012). To the student, this kind of technology often 

has an abstract behaviour where the only information/things students can see is the 

final action, and they do not know how the internal processes work and communicate 

inside the embedded computing device to achieve the desired result. Learning the 

way various devices work in embedded systems is challenging and requires students 

to visualise how the devices work without seeing them (Anastassova et al., 2014). 

The same case applies to laboratory practice, where students only use various input 

and output nodes to manipulate how the devices work and cannot see the operations 

taking place inside the devices (Andujar et al., 2011). Thus, students only have a 

partial understanding of the various concepts they study in the classroom and the 

laboratory. Students are required to have an explanation of how abstract concepts 

work (Dede et al., 1999). Students’ views should involve the invisible things that 

have no real representation when learning abstract concepts (Maloney et al., 2001).  

However, augmented reality (AR) can overcome this issue and produce a 

magic-lens view for revealing hidden embedded computing activities. Linking real 

and virtual worlds allows augmented reality to create a reality that is both enhanced 

and augmented (Bronack, 2011). In addition, learners can benefit from the 

coexistence of virtual objects and the real environment in several aspects. First, it 

allows learners to visualise complex spatial relationships and abstract concepts 

(Arvanitis et al., 2009). Second, learners can interact with 2D and 3D synthetic 
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objects (Kerawalla et al., 2006). Third, it allows phenomena that are non-existent or 

impossible in the real environment to be experienced by learners (Klopfer and Squire, 

2008). Finally, it allows learners to develop important practices that cannot be 

developed in other learning technology environments (Squire and Klopfer, 2007). 

These advantages have made augmented reality one of the key emerging technologies 

for learning and teaching over the last five years (Johnson et al., 2010). However, the 

educational benefits of augmented reality not only concern the use of the technologies 

but also how augmented reality is designed, implemented, and integrated into 

learning settings, both formal and informal (Wu et al., 2013). AR might be based on 

technology, but it should be conceptualised beyond technology (Wu et al., 2013). 

These aspects can result in learners achieving a good level of knowledge and 

awareness of the technology, as well as higher achievement of learning outcomes. 

Yet, AR on its own will not improve the learning processes without first considering 

how to manage and represent the hidden information in a way that improves learning 

and teaching. 

To this end, this research aims to construct a technical framework (the 

pedagogical virtual machine (PVM)) that provides a layered analysis of the technical 

and pedagogical processes that are interacting together for any given learning activity 

(e.g. learning about embedded computing). Besides that, the PVM makes use of AR 

technology to allow students to visualise the hidden information within and provides 

mechanisms for interacting with the underlying computing environment.  

1.2  Motivation 

One motivation that drives this research is related to augmented reality. The 

affordance of augmented reality (AR) by making the invisible visible could change 
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how learners learn and gain knowledge about abstract concepts (Cheng and Tsai, 

2012; Dunleavy et al., 2009). This could be true when adopted in appropriate 

curricula or activities, such as embedded computing. In computer science (CS), many 

of the computational processes are hidden inside the computer (Callaghan, 2012). As 

a human, it is often difficult for us to see these processes, as they are invisible. Often, 

all that we can see are the final results from a computing process, with very little 

information about the underlying computational process that caused the result. This is 

particularly true for embedded computing projects where students often will be 

constructing applications by assembling computing components that have a very 

limited user interface. Thus, a student might take an action that causes a particular 

result, but from an educational point of view, there may be very little explanation for 

how the internal processes have operated to achieve the result.  The traditional 

approach of discovering these processes could be using traditional debugging tools or 

simulated environments. These approaches still separate the physical object and its 

activities from learners’ views. Thus, adapting AR for the hidden worlds (e.g. 

embedded system) may enhance the learning experience. Johnson et al. (2011) stated, 

based on their Horizon Report, that augmented reality will be adopted in the 

educational sector in the following 2-3 years, as it has the ability to support/enhance 

teaching, learning, research, and creative inquiry. Further, in 2016, the Horizon 

Report expects augmented reality and virtual reality to have a large impact on 

teaching and learning in higher education in the next 2-3 years (Horizon Report, 

2016).  

 The second motivation is related to the enormous growth of connected devices 

via the Internet, or the ‘Internet of Things.’ The estimated number of connected 

devices could reach 16 billion by 2020 (Vermesan and Friess, 2011). Callaghan 
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(2012) indicated the possibility of incorporating these devices in the educational 

sector, specifically in teaching fundamental computer science concepts and having 

students understand how they work. In support of Callaghan’s view,  Brittain (2011) 

states “Children are taught physics and biology because we live in a physical and 

biological world. We now live in a digital world and children should be taught how it 

works. This will allow them to manipulate computers for their own ends”.  In 

addition, Hatcher (2012) had the vision of teaching with objects and photographs 

(Figure 1-1). She believes incorporating objects and photographs into curricula by 

teachers would engage students, increase interest and curiosity, connect them with 

their environment, and provide a higher level of visual literacy and reasoning. This 

view could be valid with teaching computer science, especially hidden things. These 

things should also be treated as objects that students can explore and discover. Based 

on these inspiring views, this works aims to provide a mechanism that enriches 

learners experience while working on such hidden worlds. However, the next section 

describes the high-level vision of the work. 
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Figure 1-1 Teaching with objects and photographs, image courtesy Hatcher (2012) 

1.2.1 Big vision  

The inspiration for the pedagogical virtual machine (PVM) was derived from the Java 

virtual machine (JVM), which has the virtue of being independent of the underlying 

operating system. This makes the JVM portable and interoperable, as it can be 

deployed on any platform. JVM follows the notation of “write once, run anywhere”, 

that means users can write a Java code, compile it, and run it anywhere without the 

need to know the operating system or the platform (Venners, 1996). Thus, JVM 

forms a platform-agnostic interface, which gives technological companies, 

developers, and users the ability to make use of JVM in their platform/system.   

Similarly, the pedagogical virtual adopts this principle as it provides a 

platform-independent interface for students and teachers to access information 

specifically designed for learning and teaching. As education is an ongoing process, 

educational technologies may change over the time. This can lead teachers to keep 

their knowledge and understating up to date with current technology. Teachers may 



P a g e  | 7 
 

 

want to present to students several educational technologies during the course. Thus, 

teachers do not want the clutter of technological understanding. Also, students want 

to learn the principle and do not care about the system. Thus, the vision of the PVM 

seeks to achieve the same principles of platform independence but for pedagogical 

tools (lesson design or assessment) rather than computer programming, which is the 

focus of JVM. As our example is based on teaching computer science, it’s inevitable 

the question of language and hardware arises, so we have adopted an object-oriented 

model for our PVM, which has enabled these lower-level (hardware & software) 

details to be separated from the operation of the pedagogical machine, which simply 

concerns itself with external behaviours and messaging as a means to determine 

whether the pedagogical learning goals have been met. Finally, we state that “As any 

computer can have a Java virtual machine; also, any computer-based system that is 

used for education can have a pedagogical virtual machine”.  Hence, the vision is 

wider, but this thesis tries to address the main principle of the PVM, which could be 

then extended further by inspiring researchers. 

1.3  Hypothesis 

This research proposes the following hypothesis: 

1. It is possible to create a synchronous real-time computational architecture that 

embeds pedagogical processes into the technology being learnt, so as to reveal 

the hidden computational and learning processes to the students & developers. 

In particular, it will be able to harness the concepts of objectifying and 

virtualisation as means of unifying pedagogical and computational thinking to 

improve learning and teaching.  

2. Using the PVM framework within structured AR learning environments 

(specified in 1) would make the technical activities/information from the 
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embedded devices visible and meaningful to the student. This will lead to 

improved learning outcomes for learning activities and give the learners 

greater awareness of the activities inside structured AR with PVM learning 

environments.  

3. That such structured PVM with AR learning environments (specified in 1) 

would enable learners to acquire new knowledge more quickly and with fewer 

misunderstandings.  

4. That using structured PVM with AR learning environments (specified in 1) 

would provide assistance that reduces the load in learning. 

5. That using structured PVM with AR learning environments (specified in 1) 

would increase students’ enjoyment, perceived competence and usefulness 

while performing laboratory hands-on-activities. 

6. That using structured PVM with AR learning environments (specified in 1) 

would increase learners’ curiosity, as compared to traditional laboratory 

learning environments. 

7. That using structured PVM with AR learning environments (specified in 1) 

would be preferred over traditional learning environments. 

8. That learners’ user experience while using structured PVM with AR learning 

environments (specified in 1) would show acceptance of PVM system.  

1.4   Contributions 

This thesis presented the following contributions: 

1. Created a novel computational model and architecture (PVM model) for 

extracting pedagogical and computing activities within structured learning 

environments. This model was complemented with a learning design strategy 
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for constructing learning activities that involve both computational and 

learning processes (PVM model – Chapter Three). 

2. Developed a pedagogical explanation approach to engineering laboratory 

based learning activity that utilises a layered architectural dichotomy. This 

was complemented with the augmented reality technology to make both 

computational and learning processes visible to learners and developers by 

constructing a robust meaningful view of invisible processes in the world 

(PVM model – Chapter Three). 

3. A prototype system that implements the PVM model components, employing 

different learning activities task based on a pedagogical framework (The PVM 

with AR- Chapter Four). 

4. Evaluating the pedagogical effectiveness of PVM with AR prototypes through 

two user studies comparing them to equivalent traditional approaches. The 

first study involved constructing and exploring embedded computing learning 

tasks targeting the lower level of the pedagogical framework (Chapter Five), 

whereas the second study addressed the challenge of controlling real-time 

systems focusing on the high level of the pedagogical framework (Chapter 

Six).  

A secondary contribution is included as follows: 

 
• Designing AR user interfaces driven by the structured information 

architecture to support complex learning tasks. 
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1.6  Thesis Outline 

The remaining chapters in this thesis are organised as below: 

• Chapter two presents the concept of mixed reality and augmented reality. It 

focuses on augmented reality, and its affordances, issues, and uses in an 

educational setting, particularly focusing on the use of augmented reality to 

support learning and teaching understanding of abstract concepts in STEM 

laboratory education (e.g. making the invisible visible of STEM concept). The 

section identifies some of the challenges faced by learners when performing 

learning activities that involve dealing with hidden worlds and proposes the 

use of AR in a structured learning environment, establishing possible benefits 

of using such environments over the use of current alternatives for hands-on 

engineering-style construction activities. In addition, this chapter provides 

insight on different smart technology that can be incorporated with AR, such 

as mobile learning, intelligent environments, and the Internet of things (IoT). 

In regards to the pedagogical approach, it introduces the concept of 

constructivism, deconstructivism, and learning objects, a core principle used 

in constructing learning activities that unify technical and learning processes 

within structured learning environments.  

• Chapter three introduces the pedagogical virtual machine model (PVM), a 

conceptual architectural model for embedding learning processes within 

technology. This chapter presents the principle of using the PVM in lab-based 

computing engineering activity conducted by learners and developers. The 

PVM model consists of a layered approach that aims to provide pedagogical 

explanations regarding the technology being learnt. The PVM layers are data, 

aggregation, pedagogy, and user interface. At each layer, the PVM 
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incorporates augmented reality to visualise the computing and learning 

activities. Finally, the chapter proposes a design strategy for constructing 

learning activities that can utilise the PVM affordances. 

• Chapter four starts by describing the implementation of the proof-of-concept 

PVM with AR systems, which is based on the conceptual architectural model, 

defined in the previous chapter. Additionally, this section explains the 

implementation of the physical objects as well as implementing two learning 

activities based on the PVM design strategy proposed in chapter four. 

• Chapter five discusses the different evaluation techniques used for augmented 

reality user studies before explaining the specific method used for the 

evaluation of the first embedded computing learning activity scenario 

(assembling and exploring learning activity) that utilises the proof-of-concept 

PVM with AR system. This section describes the experimental design and 

strategy used in the evaluations. Later, the chapter presents statistical results 

for the user evaluations, together with an in-depth analysis. 

• Chapter six starts by explaining the specific method used for the evaluation of 

the second embedded computing learning activity scenario (designing 

behaviour based robotics activity) that utilises the PVM with AR system. This 

section describes the experimental design and strategy used in the evaluations. 

Then, the chapter presents statistical results for the user evaluations, together 

with an in-depth analysis. 

• Chapter seven discusses the results/findings of both evaluations (chapters five 

& six) and their wider consequence to the research study.  

• Finally, chapter eight concludes the thesis by summarising the achievements 

of the thesis, discussing main educational and technological issues that arose 
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from the research. It then highlights the future work and finishes the thesis by 

drawing an image of the future of the field. 
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Chapter Two 

2 Background and Related Work  
 

   “Experience is the teacher of all things.” 
 

- Julius Caesar (100 BC, 44 BC) 
 

This chapter provides an overview of related topics that contribute to this 

research, such as the use of mixed-reality technologies, augmented reality, learning 

theory and the concept of smart things (intelligent-environment). In general, it 

examines the use of these technologies from technical and pedagogical points of view 

and their use in education. Specifically, it looks at the current methods of mapping 

physical object activities within structured learning environments to improve learning 

and teaching.  

2.1  Mixed Reality 

Mixed reality is considered one of the most advanced methods to connect the real 

environment with virtual spaces (Milgram and Kishino, 1994). It helps solve 

challenges pertaining to the physical/virtual in one shared environment. In addition, it 

ties both worlds, virtual and physical, together to form multiple views to people. 

Therefore, it allows people to switch from one world to another or to view both 

worlds at the same time but with different granularities of virtual or physical (whether 

physical space is dominant or virtual space is dominant). Milgram has divided mixed 

reality into four subsets by using a Reality-Virtuality Continuum (Figure 2-1).  

Milgram and Kishino (1994) stated that “the most straightforward way to view a 

mixed reality environment, therefore, is one in which real world and virtual world 

objects are presented together within a single display, i.e., anywhere between the 
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extremes of the Virtuality Continuum”. In this case, mixed reality (MR) is considered 

a spectrum that connects physical environments not present in any kind of virtual 

representation to virtual ones, facilitating the co-existence of computer-generated and 

physical elements in the real world.  Its potential could be determined by the 

possibility of facilitating reality, thus making invisible things visible (Pastoor and 

Conomis, 2005). Nevertheless, MR potential can also be determined by its natural 

synthesis and modification of physical laws, thus governing reality and implementing 

metaphors, such as auditory, visual and haptic, that could not exist in the physical 

world (Ellis and Bucher, 1994).  

 

Figure 2-1 Milgram’s Reality-Virtuality Continuum 

 

In the Reality-Virtuality Continuum’s scope, augmented reality (AR) and 

augmented virtuality (AV) develop MR. As illustrated in Figure 2-2a, the AV 

primary environment is virtual and improved by the addition of the physical world’s 

data and objects. It is worth noting that a virtual environment involves a computer-

generated interactive space based on non-visual and visual mechanisms, such as 

auditory and haptic, that convince users to believe they are immersed in synthetic 

space (Ellis and Bucher, 1994). Additionally, Wann and Mon-Williams (1996) 

suggested the existence of a three-dimensional virtual environment (3D VE) within 
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the Reality-Virtuality Continuum’s scope. A 3D VE is an environment used to 

capitalise on natural human aspects of perception through the extension of visible 

information in three dimensions. Dalgarno et al. (2002) further noted that 3D VE has 

three major characteristics:  

• The three dimensions illusion, 

• Physical and smooth temporal changes, and 

• A high interactivity level. 

 The AR illustrated in Figure 2-2b shows an environment with a physical 

world enhanced through the addition of computer-developed objects using computer 

methods of vision to make them look as if the objects and physical world co-exist 

within one environment (Pastoor and Conomis, 2005). Therefore, AR provides reality 

to the environment and not replacement. In this case, AR could provide necessary 

information that cannot be detected directly by users, helping them execute world 

tasks. In addition, AR can enable users to understand a complex scenario (Azuma, 

1997).  

 

 

         (a) Augmented Virtuality 

 

   (b) Augmented Reality 

Figure 2-2 Mixed Reality 
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AR technology has the capability to supplement the physical object with virtual 

information rather than replacing existing teaching and learning material. Thus, the 

study will concentrate more on AR in Milgram’s Reality-Virtuality Continuum and 

will indicate related studies conducted on the other dimensions when applicable. The 

following section gives an overview of augmented reality technology and its 

affordances and use in education.   	

2.2   Augmented Reality 

2.2.1 Definition 

The term “augmented reality” simply refers to the real world (environment) that is 

augmented with virtual objects (Milgram and Kishino, 1994). Azuma (1997) defined 

AR as a system consisting of three fundamental aspects: a combination of both the 

virtual and the real world, real-time interactions and 3D registration of virtual and real 

objects. Klopfer and Squire (2008) defined AR as “a situation in which a real world 

context is dynamically overlaid with coherent location or context sensitive virtual 

information”.  Also, AR can be defined as an approach centred on the overlay of 

virtual objects in a real-world context and having the ability to induce in users 

feelings of sub-immersion through facilitated interactions between the virtual and the 

actual world (Uematsu and Saito, 2008). In the context of this thesis, AR can be 

defined as a system in which physical things around students are blended with real-

time virtual information in order to support students’ perceptions of the surrounding 

environment. 
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2.2.2 Brief History of Augmented Reality  

The display technology for AR, which blends the real and the virtual environment, 

can be divided into two main categories (Table 2-1 gives a brief history of AR). The 

first category is visual display, which consists of three ways to visually augment 

reality: video see-through, optical see-through, and projective. The second category is 

display positioning, which refers to the display position between the real world and 

the viewer: handheld, spatial, and head-mounted.  

AR has several inputs and tracking devices. For inputs, Reitmayr and 

Schmalstieg (2003) used gloves for their mobile augmented system, whereas 

wristband wireless devices were used by Feldman et al. (2005). Modern smartphones 

can be used as a pointing device; for example, the Google Sky map allows users to 

direct their phones to the sky in order to know the names of stars and planets 

(Carmigniani et al., 2011). The requirements of this type of input device depend on 

the application requirements. For example, touchscreen input can be used for 

handheld displays. On the other hand, tracking technologies contain several devices 

including cameras, sensors, GPS, accelerometers, ultrasound and optics. A 

comparison has been made between these technologies according to their range, setup 

time, precision, time and environment (Carmigniani et al., 2011). 

Table 2-1 History of Augmented Reality 

Year Augmented Reality Development 

1968 Ivan Sutherland invented the first prototypes, which were based on a 
head-mounted display (Sutherland, 1968).  

1985 Users interacted with virtual objects inside a room in a system called 
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Over recent decades, augmented reality has been used in several areas, such as 

for military and medical purposes, advertising and commercials, entertainment, 

education, and mobile applications. In the military, it has been used for head-up 

displays and helmet-mounted sight “to superimpose vector graphics upon the pilot’s 

view of the real world” (Azuma, 1997). In medicine, it has been used to help doctors 

view the patient's status in the form of 3D images and to give doctors an enhanced 

version of x-ray vision to examine patients (Chastine et al., 2007). Furthermore, in 

advertising and commercials, it has been used as a marker to allow users to see 

advertisements through their webcams.  

2.2.3 Augmented Reality Technologies 

The development of handheld computers and smartphones has granted new 

possibilities for augmented reality (Martin et al., 2011; Squire and Jan, 2007). These 

handhelds offer mobility, which could leverage the validity/authenticity of the 

Videoplace created by Krueger et al. (1985).   

1989-
1993 

AR coined by Caudell and Mizell, who developed a system that aided 
employees to bring together wires and cables of an aircraft (Caudell 
and Mizell, 1992; Janin et al., 1993).  

1993 The first function of an AR system called Virtual Fixtures was 
developed by Rosenberg (1993), which showed its advantages for 
human performance.  

1999 ARtoolKit, a library used to build AR applications, was developed by 
Kato and Billinghurst (1999). 

2000 ARQuake, an AR outdoor mobile game, was developed by Thomas et 
al. (2000). 

2009 Sixth sense prototype produced by MIT was based on wearable AR 
devices (Mistry and Maes, 2009). 
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learning environment and increase the learner’s interactions with others (Klopfer and 

Sheldon, 2010). Dunleavy et al. (2009) indicated that the implementations of 

augmented reality result in student motivation. Both teachers and students showed 

more engagement, especially when using handhelds, adopting roles, negotiating 

meaning within activities, solving authentic problems and performing physical tasks 

(Dunleavy et al., 2009; Dunleavy and Simmons, 2011). Making pervasive AR 

systems is possible by using mobile devices (Broll et al., 2008). Handheld computers 

with location-based technology, such as GPS, allow pervasive augmented reality 

systems to be run on these technologies, as opposed to head-mounted displays.  

Moreover, Mobile AR is recognised as being an organic platform geared 

toward various ‘killer apps’, as they are named. It has been highlighted by Wagner 

and Schmalstieg (2006), for instance, that an interactive AR museum can be 

described as ‘a virtual media that annotates and complements real-world exhibits’. In 

this same vein, a training application is introduced by Träskbäack and Haller (2004), 

which enables the staff of oil refineries to observe instructional diagrams positioned 

on top of the tools being utilised and learned. A number of other applications are 

known, such as multi-user AR on handheld devices(Wagner et al., 2005), equipment 

maintenance (Feiner et al., 1993), and document annotation (Rekimoto and Ayatsuka, 

2000), amongst others. Regardless of the application, however, there are a number of 

characteristics in common. For example, all of these applications depend on vast 

distributed and dynamic data, and there is a need for all links between relevant data 

and recognisable visual targets to be maintained. Such links will ultimately alter 

through application development or with the growth of the underlying data.  

Essentially, there is the need for the presence of a presentation layer, which 

describes how data can be rendered as virtual media. In some instances—although 
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this rests on the data’s nature—it may be sensible to render various mixes of icons, 

images, texts or 3D objects. The exact conversion from information to virtual content 

ultimately rests on the type of application. Various users adopting different mobile 

devices could be able to collaborate and share data. This, therefore, suggests the 

requirement of a central data store with the ability to monitor the actions of users as 

well as the system state overall (Mooser et al., 2007). Schmalstieg et al. (2007) 

proposed a 3-tier data model for managing data in a mobile augmented reality 

application. The first layer was a database, whereas the second layer linked the 

database and application by translating raw data from the database to a specified data 

structure. The third tier contained all the applications. In addition, the second tier 

hides data from presentation so applications did not have to understand the data 

details. Application types were derived from basic abstract types, such as 

SpatialObjectType and ObjectType, which were predefined. Data storage and 

presentation layers were linked, ensuring virtual representations were consistent with 

the monitored technology.  

Nicklas et al. (2001) also proposed a three-layer model that consisted of a 

client device layer, server layer and federation layer. All system resources were stored 

in the server layer, which could come in different forms, e.g. geographical data, users’ 

location or virtual objects. A top-level object Nexus Object was designed, from which 

all objects, such as sensors, spatial objects and event objects, could inherit. The 

federation layer provided transparent data access to the upper layer by use of a 

register mechanism. It decomposed queries from the client layer and then dispatched 

them to registers for information access. It guaranteed consistent presentation, even if 

data servers supplied inconsistent data. The model increased access delays because of 

the delegation mechanism and separated underlying data operations from the client 
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layer. In addition, multiple copies of the object on different servers caused data 

inconsistency. 

 Similarly, Schmalstieg and Hesina (2002) produced a 4-layer data model for 

mobile augmented reality. The lower layer was a dynamic peer-to-peer system that 

allowed both communication and connectivity services. The second layer provided 

general mobile augmented reality functions such as tracking, sensor management and 

environmental presentation. The third layer included a high-level functional module 

that was composed of sub-layer components, which offered application related 

functions for the higher layer that interacted with users. Object identifiers and their 

types were used to represent the virtual objects; these were bound to a table data 

structure that contained linking information.  In addition, to describe object 

relationships, a data structure was used as well as a special template to store 

representative information. 

2.2.4 Augmented Reality in Education 

The focus here is to provide additional information students might not have access to 

or might be missing. An example of the effective application of AR to teach students 

and provide them with additional information is illustrated in anatomy education, 

which does require not only expertise and huge expenses but also a lot of effort to 

effectively deliver (Blum et al., 2012). 

According to Munnerley et al. (2015), individuals always strive to look for 

ways to simultaneously bring together the various elements in their physical and 

digital contexts and integrate them in new and creative ways. It is in this context the 

AR becomes very resourceful by providing alternative perspectives. These 

perspectives may be alternative physical reality differentiated by time or place or that 
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which is created by the thoughts of others. Through the use of AR, one can expand 

the mind from its initial state of lack of some beliefs or memory to include 

perspectives that are much wider and more advanced (Clark and Chalmers, 1998). 

Simultaneous access to many perspectives is provided by AR (Munnerley et al., 

2015). These perspectives include those that have been generated both inside and 

outside of the person’s mind. The viewer can then combine these perspectives to view 

an object in an integrated way. Munnerley et al. stated that augmented reality can 

create a shared story, a collective memory or a meta-narrative. This capacity for 

associating the various individual stories and putting them together into a shared 

experience network gives ways to new channels that create a common understanding 

and educational liberation.  

A report by Johnson et al., (2011) showed that AR has important pedagogical 

applications. As such, studies conducted by several authors examine the effects AR 

can have on various aspects of science education, including laboratory work (Andujar 

et al., 2011; Benito et al., 2014), conceptual change, ecological preservation (Lin et 

al., 2011), inquiry-based learning (Squire and Klopfer, 2007b), spatial ability (Martín-

Gutiérrez et al., 2010) and scientific argumentation (Squire and Jan, 2007). The 

majority of these studies found that learners regard AR in a positive way. Some of the 

learners were satisfied with AR; others found it useful, and some improved in their 

learning (Cheng and Tsai, 2012).  

Several possibilities can be realised by using AR in education (Wu et al., 

2013).  Wu et al. (2013) provide the advantages of AR in education: First, AR makes 

it possible to visualise relationships that are complex and concepts that are hard to 

understand (Arvanitis et al., 2007; Shelton, 2002). Secondly, AR can facilitate the 

timely presentation of information at the right place, contributing to reducing time 
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searching for such information, reducing errors, and improving the ability to 

memorise and recall information (Cooperstock, 2001; Neumann and Majoros, 1998). 

Additionally, by using AR, there is the possibility of experiencing phenomena that 

may not be experienced in real world situations (Neumann and Majoros, 1998; 

Klopfer and Squire, 2007).  

Billinghurst and Dünser (2012) indicated that through  AR, complex 

phenomena could be easily understood. This is because AR provides unique visual 

and interactive experiences that integrate both virtual and real information and, thus, 

facilitate the communication of abstract concepts to learners. This capability allows 

the superimposing of virtual graphics over real objects by designers, thus making it 

possible to manipulate digital content in a physical manner and interact with it. As 

such, spatial and temporal concepts are demonstrated more effectively in addition to 

the relationship between virtual and real objects. For example, through reading in 

combination with a 2D picture, a student can theoretically understand the position of 

the earth relative to that of the sun. A much better and practical understanding can be 

gained by using a 3D visual system. AR has made it possible to animate dynamic 

processes to provide a direct, tangible interaction that makes it possible for learners to 

interact intuitively with digital content. 

From a pedagogical perspective, AR provides a student-centred approach to 

learning in addition to a flexible space for opportunities for learning (Munnerley et 

al., 2015; Novak et al., 2012). AR makes this possible by taking learning wherever 

the student goes by decoupling it from the traditional classroom, lecture halls and 

labs. AR makes it possible to learn from home, at the workplace or even on the public 

transportation system. Moreover, AR is developing more interactive applications that 

make learners become co-creators and critics, thus leaving a record of their learning 
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based on their experiences. In the framework of teaching and learning, AR plays a 

general role. Several important elements of traditional learning, such as reflection, a 

questioning attitude, integration, critical thinking, and real learning goals, are all 

promoted by augmented reality. Augmented reality provides various opportunities for 

learning and teaching: 

a) Visualisation (subject to user manipulation), 

b) Mobility, 

c) Content (general and student constructed),  

d) Alternative perspectives, 

e) Contrasting and comparing the various perspectives, and  

f) Integration of multiple perspectives. 

As reported by Munnerley et al.( 2015), research on the application of AR in 

the educational sector has mainly focussed on the visualization and mobility to 

provide flexible learning opportunities by using handheld and portable devices to 

deliver information and on the visualization of information learners may have 

challenges in accessing because of financial or physical constraints. It is time that 

opportunities (c)-(e) are given the required attention. However, this may require the 

consideration of the principal purpose, which is to come up with student-centred 

learning experiences where there is the connection, integration, construction, and 

deconstruction of the students’ own meaning based on their experiences.  

2.2.5 Augmented Reality Affordances 

AR is known to comprise of a number of features and affordances falling into the 

following six different elements (Wu et al., 2013). With this noted, AR is recognised 

as facilitating the following:  
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• Bridging formal and informal learning, 

• Learning content in 3D perspectives, 

• Learners’ sense of presence, 

• Immediacy and immersion, 

• Ubiquitous, situated and collaborative learning, and 

• Visualising the invisible. 

Regarding the use of 3D synthetic objects, AR facilities this, enabling the 

visual perception of the target environment or system to be more developed, as 

highlighted by Arvanitis et al. (2007). Another element is linked to the adoption of 

handheld computers in AR, with the facilitation of such technology enabling 

ubiquitous, situated and collaborative learning seen to be able to develop learning 

within a real environment (Broll et al., 2008; Dunleavy et al., 2009). Moreover, it has 

been recognised by Bronack (2011) that AR, along with other immersive media, has 

the potential to deliver affordances in terms of immediacy, immersion and presence, 

with AR delivering a mediated space that provides learners with the feeling they are 

with others, thus reinforcing and enhancing the learners’ community of students 

(Squire and Klopfer, 2007). In the same regard, it is further emphasised that an AR 

system has the capacity to comprise and deliver both verbal and non-verbal cues and 

feedback, which together aid in establishing and maintaining a sense of immediacy in 

students (Kotranza et al., 2009). Considering that immediacy is fundamental in terms 

of developing learning from an affective perspective, AR, when bringing together 

students, data or virtual objects within a real environment, can significantly enhance 

immediacy.  

One further element of AR affordance is the ability to facilitate the 
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visualisation of invisible events or concepts through superimposing virtual 

information or objects onto physical environments or objects (Arvanitis et al., 2007; 

Dunleavy et al., 2009). Essentially, when taking this into account, AR systems could 

provide students with support and assistance in terms of enabling and helping them 

visualise unobservable phenomena or abstract scientific concepts through the 

adoption of virtual objects, including—but not limited to—molecules, symbols and 

vectors. For instance, through the application of augmented chemistry, students are 

able to choose chemical elements, add them into a framework of a 3D molecular 

model, and revolve and pivot the model (Kotranza et al., 2009).  

In addition, AR is known to bridge the gap in relation to learning 

environments, both formal and informal. For instance, AR, as well as a number of 

other technologies, was employed in the CONNECT initiative technology with the 

aim of developing a virtual science thematic park environment (Sotiriou and Bogner, 

2008). Two different modes were encompassed: the school mode and the museum 

mode. Various scenarios considered in the environment comprise both conventional 

and virtual field trips to museums, curricular activities carried out both before and 

after the visit, and modelling and experiment activities. In this case, science learning 

within the school was linked with the learning-related experiences associated with 

conventional and virtual museum visits, facilitated through the use of AR. This 

helped develop the experiments, models and visualisations of students. Nevertheless, 

Wu et al. (2013) indicated that AR may not be the only system delivering such 

elements; some may be provided by other environments or systems in the context of 

other relevant and comparable concepts and technologies. Therefore, in order to 

highlight the affordances of AR, it is essential to examine the way in which AR could 

be positioned within various instructional approaches so as to fulfil teachers 
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educational aims and goals (Bronack, 2011).  

Finally, Dunleavy et al. (2009) stated in their literature review, which mainly 

concentrated on augmented reality for learning in formal and informal learning 

environments, that the usage of mobile and context-aware technologies such as tablets 

and smartphones allows users/students to interact with the digital information 

embedded in the physical world.  In addition, they highlighted the affordances and 

limitations for AR in three aspects: teaching, learning and instructional design. The 

common affordance of AR is the competence to provide to a group of learners 

multiple incomplete yet balancing perspectives on a problem situated within the 

physical world (Dunleavy et al., 2009; Facer et al., 2004; Perry et al., 2008; Squire et 

al., 2007; Squire and Jan, 2007). This is a result of the one-to-one ratio between the 

device and the student within such environments, which enables each student to 

interact with the GPS device in order to contribute to the activity/task. In addition, 

this affordance allows educators to use one of the appropriate collaborative 

pedagogical approaches with the design experience approach, such as jigsaw and 

differentiated role-play. AR has the potential to provide multiple points of view of the 

same object, which can aid learners to go further than the information available to 

them (Milgram and Kishino, 1994).  Combining these multiple viewpoints with the 

environment and placing them within a problem-based augmented reality can afford 

teachers the ability to augment the physical world with digital information and 

transform it into a place that allows students to manipulate, observe and analyse.  In 

addition, they allow learners to explore, construct and manipulate virtual objects 

(Dalgarno and Lee, 2010).       
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2.2.6 Augmented Reality Issues 

The issues related to AR are categorised under three major aspects: technology, 

pedagogy and learning (Wu et al., 2013).  The head-mounted display(HMD) is one of 

the technologies that has some issues such as their cumbersome and expensive 

design, which causes discomfort and poor depth perception (Kerawalla et al., 2006). 

This issue can be overcome with the new generation of HMD, such as glasses, or the 

new portable technologies for AR, as they are more comfortable and enhance the 

immersive capacity of both sense and presence (Fiorentino et al., 2014).In addition, 

stability (Squire and Klopfer, 2007) and interfacing between multiple devices 

(Klopfer and Squire, 2008) are issues that appear when integrating several portable 

hardware and software devices. Learners can face difficulties in the absence of a well-

designed interface to guide their actions in real-world environments and to allow for 

the smooth flow of information from one device to another as well as for the transfer 

from the virtual to the reality. Wu et al. (2013) also pointed out the high risk of failure 

when multiple devices are used. 

Instructional design is a pedagogical issue for AR. Wu et al. (2013) posed the 

important question of “How should the information be distributed and flowed 

between two realities and among different devices?” when designing the learning 

activity and augmented reality system. Furthermore,  Klopfer and Squire (2008) 

asked how one may “balance competing drives for individuality with distribution and 

decentralized information flows with guided educational activities may be tensions 

central to the platform”. Wu et al. (2013) suggested empirical evidence is needed as 

well as a set of design guidelines based on learning theories, such as situated learning, 

to help teachers and designers eliminate this tension. To design an effective learning 
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environment, both designers and researchers can precisely describe not only the 

technologies and their uses but also their affordances from the learners’ view (Elliott 

et al., 2012). 

In terms of the learning process, learners could be cognitively overloaded in 

an AR learning environment by encountering a huge amount of information, the 

number of devices they have to use, and the difficult tasks that the learners need to 

accomplish (Wu et al., 2013). This leads students to multitask in an augmented reality 

environment. Dealing with a complex task and unfamiliar technologies often results 

in confusion and feeling overwhelmed when learners engage in a multiuser AR 

simulation (Dunleavy et al., 2009). In addition to supporting this claim, many 

researchers stated students can be cognitively overloaded in three main aspects: 1) the 

task’s complexity; 2) both scientific enquiry process and navigation (Klopfer and 

Squire, 2008); and 3) making decisions as a group (Perry et al., 2008). Furthermore, 

Perry et al. (2008) indicated one of the key instructional issues related to managing 

the level of the complexity is that AR designer experience has attempted to reduce 

cognitive load by simplifying the initial structure and increasing the complexity as the 

experience progresses. Wu et al. (2013) summarised the important notions with their 

affordances and instructional approaches in their paper that suggested further 

investigation of how AR environments support learning and teaching by 

reconceptualising these notions (Figure 2-3).    
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Figure 2-3 Possible Alignments of Instructional Approaches, Affordances and 
Notions in Education (adapted from Wu et al. (2013)) 

 

2.3  AR in Science, Technology, Engineering and Mathematics 

Laboratories (STEM Education) 

Blending both mixed reality and laboratories is another application of AR. By 

superimposing virtual elements on devices, learners could interact and manipulate 

both real and virtual objects. By combining these AR technologies, pervasive learning 

can be enhanced by 3D or virtual objects, physical models, remote laboratories and 

computer simulations (Broll et al., 2008; Dunleavy et al., 2009).  

Wu et al. (2013) posed the important question of how AR technology can be 

used for educational purposes. Dede (2009) stated that AR technologies aid students 

to engage in true exploration in the real environment, and virtual objects such as text, 

video and pictures are all supplemented with elements for the learner to discover the 

real-world surroundings. The most frequent uses of AR are to explain spaces with the 

superimposing of location-based information (Johnson et al., 2010). Second, the 

usage of AR can further extend to the combination of the real world and digital 

learning resources. Learners can experience the scientific phenomena that are not 
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possible in a real environment, such as chemical reactions.  

The use of AR in education can make it possible to construct knowledge in an 

active and autonomous manner and, thus, facilitate practical learning. Furthermore,  

Zhong et al. (2003) note that learner motivation can be improved through AR because 

it raises the enthusiasm of students because of the interaction with new technologies. 

These benefits of AR in general education can be applied to technical and engineering 

education and specifically to courses in embedded systems (Anastassova et al., 2016). 

 Kaufmann and Schmalstieg (2003) developed an AR system for mathematics 

and geometry education. The 3D geometric construction system aimed to improve the 

spatial abilities of learners and to maximise the transfer of knowledge in real/practical 

contexts. However, an informal evaluation showed the students were stimulated to 

use it and needed very little time to familiarise with it and apply it in practical 

settings. The system had several problems, such as fatigue from its use and eye-hand 

coordination minus haptic feedback.  

Another example of the AR in education is the use of tangible interfaces and 

AR models of 3D objects (Chen et al., 2011). In the tangible interfaces, physical 

objects are coupled to a digital source of information. The AR models are used in 

engineering courses containing graphics so as to promote the students’ understanding 

of the relationship that exists between 3D objects and their projection. The tangible 

interfaces system was tested with 35 students who were majors in engineering. From 

the tests, the students’ performance and ability to transfer 3D objects into 2D 

projections significantly improved. Higher rates of engagement with the AR models 

were also realised.  
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Additionally, AR can be applied in teaching courses in embedded electronics 

(Anastassova et al., 2016). Learning the way the various devices work in embedded 

systems is challenging and requires students to visualise how the devices work 

without actually seeing them. The same case applies to laboratory practice where 

students only use the various input and output nodes to manipulate how the devices 

work and cannot see the operations taking place inside the devices. As a result, 

students only have a partial understanding of the various concepts they study in the 

classroom and in the laboratory. The use of augmented reality in engineering 

education aims at overcoming challenges such as those described above, particularly 

in the first years of studies in computer engineering. For this reason, it was proposed 

by Müller et al. (2007) and Andujar et al. (2011) that an AR system be used for 

enhancing the students’ interactions with the various laboratory works.  

Andujar et al. (2011) considered a digital control system design based on a 

field-programmable gate array (FPGA) development board. Here, AR is used to 

demonstrate how the various activities carried out in the lab can be performed in the 

same way it is done in the workplace. The system provides physical contact and, thus, 

reduces cases of student discouragement because of lack of it. The study used 10 

teachers and 36 students in evaluating the system. For both the students and teachers, 

there were higher engagement, greater motivation, and significant improvement in 

learnability of abstract concepts when compared to the traditional learning methods. 

In this AR prototype and many others, designers focussed much on the visual aspects 

of embedded electronics.  In contrast, a unified embedded engineering learning 

platform (E2LP) AR system has been developed which focusses on other factors 

beyond the visual aspects by coming up with a multisensory AR system for teaching 

electronics (Anastassova et al., 2016; Miodrag Temerinac et al., 2013). The E2LP 
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system has a camera that takes a video of the board, which is then projected on a 

touchscreen that is supported like an electronic lamp (Figure 2-4). Additionally, the 

system has a tactile pointer used in showing its position on the board. With the 

information from the camera and the pointer, an enhanced visualisation of the real 

view is displayed by the AR software on the tactile screen. From the view and with 

the aid of the pointer and the camera, students get quick access to the components of 

the board and their specifications and work on them.  The AR software can be 

explained from the pedagogical point of view, which structures it into three primary 

levels: exercises, problems and projects.  

 

Figure 2-4 E2LP AR system (Curtsey to M. Temerinac et al.,(2013) ) 

• Exercises: In this AR case, exercises are the basic tasks that have well-

structured solutions supporting the superimposing of the various hardware 

components in a visual way. Additionally, students have to resolve the various 

tasks before starting a new course. For this reason, AR is an important tool 

that can be used to facilitate the engagement of students and improve their 

understanding of the various concepts.  
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• Problems: The AR software has several open-ended tasks with solutions that 

not only differ but also use different methodologies. Problems are challenging 

in comparison to exercises and in terms of the information displayed on the 

AR system. However, various clues are provided by the AR system to enable 

the solving of the different tasks.  

• Projects: Projects are more challenging than exercises and problems because 

they require students to come up with their own projects, define the objectives 

of the projects, and find sources for the various components needed to 

complete the project. As such, a project does not have a pre-defined path 

students can follow. The AR software can be instrumental in providing 

information about the various resources the students need to use.  

 

 Chan et al. (2013), in a different study, proposed and evaluated the LightUp 

design, which is an augmented reality learning system for electronics. Several parts, 

like wire and bulb as well as motor and microcontroller, make up the LightUp. The 

learner, in forming circuits, needs to have these parts connected magnetically. The 

implementation of LightUp is in the form of a mobile application that makes 

“informational lenses” utilising computer recognition to identify electrical parts 

available and to supplement the image with visualisations by making the invisible 

circuit visible. This system helps children with real time learning, understanding, and 

constructing of circuits through simulation. The disadvantage of this study is its 

reliance on using a simulation in extracting information for the learning activity while 

failing to utilise physical objects. 

Similarly, Ibáñez et al. (2014) designed and evaluated an augmented reality 

learning application to learn electromagnetism concepts. This application allowed 
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students to manipulate 3D shapes and emulate the circuit elements. Each element was 

attached a fiducial marker to make it possible for recognition. Each element was 

associated with a particular learning material of problem-solving for the manipulation 

of the students (Figure 2-5). Such aided the students in discovering the circuit’s 

behaviour or in the visualisation of the electromagnetic forces. Their research 

contributed to a much better comprehension of the effects of AR on learning results, 

specifically those that require electromagnetic invisible forces understanding. 

However, this study was not focused on a real physical object and did not look at 

revealing real-time data nor at inspecting the communication process inside the 

object; it used AR to help simulation for building the circuit step-by-step. 

 

 

Figure 2-5 Stages of the learning activities within the AR application (Curtsey to Ibáñez et al. 

(2014)) 
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 Onime and Abiona (2016) built an augmented reality mobile system to handle 

practical laboratory experiments in science, technology and engineering. The system 

replicated existing hands-on experiments using photographic markers of laboratory 

kits. The researchers examined the system based on two learning scenarios in the field 

of microelectronic and communication engineering. In the engineering scenario, they 

used an Arduino-compatible board called Seeding Stalker v2, which has embedded 

sensors for the hands-on experiment. The learning goal was to connect the resistor 

and light emitting diode (LED) to the board and to pulsate the LED. They used a low-

cost 2D photographic mock-up of the same hardware board as a photo-realistic 

marker for the augmented reality mobile experiment. They built a 3D virtual object 

for the LED and the resistor and produced step-by-step instructions to connect them 

to the board using the aid of AR. In the communication scenario, they introduced 

three types of antennae communication, and learners were asked to establish bi-

directional wireless radio links. In contrast, the AR version involved three mock-up 

marker objects for all antennae, and when the learner pointed at the marker, the 

radiation appeared in 2D or 3D mode.  In both scenarios, 148 students participated in 

both experiments. After finishing the experiment, they stated that the augmented 

reality mobile application made a positive impression and was helpful for learning 

and grades compared to the existing hands-on experiment. 

Another study conducted by Jara et al. (2008) took a teleoperation approach 

using an augmented reality application that gave users the ability to operate and work 

remotely with real robots with the aid of virtual data supported via a virtual 

environment. This study highlights the positive aspect of real-time feedback when 

operating robots remotely. They used online video streaming and updated 3D 

simulation of current robot positions as feedback options for users. This gave users 
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the competence to verify the work and that it was correct. In the same vein, Ligeour et 

al. (2005) proposed an augmented reality system that helps human operators achieve 

complex tasks remotely. Users can control and operate telerobots with the aid of 

virtual information supplied via augmented reality. However, the abovementioned 

telerobot studies focused only on remote operation and on investigating the value of 

using augmented reality as an assistant technology to help them achieve their task. In 

addition, these studies did not look at how real robots operate or communicate. 

Instead, they relied on the results of actions. Learners and users in labs have the 

required equipment but, in turn, need further assistance to help them understand and 

accomplish their tasks. This assistance could range from very simple tasks, such as 

assembling components, to more complex tasks, such as robot communications and 

processes.  

Tang et al. (2003) designed an HMD-based augmented reality system for 

assembling object tasks, and they compared the efficiency of the system to printed 

manuals and overlaid instructions on LCD displays. They revealed that error rate and 

cognitive overload were reduced using augmented reality systems. In addition, 

augmented reality assists assembling and operational tasks by minimising alternating 

attention tasks, so users do not require shifting between two or more sub-tasks.  

  Henderson and Feiner (2011) proposed an HMD AR system that supports 

users in procedural tasks, especially in the psychomotor phase, and helps retrieve the 

objects of interest. They compared the system with 3D instructions on a monitor and 

found that HMD AR was better than static 3D instructions were. Similarly, 

Billinghurst et al. (2008) presented a mobile augmented reality system that enables 

users to assemble tasks, and the system displays a series of images adapted to the real 

world view. This approach helps users view complex models on their smartphones, 



P a g e  | 40 
 

and it enables them to receive a step-by-step guidance for completing the task. This 

guidance uses animated images linked to the real objects and placed in the right 

positions. Users found the augmented reality system very useful in assisting them to 

complete assembling tasks. The limitation of their study was they did not look at 

assembling smart objects that could communicate and interact with both physical and 

virtual (computing) objects. Instead, their focus was on physical objects that had no 

interaction with the computing environment, such as puzzles.  

 In terms of real-time feedback, Liu et al. (2012) proposed an augmented 

reality prototype system that provides real-time feedback for operational tasks.  They 

created a generic controller for the manipulated object, so it can communicate with a 

mobile device. With a mobile phone camera pointed at the marker, it presents an 

augmented reality view with outlines of the physical controls as well as instructions 

to complete the task, such as entering values or pressing buttons. The system provides 

colour overlay as real-time visual feedback that indicates correct or wrong uses. This 

approach improves significantly the task performance and learning experience 

compared to text, picture and augmented reality without real-time feedback.    

Daily et al. (2003) used augmented reality to visualise information from 

distributed robot swarms. The robots are used to communicate and work 

cooperatively to provide information about intruders. Users employ AR to collect and 

overlay information from each robot and to highlight the shortest path to the intruder. 

Similarly, Amstutz and Fagg (2002) use augmented reality to present information 

from large numbers of sensors and robots. Collecting the state of these objects and 

visualising them via augmented reality helped users in search and rescue tasks.  In 

Addition, Chen et al. (2009) proposed a system that makes it easier for researchers to 

visualise and interpret complex robot data by augmenting the robot’s information 
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(such as sensor map and task relevant data) with the real world environment, 

maximising the shared perceptual space between the user and the robot. Thus, AR 

technology can assist humans not only in testing robots’ systems but also in 

understanding complex robot information and improving human-robot interaction. 

 Collett and MacDonald (2010) argue that mobile robot programming lacks 

suitable tools to assist developers in the debugging phase. Robots interact with the 

environment, which makes programming challenging. This interaction causes 

additional complexity to programmers to first understand what data the robot is 

receiving and, second, how the robot is interpreting that data. To overcome this 

problem, they proposed an augmented reality debugging tool that supports 

programmer views of the robot’s world. Instead of using a simulated world by 

developers, augmented reality allows them to view the robot world with additional 

virtual objects in the real environment. Thus, developers do not need to shift between 

the real environment and the robot world because augmented reality brings the robot 

data in in real world context. One advantage of this approach is to help developers 

find the source of the errors in the robot application. One example of errors is that 

robots may miscalculate the orientation and the distance to the nearest obstacle 

because of incorrect values entered by developers. In this case, augmented reality can 

immediately show this error in graphical representation. However, the limitation of 

this study is they used augmented reality as visualisation tools that represent robot 

data only in 3D or 2D graphical views and placed the abstract data, such as current 

state and task progress, to the console in plain text output. The system lacks text to 

support that, if considered, could add more value to discover errors and bugs. 

Visualisation without meaningful explanation could impede developers in identifying 

the cause of the problem immediately. Thus, there is a need to structure robot data in 
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an augmented reality view and explain how these data help developers and learners 

achieve their task goals.  

Magnenat et al. (2015) claim that augmented reality and visual feedback 

enhance high school students’ ability to understand event-handling concepts in 

computer science. They proposed an augmented reality system with integrated visual 

feedback that overlays the executed events on robots in real-time. The system 

provides timelines that show location and time of the execution at the physical 

location. This helps students understand what the robot is doing and helps students 

trace their program. By using the system, students were able to identify errors in their 

programs faster and minimise the time between runs. However, students who used 

augmented reality systems were stressed due to the AR system complexity, such as 

the complex setup and the system sometimes losing tracking.  

2.4   AR Within Smart Technology  

2.4.1 Intelligent Environments 

The vision of pervasive/ubiquitous computing is to embed intelligence into our 

everyday lives, such as at work and at home (Suh et al., 2012). This includes the use 

of embedded computing and network devices that are controlled by intelligent agents 

in order to enhance the user experience as well as the general quality of life (Ball et 

al., 2010).  This technology has introduced a new relationship between users and the 

underlying technology, with the objective of making the technology both transparent 

and prevalent to the users (Chin et al., 2010; Kurz and Benhimane, 2012). In addition, 

Suh et al. (2012) pointed at the need to understand users’ objectives and provide 

collaborative services by structuring available resources in the environments. They 

suggested the use of a mediator between users and intelligent systems. Usually, a 
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mediator is integrated seamlessly and invisibly to the users, particularly in the early 

systems (Weiser, 1999). Carolis and Cozzolongo (2009) found the absence of clear 

interfaces for controlling device services may result in increasing users’ difficulties, 

especially when interacting with an invisible presence. To overcome this issue, Suh et 

al., (2012) have proposed the development of Integrated Control Architecture 

(ICARS), a novel software framework that can be applied as a robotic mediator to 

collaborate with smart environments. This software allows providers to implement 

and include numerous collaborative services that require expandability and makes it 

possible for programmers to develop advanced collaborative applications. Similarly, 

Chin et al. (2010, 2009, 2008) introduced a vision applicable to a home appliance, 

known as a soft appliance, which was developed by aggregating basic network 

services. This vision developed a theory in which home appliances, such as TVs, are 

decomposed into basic functions. Afterwards, these services can be aggregated in 

various new ways, with the rest of the deconstructed services used to produce soft 

appliances that are based on user preferences. A central element in the vision includes 

a concept that is referred to as a meta-application/appliance (MAp). The MAp 

includes a template of sematic data that describes the virtual (or soft) appliance that 

end-users can configure in a manner that reconstructs the composition of an 

appliance. It is possible to generate such MAps through an explicit end-use 

programming process that utilizes Pervasive interactive Programming (PiP). PiP 

seeks real (not graphical) objects and is directed towards distributed computing 

instead of a single processor. 

AR within a pervasive computing space also now provides an opportunity for 

exposing and explaining some of the underlying functionality within an intelligent 

environment, for example, making the invisible visible, and using it as an interface to 
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the intelligent environment itself. Mayer et al. (2013, 2012) illustrated a system that 

enables end users to monitor the flow of information in smart homes with ease and in 

a non-invasive and intuitive fashion, which allows inhabitants to have a better 

understanding of the interactions that devices have in smart homes (Figure 2-6). A 

mobile service is used in this system to visualize the network traffic between 

connections and devices in real time. When utilizing the techniques provided by 

domains of augmented reality and network sniffing, the uncovered data flows tend to 

overlap in the live camera view of the mobile device.  

 

Figure 2-6 Monitoring home devices (Curtsey to Mayer et al. (2013)) 

This can make it possible for smart homes’ inhabitants to closely track the 

communication behaviours of their smart devices. Communication herein refers to the 

interactions of smart devices amongst themselves and their connections to the remote 

services with which they share information. The system monitors the flow of data that 

occurs between devices while visualizing the connectivity that the devices have with 

each other. However, the device does not offer any views of either the internal 

communication or computation processes. 
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 Sato et al. (2013) suggested a novel interface paradigm, known as the cyber-

physical user interaction, which can construct a cyber/virtual space, send commands 

and receive responses from physical/networked appliances via space using AR 

technology (Figure 2-7). Control of the networked appliances can occur via a tablet 

computer or smartphone that is being used as a WiFi controller. Because the 

paradigm enables appliances from different vendors to be interconnected, it becomes 

possible for users to operate their home appliances intuitively. Furthermore, the Sato 

et al. (2013) evaluated the Embodied Visualization with Augmented-Reality for 

Networked Systems (EVANS) programme to control various home appliances as well 

as sensor devices at the same time. This was done via a cyber-physical user 

interaction (CyPhy-UI) paradigm that uses web cameras to retrieve real-life 

information. A touchscreen display for showcasing the AR visualization as well as 

the components of user interaction were used to retrieve user inputs.  

 

 

Figure 2-7 Display image on a tablet computer for EVANS (Curtsey to Sato et al. (2013)) 
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 Likewise, Heun et al. (2013) explored a new approach to programming and 

interaction with physical objects using AR technology (Figure 2-8). This approach is 

based on a smarter objects system that associates a virtual object with every physical 

object. This provides users with an AR graphical interface that enables them to 

program or modify the interface and the behaviour of the physical objects. In 

addition, it enables the sharing of smarter objects functionalities with other objects to 

make collaborative environments. 

   

  

Figure 2-8 AR with smarter objects (Sato et al. (2013)) 

 

2.4.2 Internet of Things 

Ferscha and Keller (2003) stated that “smart things are commonly understood as 

wireless ad-hoc networks, mobile, autonomous and special purpose computing 

appliances, usually interacting with their environment implicitly via a variety of 

sensors on the input side and actuators on the output side”. In addition, the hidden 

functionalities of any system humans cannot see are considered deep technologies. 

These hidden technologies are embedded in the environment and are invisible to 
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human sight, although they are still there. They can increase users’ perceptions of the 

environment surrounding them if presented to them in a natural way. Thus, linking 

the physical world with the virtual one is an important aspect, and this can be 

achieved by using means such as mixed reality or augmented reality. For example, 

Ferscha et al. (2003) developed a 6DOF DigiScope, a visual see-through tablet that 

supports “invisible world” inspection.  

The IoT has been established using the concept of smart things and smart 

objects. Miorandi et al. (2012) consider smart objects as entities that are physical and 

focused on making communication easier. The objects are designed to have a unique 

identifier, linked to one name and address. Some of these objects have computing 

capabilities, given they have sensors to detect physical phenomena. In addition, they 

are capable of triggering actions that have an effect on the physical reality. Based on 

these properties, smart objects are known to be context-aware (Plauska and 

Damaševičius, 2014). For instance, these objects are able to analyse data they 

received from sensors and can use recognition algorithms in detecting activities and 

events. In this sense, it is easier for these objects to share data and be able to perform 

intelligent behaviours based on how each element is designed (Kortuem et al., 2010). 

It should be noted that the structure of IoT encompasses three layers: hardware, 

middleware and presentation (Plauska and Damaševičius, 2014). The hardware layer 

includes actuators, sensors and communication devices. These components have been 

developed for the existing global Internet infrastructure, designed to link physical and 

virtual services. The sensors incorporated into these devices provide crucial 

information about the environment, encourage interaction among users, and provide 

information to the world. The middleware layer is useful in capturing data, analysis 

and aggregation. The sensors provide secondary information, which could be useful 
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in synchronising the learning process. The data keeps in mind the physical 

interactions and the feedback from interacting objects. The presentation or web 

service layer provides a chance for the things to participate in the business process, 

and the users have a chance to inquire into the things and their states.  

The concept of IoT has similarities with the Object-Oriented Programming 

(OOP) (see Section 2.5.4). The “things” have a state and a representation of the real-

world entities. However, these “things” can only be accessed through interfaces 

(services). Today, OOP is dominant in software programming. However, students 

have faced challenges as they try to assimilate the concepts of OOP. It is essential to 

remember that several approaches have been adopted to help students visualise the 

learning content, material and tools. As such, students develop a great understanding 

of the environment, which is significant in visualising the structure of the program 

(Henriksen and Kölling, 2004). In some cases, abstract visual programming 

languages (VPLs) could be adopted, which make use of visual elements as opposed to 

machine instructions (Bentrad et al., 2011). The preference of the VPL is attributed to 

its simpler domain description (Clarisse and Chang, 1986) and the immediate visual 

feedback (Burnett, 2001), making it easier for students to grasp concepts. 

It is critical to connect learning services and materials to the physical objects 

where sensors are an important part of the connection. This is important in learning 

objects and creating an e-learning environment (Plauska and Damaševičius, 2014). 

Specht (2009) stated that the connection between digital and physical objects is 

building a new setting for learning. The following are the main three contributions of 

IoT in education. First, IoT provides a technological background for contextualised 

learning. It allows embedding smart objects in the environments where learning takes 

place. The learning content is easily synchronised to reflect the needs of the students. 
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In addition, learning has been personalised through the help of IoT. Second, it has 

enabled learners to be immersed in the learning environment, using the physical 

mobile robotic learning objects. Instant feedback within interactive environments is 

the fundamental component of effective learning. The adoption of immersion as a 

learning technique has played a pivotal role in knowledge construction that is 

determined by pre-existing students’ knowledge. Third, IoT has been instrumental in 

promoting student engagement. It is noted that student engagement helps a great deal 

in skill development because feedback is immediate, giving students a chance to learn 

and correct errors (Liu et al., 2013). 

2.4.3 Virtual Machine 

A virtual machine (VM) is a system that emulates a real machine. It also defined as 

software implementation of physical devices, capable of running applications, similar 

to real machines (Mateljan et al., 2014; Nasereddin et al., 2014). The first VM was 

developed by IBM Corporation in the early 1960s. In principle, a VM works as an 

abstraction layer on top of the physical machine and isolates the hardware from the 

operating system (Schoeberl et al., 2011). It also works as a standard application that 

can be deployed on a real operating system (McEwan, 2002). Usually, a physical 

system acts as a host and grants a VM the ability to access its underlying 

functionalities. Thus, users can perform the same functions on a VM as they would 

on a real system, such as installing the operating system and running programs (Li 

and Mohammed, 2008) . Some VMs have their own operating system, hard drives 

and virtual devices. 

  Chen et al. (2010) discuss the two forms of VM are commonly used today. 

The first is the system virtual machine, which allows different operating systems to 
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run simultaneously on a single computer. This is typically used in a teaching 

environment for learning about computer and network concepts (Aagren, 1999; 

Nabhen and Maziero, 2006). The second form is the application virtual machine 

which follows the principle of write-application-once-and-run-everywhere. It is 

designed as a portable runtime environment for certain programming languages (e.g. 

Java virtual machine (Venners, 1996)). 

 Although VMs have been used for years by scientists, their virtualisation 

potential has not received much attention until recently. Virtualisation applications 

have become popular because of the availability of advanced computer technology 

(Mateljan et al., 2014). Education is an example of a field that can benefit greatly 

from such applications as they can simply administration, maximise scalability, 

improve teaching  and minimise the cost of using multiple physical machines (Li and 

Mohammed, 2008; Mateljan et al., 2014; Nabhen and Maziero, 2006). 

Often, incorporating a variety of configurations within classroom or laboratory 

environments is a valuable approach to enriching student experience, especially in 

computer science courses. Students usually can choose from many software packages 

and hardware systems to achieve the learning objectives of curriculums (Stoker et al., 

2013). However, it becomes difficult to obtain, maintain and configure these 

packages as some institutions or organisations may lack resources, especially the 

financial resources (Qian et al., 2011). In addition, in case of specific learning 

objectives, a physical classroom or laboratory may not have the required computer 

science equipment.  

A key benefit of the VM is that it reduces the cost of purchasing classroom and 

laboratory equipment (e.g. hardware and software). Moreover, it gives students the 
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flexibility to perform laboratory activities on any computer (school or personal 

computers) at any place (campus or home) (Gaspar et al., 2008; Stoker et al., 2013). 

Further, through a VM, students can access the underlying functionalities of school 

computer, particularly for courses such as operating systems, security and networking 

(Gaspar et al., 2008).  At the same time, unauthorised user access can also be 

prevented, especially if the system is made accessible via the internet (Cervera et al., 

2016). Cervera et al. developed a virtual learning environment that allows remote 

students to program and control a simulated or physical robot. The system utilises 

VM for the execution phase, so instead of executing the code directly into the 

physical machine, it is executed on the VM. This decreases the risk of controlling 

sensitive processes within the real machine, and it also restricts student access to 

certain hardware processes. 

VMs provide teachers with the ability to include software packages and hardware 

systems within their curriculum objectives without the fear of resource constraints 

(Stoker et al., 2013).  They enable teachers and students to experience a wide range of 

platforms or environments. For instance, Delman et al. (2009) explained problem that 

students face with simple robotic environments, whether for home or laboratory use, 

particularly if they are based on the latest operating systems (e.g. Vista and Linux). 

Most educational robotic systems have their own specifications and programming 

language; they require students to be familiar with both (Powers et al., 2006). A 

student may use his/her own personal computer or the laboratory PC to work on 

educational robotic systems, and these computers may have different operating 

systems. Thus, students encounter problems with installing or configuring the robotic 

platforms on multiple computers. To overcome this problem, Delman et al. (2009) 

developed an educational robotic virtual platform called Code::Blocks, which 
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supports a wide range of operating systems such Windows, Mac and Linux. The 

developed system makes use of the VM to provide robot programming environments 

that work with diverse platforms. Thus, students can use Code::Blocks to program, 

debug and run virtual and physical robotic systems on any operating system at any 

place (e.g. home or schools). 

 Similarly, Java technology utilises a VM to create an independent platform that 

debugs and executes Java programs on any operating system, machine or device 

(Abenza et al., 2008). A survey of higher education institutions in the UK showed 

that Java is the most commonly language used for teaching introductory courses on 

programming (Chalk and Clements, 2006; Chalk and Fraser, 2006). This is possibly 

because Java is considered an object-oriented language. It is open source, freely 

available and can run on any machine that has a Java virtual machine (JVM) (Chalk 

and Clements, 2006). A Java runtime environment (JREs) is a special platform that 

runs java applications. The main element of a JRE is the JVM, which makes Java a 

popular and portable programming language that can be deployed across a wide range 

of devices and machines (Lambert and Power, 2008). JVM hides its source code from 

researchers or users. One benefit of this approach is that it gives users the ability to 

use JVM within their preferred platforms and within a variety of programs. On the 

other hand, it requires users to depend on the standard Java library. JVM works as an 

interpreter that analyses and executes a sequence of bytes that is produced by a 

bytecode (Java compiler). This is considered the main component for developing an 

independent platform for a Java program.  
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2.4.4 Pedagogical Agents 

Feedback, guidance, motivation and encouragement are all often required by learners 

within their learning environments (Kizilkaya and Askar, 2008). The learners interact 

with the computer and use it as a means of support to help them learn about certain 

phenomena that surround them (Soliman and Guetl, 2010). This interaction is 

facilitated by interface agents, which are sometimes known within educational 

environments as pedagogical agents (Hewett et al., 1992; Morozov et al., 2003). 

Pedagogical agents are virtual characters that are used as a means of pedagogical 

support within a learning environment (Holz et al., 2009; Landowska, 2010). These 

agents aim to provide assistance to learners based on their knowledge and 

requirements, as well as responding to the learners’ actions (Bartneck and Hostlaan, 

2003; Kizilkaya and Askar, 2008). In addition, pedagogical agents have the ability to 

comprehend the learning context and they can play valuable roles in learning 

scenarios in order to improve learners’ knowledge (Landowska, 2010; Shaw et al., 

1999).  

The affordance of these pedagogical agents was categorised into five aspects 

by Veletsianos and Russell (2014). The first aspect is that pedagogical agents are 

adaptable, which can serve to help with learning, delivering content, and assisting in 

the development of cognitive processing and metacognitive skills (Clarebout, 2007). 

The second aspect is that pedagogical agents can simulate human behaviour and 

communicate with learners (Sklar and Richards, 2010). The third aspect is that 

pedagogical agents can accommodate learners’ preferences and needs, for instance, 

they can act as peers during collaborative tasks. The fourth aspect is that pedagogical 

agents can promote engagement, motivation and responsibility among learners (Kim 

and Wei, 2011; Kim et al., 2006). The final aspect is that pedagogical agents can 
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serve to improve learning and performance outcomes (Krämer and Bente, 2010; 

Murray and Tenenbaum, 2010). 

 Soliman and Guetl (2010) developed intelligent pedagogical agents within 

virtual learning environments that aim to guide and help learners within such 

environments. They are also intended to explain subjects, provide feedback and 

respond to learners at any time in virtual environments. Additionally, Qu et al. (2004) 

designed pedagogical agents that interact and communicate with learners using eye-

gaze detection to resolve any confusion or uncertainty that arises during the learning 

process. The use of these pedagogical agents resulted in learners’ motivation being 

enhanced.  

 Intelligent pedagogical agents can serve to improve the interaction with 

learners when providing narration and/or conversation (Soliman and Guetl, 2010). 

Doswell (2005) developed a pedagogical embodied conversational agent (PECA) to 

assist and interact with learners during informal learning scenarios such as visits to 

historical sites. Moreover, Martins et al. (2016) designed animated pedagogical 

agents to provide hints to learners throughout the learning process. These agents use 

gesture as a feedback approach to highlight incorrect answers and help learners when 

they are required to complete a learning task. 

 Further, the intelligent tutoring system and virtual reality system research has 

been integrated within the context of education by some researchers in order to 

enhance learning and teaching (Fardinpour and Dreher, 2012). An AR learning 

system was developed that incorporated an interactive agent intended to create 

problem-solving scenarios, assist learners during the performance of an activity and 

inform them about the state of their learning process (Oh and Byun, 2012). This 
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interactive agent assists learners throughout the learning processes and it responds to 

the learners’ actions. The provision of real-time feedback is vital during the learning 

process, especially when learners are required to complete a number of actions in 

order to accomplish their task (Omoda-Onyait et al., 2012; Vasilyeva et al., 2007). 

 Furthermore, Shirazi and Behzadan (2015) designed an augmented reality 

pedagogical tool that motivates and engages learners during the learning process. The 

AR pedagogical tool helps learners to understand abstract concepts within the topics 

of construction and civil engineering. The tool provides a virtual instructor that aims 

to assist learners with completing their learning task. Moreover, an autonomous 

pedagogical agent known as ‘Steve’ was designed by Rickel and Johnson (1998) to 

be used as a virtual instructor in a virtual reality environment to assist learners with 

machine maintenance tasks. Similarly, Barakonyi et al. (2004) designed ‘Puppet’, an 

autonomous animated agent that can communicate and respond to learners’ actions. 

They created a hierarchy framework that combined augmented reality, an animated 

agent and sentient computing within a single user interface. The framework turned 

physical objects, for example, LEGO, into responsive agents and then used them in 

AR environments. This allowed learners to be more aware of the impact of the 

physical objects. Additionally, the animated agent was employed to teach, assist and 

track learners throughout the learning process.  

The use of pedagogical agents in learning environments could result in 

numerous potential benefits, since they can provide assistance, guidance and feedback 

to learners while they are performing learning activities. However, the use of 

pedagogical agents embedded within the technology in order to reveal the 

computational processes of the physical objects related to the learning process has not 

previously been investigated. Thus, this thesis tries to overcome this gap in the 
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literature by creating a pedagogical virtual machine that links computational 

processes with learning processes so as to improve both learning and teaching.   

2.5  Linking AR to Learning Paradigm  

 

2.5.1 Learning Objects for AR 

The instructional design is currently trending on the ‘learning object’ (Alharbi et al., 

2012). Learning objects can be defined as learning materials having pedagogical 

goals capable of applying and reapplying to different contexts of learning (Sosteric 

and Hesemeier, 2002). There is a dramatic increase in the repositories of learning 

objects that store the learning resources such as ARIADNE, SMETE, Learning 

Matrix, iLumina, HEAL, MERLOT, LearnAlbert, EDNA and Lydia (Neven and 

Duval, 2002). The availability of several learning object repositories is very common 

to the students and instructors. Thus, the factor of pedagogy should be primarily 

considered while designing and providing learning objects (Alharbi et al., 2012).  

 The learning objects (LOs) concepts were developed in the 90s and are 

motivated by the necessity of reducing the cost of development and maintenance of 

digital learning and its reuse and modularization (Han and Krämer, 2009). Learning 

objects have been differently defined in the literature. The IEEE Standard for 

Learning Object Metadata (2002) defined learning objects as any referenced, non-

digital, reused and digital entity that supports learning at the time of technology. This 

definition is wide enough to indicate that a learning object can be anything that can be 

used in education. Nevertheless, there are definitions, as well, that try to compress the 

scope of the IEEE definition in respect to learning objects. The non-digital items were 

excluded from the IEEE definition by Wiley (2000), who defined the learning object 
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as only a reusable digital resource supporting learning. Several definitions of learning 

object have been combined by Sosteric and Hesemeier (2002) to state it as anything 

with a pedagogical objective that can be applied and reapplied in other learning 

contexts as well. In addition, Han and Krämer (2009) stated the aim of LOs is to pave 

a new path for constructing and mediating educational content related to smaller 

learning units. These self-contained units can be reapplied in numerous contexts and 

educational environments and can be combined with a coherent collection of learning 

resources. Han and Krämer indicated that students will be able to understand the 

concepts of complicated procedures and internal operations with pedagogically 

designed and interactive learning objects. This can be specifically incorporated into 

self-paced learning situations where greater degrees of cognitive skills can be ignited 

with the help of interactive LOs as students will be allowed to conduct processes of 

arranging concept components or virtual materials or to offer new solutions.  

 The first attempt of transferring particular principles of software engineering 

such as decoupling and cohesion to LOs was made by Boyle (2003), who wanted to 

motivate reusable production. The focus of each component is a single learning 

objective, and this helps achieve the cohesion among various components in a 

compound LO of Boyle’s approach. LOs are made pedagogically purposeful by 

combining learning activities and informational objects (IOs) with dynamic objects. 

Additionally, the unit size of learning objects has been incorporated for defining the 

granularity of learning objects (Wiley et al., 2000). The aim of learning objects is to 

decrease the traditional size of the learning material, but the appropriate criteria for 

small are yet to be decided (Allen and Mugisa, 2010). 

The concept of learning objects can be applied to AR learning experiences 

(ARLOs). The components of learning objects are inherited in ARLOs (Santos et al., 
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2013). Nevertheless, there are also instructional activities, content and context 

elements which are specified for ARLEs (Figure 2-9). The instructional framework 

and teacher’s objectives (such as laboratory, homework, self-study and lecture) would 

consist of important context elements (Kenkre et al., 2012).  

 

Figure 2-9 ARLOs components (Adapted from Santos et al., 2013) 
 

The context of visualisation is another significant context. Context visualisation is 

one of the affordances of AR; this means that the virtual information is presented in a 

rich context of a real environment. The result of context visualisation is advantageous 

impacts on learning because of two reasons. First, there is an alignment between 

virtual information and real objects, and this requires reducing the necessity of 

shifting the attention to various media. Second, the multimodal cues are applied, 

which are available in a real and familiar environment. Therefore, this helps the 

students in associating and developing their knowledge. Teachers should adapt 

ARLOs in relation to environments and objects having the familiarity and 

accessibility for students to benefit students. Content in learning objects refers to the 

interface, information (e.g. sound, image and text) and its features. Information 

adopts the forms of annotative symbols or words such as arrows, circles and numbers 

and 3D computer graphic models in ARLOs. The teacher must be allowed to 
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measure, interpret and either include or exclude the used annotations and 3D models 

in the ARLO. The ARLO feature seamlessly integrates the virtual elements into the 

real environment and adjusts the ARLO according to the students’ needs and teacher 

objectives. Instructional activity in relation to learning objects indicates the discrete 

steps in the learning process using the learning objects. This step may include or 

exclude other learning materials. The learning objective of a learning object is 

explained to the students. 

2.5.1.1 Bloom Taxonomy 
 

Learning objects have an ability to support individual instructional objectives, which 

could be useful in different learning activities (Alonso Amo et al., 2008). Besides, 

learning objectives describe the specific knowledge needed by the learner, in 

particular, a learner’s willingness to acquire skills and competence. The learning 

objectives are composed of a set of interrelated shareable content objectives (SCOs), 

where each item has its importance regarding an item of knowledge. During learning, 

learners acquire three levels of knowledge. These include syntactic level, pragmatic 

level and semantic level. These elements were outlined by Bloom as he defined the 

taxonomy of learning objectives (Bloom et al., 1956). He described the learning 

objectives as knowledge, application, synthesis, comprehension, analysis and 

evaluation. In the last level, it is possible for learners to apply the acquired 

knowledge, which would help them solve their problems. Learners have a chance to 

evaluate methods, tools and processes, which could be applied quantitatively and 

qualitatively. Thus, Bloom’s Taxonomy has been identified as an instructional model 

for setting learning objectives for different learning stages. The first version of 

Bloom’s Taxonomy learning objective classifications were introduced in 1956.  
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• KNOWLEDGE: Provides learners with the ability to recognise information, 

principles and ideas in a form that makes it easier for individuals to learn.  

• COMPREHENSION: This describes an individual’s ability to comprehend 

and interpret information, according to the previous learning.  

• APPLICATION: It refers to a learner’s ability to transfer, select and use data 

and principles, in order to complete problems and task with minimum 

interruptions.  

• ANALYSIS: This is the learner’s capability to distinguish, classify and relate 

to the assumption, hypotheses, evidence and structure of the statement or 

question.  

• SYNTHESIS:  It describes a learner’s capability to integrate and combine 

ideas into a product, proposal and plan that could be new to a learner.  

• EVALUATION: This entails the learner’s ability to appraise, assess or come 

up with a review based on the specific standards and meeting a given criteria.  

 

The taxonomy of cognitive layers of Benjamin Bloom, which is five decades 

older, has undergone revision so that new understanding related to curriculum and 

instructional design, evaluation and cognitive psychology can be included (Conklin, 

2005; Han and Krämer, 2009). There are six layers of cognitive procedures to elevate 

the labelled complexity in Bloom’s Taxonomy: ‘understand’, ‘analyse’, ‘create’, 

‘remember’, ‘apply’ and ‘evaluate’. Students require identifying useful knowledge or 

retrieving knowledge from distant memory in ‘remember’. Students are able to 

develop a plan in ‘create’, such as arranging the building blocks with each other to 

create a functional and coherent whole, identifying components for a new structure or 

producing new artefacts.  The new terms are defined and explained as follows.  
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• Remembering: This describes the process of retrieving, recognising and 

memorising of relevant knowledge drawn from long-term memory. 

• Understanding: It involves a learner constructing meaning from the written, 

oral and graphic information, making it easier to interpret, classify, summarise 

and exemplify learned ideas.  

• Applying: It involves carrying out or using procedures precisely in executing 

and implementing identified procedures.  

• Analysing: It entails breaking materials into smaller parts in order to 

understand how different parts relate as well as knowing the overall structure 

or the purpose.  

• Evaluating: It primarily entails making judgements based on criteria and 

standards, and this is possible through checking and reviewing.  

• Creating: In this case, the learners put the elements together, forming a 

coherent and functional whole. Learners reorganise elements in new patterns 

or structures, and this is possible through generating, producing or planning.  

The cognitive skill taxonomy is incorporated in several educational fields, for 

example, the computer science field. Bloom’s Taxonomy is widely accepted, proving 

a success in teaching learning. (Khairuddin and Hashim, 2008). The incorporation of 

Bloom’s Taxonomy had shown great potential in teaching computer science 

(Thompson et al., 2008). Several studies concentrated on computer science education, 

outlining Bloom’s Taxonomy effectiveness, in particular, the automatic grading 

approach in programming. It shows the potential in helping computer science 

instructors design and evaluate the learning activities (Scott, 2003). Indeed, Bloom’s 

Taxonomy has been efficient in structuring assessments (Lister and Leaney, 2003), 

helping the experts compare cognitive difficulty levels of computer science courses 
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(Oliver et al., 2004). The revised Bloom’s Taxonomy has been used in planning 

diagnostic assessments, particularly in programming, system design and system 

analysis (Shneider and Gladkikh, 2006). 

2.5.2 Constructivism and Constructivism 

A good description of a learning theory is an effort directed toward explaining the 

ways in which people learn, thus facilitating understanding of and insight into the 

intrinsically complicated learning process. Human learning is undoubtedly 

complicated, and a number of different scholars have suggested various theories on 

the different types of learning (Bransford et al., 2006). The basic learning theories 

centred on people can be broken down into three main categories: behaviourism, 

cognitivism and constructivism (Saengsook, 2006).  

Constructivism is a philosophical approach to supporting knowledge through 

real-life or alike experiments that promote learning through education (Boytchev, 

2015). Constructivism asserts that students enjoy learning in an environment where 

they have the freedom to explore and create knowledge (Burbaitė et al., 2013), which 

helps students as they work on projects. While working in such environments, 

students are given the chance to test their ideas (O’Shea and Koschmann, 1997). 

Curiosity, which leads to exploration, is a significant factor in developing creative 

thinking (Boytchev, 2015). Learning is a procedure during which students accumulate 

knowledge entities and produce knowledge constructs. Overall, constructivism 

provides views about students’ interests, what they can accomplish and how they 

develop over time, especially in their methods for doing things and thinking. In 

contrast to constructivism, constructionism concentrates on how students construct 

knowledge and acquire new information. In constructionism, students learn by 
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making and engaging with objects. The similarities between constructivism and 

constructionism are threefold (Ackermann, 2001). First, both are considered 

constructions in that students can create their own knowledge through personal 

experience and that this knowledge can be constructed and deconstructed. Second, 

both theories are developmentalist theories, as obtaining knowledge is an ongoing 

process; in addition, both indicate the growth of students at different stages. Third, 

stability and change; closure and openness; and continuity and diversity are all 

maintained in both theories. Combining both theories can allow for insight into the 

ways in which people learn and develop at different stages. 

The learning process via constructionism can be divided into two phases: 

construction and deconstruction. The basis of deconstructionism is the constructionist 

ideas of Papert regarding building tangible artefacts to obtain an understanding of the 

world (Papert, 1991). The focus of deconstructionism is the contrast procedure of 

deconstructing real-life artefacts in order to acquire knowledge. Boytchev (2015) 

employed the term deconstruction to suggest the decomposition of something into 

separate reusable units. A piece of knowledge regarding a phenomenon or an object is 

shown in the left image of Figure 2-10. The learning must be decomposed into 

smaller and meaningful units of knowledge for the learners in the first stage. After 

that, those units are used as building blocks to develop personal knowledge (and it 

does not need to be equivalent to the original). The third phase directs the learner to 

rearrange the units differently to generate new knowledge. 
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Figure 2-10 Phases of learning through construction, image courtesy Boytchev (2015) 

 

Deconstructionism can also be perceived as a method of problem-solving 

consisting of two activities: analysis and design. Decomposition of the problems into 

simpler sub-problems through the typical assistance of formalised rules is involved in 

the analysis process (Resnick et al., 1988). Its application as a method of problem-

solving can be exemplified in software engineering in which cognitive complexity of 

software systems is handled through modularization and functional decomposition, 

and a problem is recursively decomposed into sub-problems until those can be solved 

directly (Wang, 2007). 

Extensive use of deconstruction has been observed for learning and teaching 

in education. From the point of view of teaching,  Macdonald (2004) stated that 

students would obtain a better understanding of the tasks if those are divided in 

teaching. From the point of view of learning, deconstructionism has been applied to 

the learning of computer science fundamentals (Self, 1996). Self (1996) explained the 

source of learning as the differences between the model and situation for the 

application instead of similarities emphasised in the abstractions of rationalism 

emphasised in the deconstructionist perspective. Resnick (1990) has given another 

example where an environment of computer-based robotics (LEGO/Logo) 
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emphasising learning via the design phase of the procedure of problem solving is 

presented. Students would be able to develop tangible objects with the use of ‘Logo 

blocks’ (code snippets) and LEGO2 blocks. The basis of Logo blocks is Papert’s 

Logo Programming Language (Resnick et al., 1988). Considering only children, a 

text-based computer language has been designed. Later, LEGO/Logo evolved as 

Scratch, which is a visual programming environment that specifically focuses on 

teenagers and children, and it is designed for teaching computer programming with 

the use of animated games and stories (Resnick et al., 2009). 

2.5.3 Robotics as a Learning Objects 

Robotics is considered an attractive multidisciplinary area that is anticipated to 

prevail in the 21st century (Shukla and Shukla, 2012; Štuikys, 2015). The current high 

school and university students will be highly technological, being exposed to service 

and industrial robots, educational robots, assistive robots and domestic or 

entertainment robots at work, educational institutions, hospitals and care centres and 

home, respectively. Currently, students are surrounded by an absolute digital world, 

and its working techniques should be taught to them. Thus, the educational priorities 

should be shifted to teaching the students about the operations of those digital devices 

(such as robots, high-tech gadgets, computers and smart TVs), which are their daily 

needs (Štuikys, 2015).  On the other hand, robots can be perceived as specialised 

computers having both mechanical and computational facilities so they can carry out 

tasks involving physical movements. Robots allow demonstrating the capabilities of 

electronics technology and offer the opportunities for project-based learning to the 

students (Štuikys, 2015). Taking e-learning into consideration, the use of robots has 

increased in promoting excitement, fun and involvement in learning, highlighting 

interests in science, engineering and mathematics careers, and increasing learners’ 
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achievement scores, motivating problem-solving and promoting cooperative learning 

(Barker and Ansorge, 2007; Beer et al., 1999; Mauch, 2001; Rogers and Portsmore, 

2004). 

 The new advanced learning and teaching technology are becoming more 

popular (Štuikys, 2015). Learning is being transformed from conventional classroom-

centred education to the web-based resources (e-learning; Rosenberg, 2002)  and 

mobile devices (m-learning; Banister, 2010) and to immersive learning within 

ubiquitous learning environments (u-learning; Jones and Jo, 2004), to context-aware 

environments with universally personalized content (i-learning; Kim et al., 2011), and 

to context-aware environments that can overlay virtual educational information 

related to the real world based on learner location and needs (Tanner et al., 2014). 

Educational robots have become more beneficial in the last twenty years as 

they can now perform the most useful and active learning methods and use the 

supporting tools to teach science, technology, engineering and mathematics (STEM; 

Štuikys, 2015). The educational possibilities of robotics in schools have been 

summarized by Benitti (2012) and found the following: (1) most of the related studies 

are focused on the areas of robotics (such as mechatronics, robot programming and 

robot construction); (2) Lego robots have been predominantly used (90%), and (3) 

learning achievements increased with the use of robotics with respect to the STEM 

concept, specifically in schools.  

An approach has been proposed by Burbaitė et al. (2013) where they 

considered learning objects in terms of physical entities with two components: 

software (or robot control programs) and hardware (or mechanical/electrical parts of 

the robot). It is possible to use both components to transfer knowledge and learning in 
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aggregation and separation. While considering programs in terms of LOs, the robot 

functions as the environment of e-learning that will translate programs and change 

them into real-world tasks, such as solving maze tasks. If the hardware is only 

considered as an LO, the construction of the robotic hardware is focused on 

demonstrating the mechanical construction principles (such as stability, the centre of 

gravity and rigidity) along with the laws and concepts of kinematics (such as inverse 

kinematics, forward kinematics, steering geometries and degree of freedom). 

However, when the robot is entirely considered as LO, the focus is on the behaviour 

of the robot to perform specific tasks (wall following, collision avoidance, line 

following and roaming; Burbaite et al., 2013).  

Additionally, Burbaitė et al. have defined five fundamental components of the 

framework and their interactions. Those components are abstractly identified as 

technology driven processes, knowledge transfer channels with actors involved, a set 

of tools, facilities used and a pedagogical outcome. The pedagogical outcome is 

responsible for implementing learning goals (or objectives) by using a framework of 

real e-learning in teaching settings. Likewise, it is necessary to evaluate the 

pedagogical outcome achieved for any product. Three forms of evaluation are 

anticipated: expert assessment, teacher self-assessment and student self-assessment. 

However, they did not clearly distinguish between hardware and software domains, 

rather using the robot as a physical learning object for validating, demonstrating and 

deploying the ‘units of knowledge’ (e.g. robot program or an algorithm in the context 

of CS). 

2.5.4 Object Oriented Paradigm  

The object-oriented (OO) paradigm is a well-known model used widely in the fields 



P a g e  | 68 
 

of both artificial intelligence (AI) and software engineering. The core abstraction of 

object-oriented programming (OOP) is an ‘object’, with associated properties, 

behaviours and interactions with other objects (Booch, 1994; Cox, 1984; Cox and 

Novobilski, 1991a; Pokkunuri, 1989). Cox (1984) stated ‘an object oriented program 

is structured as a community of acting agents, called objects. Each object has a role to 

play. Each object provides a service, or performs an action, that is used by other 

members of the community.’   Object-oriented models have been shown to be very 

powerful tools for dealing with complex human oriented activities. For instance, one 

view of the world is that people, companies and other organisations are objects, 

billions of interacting objects, and by properly structuring those objects and their 

relationships, we end up with the world that functions relatively well, despite the 

huge complexities involved. OOP adjusts very well, being able to deal with the 

simplest problems to the most complex tasks. It gives a form of abstraction that 

vibrates with methods people use to solve problems in their everyday lives (Cox, 

1984). Moreover, in the world of technology, OOP has been shown to be a very 

effective way of dealing with the complexity of programming advanced software 

applications. A key concept underpinning OOP is the modularity of the object, in 

which objects act as independent entities that coordinate actions by exchanging 

messages. Each object is independently implemented and has the required resources 

to manage its state and behaviour while shielding its implementation details from 

other objects. This is called ‘encapsulation’, as it hides the user from the need to 

understand the system at a detailed code level. The user only needs to know what the 

object does, not how it does it (Cox, 1984).  
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2.6   Discussion  

This thesis proposes to utilise virtualisation principles to deliver a shared pedagogical 

learning model across a wide range of computer based educational environments by 

abstracting, combining and unifying ideas drawn from virtual-machines, agents and 

augmented-reality. This presents a technical and pedagogical challenge of creating, 

organising and synchronising learning processes with physical objects to be used in 

laboratory activities. The proposed solution utilises a blend of four dimensions. The 

first dimension is related to pedagogical views based on the foundation of 

constructivists theory for creating laboratory learning activities. It uses the concept of 

deconstruction and construction learning in order to create laboratory learning 

activities that allow learners to acquire new knowledge. Boytchev (2015) suggested 

decomposing learning activities into a small number of learning objects that assists 

learners during learning phases, and after completing phases, learners construct 

knowledge. The learning objective of the learning activity is based on a pedagogical 

framework (e.g. Bloom’s Taxonomy) that helps in assessing the learning outcomes 

for students. Likewise, the second dimension is related to technical views, the vision 

of Chin et al. (2010), regarding decomposing home appliances into their internal 

functionalities, which may address the same issues when instructors map their 

learning activity based on computational objects. Thus, by using the same view, 

physical objects can be decomposed into software and hardware services that allow 

integration with learning objects. In addition, IoT can expose physical object (both 

hardware and software) functionalities to the world, making it available for 

communication with other worlds, such as an AR learning environment. Thus, 

computational objects can be smarter and have the possibility to interact with other 

smart components. Hence, both learning objects and computational objects are 
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derived from an OOP vision as the interest here is related to the communication 

messages and events that are happening among objects. The third dimension is based 

on the foundation of visualisation where the communication processes within 

computational objects are exposed to learners. This uses AR as a means for creating 

an interactive learning environment that can help students in understanding the 

invisible entities while performing laboratory learning activities using instant 

feedback. This can enable learners to construct a meaningful view of the physical 

objects related to learning and teaching. Especially, the focus is on revealing the 

abstract concepts learners encounter when dealing with computational objects. 

Similar to Magnenat et al. (2015), where they demonstrate the use of AR to teach 

learners about computer science programming concepts, such as event-handling and 

using robots as learning objects. The last dimension is the use of constructing 

meaningful information layered architecture that helps learners understand the 

invisible computational processes. Providing a layered explanation approach for the 

information gathered from computational objects and generating a pedagogical 

semantic meaning of this information related to designed learning objects can 

enhance learners in terms of gaining better insight into the abstract concepts of the 

technology. Thus, combining the aforementioned dimensions within AR structured 

learning environments allows learners understanding of the physical world in hands-

on activities. 

2.7   Summary 

This chapter started by introducing fundamental concepts in mixed reality and 

augmented reality, identifying the affordance and the use of AR within education 

settings. Additionally, it described the use of AR in STEM laboratory tasks where AR 
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assists learners and users to view information that would not be possible to 

experience in reality. One of the fundamental affordances of AR is to make the 

invisible visible, and this shows positive potential on learning. Along with AR, this 

chapter presented four technological paradigms that could incorporate with AR: 

mobile learning technology, intelligent environment, Internet of Things (IoT) and 

virtual machine. It introduced each paradigm and the ability to integrate it with AR to 

obtain a high-level of awareness of things surrounding us.  This chapter illustrated 

that virtual machines (particularly in educational environments) can maximise 

learning for diverse platforms, while offering a common interface and language to 

learners and teachers. Virtualisation can embed pedagogical processes within 

computational processes to improve learning and teaching. The chapter also 

introduced pedagogical agents that, when embedded within learning environments, 

will assist, instruct and provide feedback to learners. Moreover, this chapter presented 

a review of fundamental pedagogical paradigms that can be used with AR to create 

learning environments. It introduced the concept of deconstructionism, 

constructionism and learning objects as well as their use in teaching and learning. 

From a pedagogical point of view, the use of constructionism allows decomposing 

learning processes into smaller numbers of learning objects with assigned learning 

objectives that learners need to achieve.  From a technical point of view, the use of 

constructionism allows decomposing computational objects into their internal 

services. This can unify both learning and computational objects within an AR 

structured learning environment to enrich learners’ experiences while performing 

laboratories and hands-on activities.  In addition, the use of virtualisation can make 

learning possible on a wide range of computational objects by providing learners with 
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a common interface. This interface can allow learners to gain knowledge and 

understand the computational processes in a pedagogical manner.  

The following chapters present the theoretical and architectural framework for 

the implementation of a structured AR learning environment that unifies learning 

processes with computational objects to construct a robust meaningful view for 

developers/learners of things in the world. 
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Chapter Three 

3 Pedagogical Virtual Machine Model (Pedagogical 
and Computational Objects) 

 

“If you don’t know where you want to go, you won’t know which road 
to take and you won’t know if you have arrived” 
       -Truism 

 

This section introduces a new paradigm, which I refer to as the ‘pedagogical 

virtual machine’ (PVM) model, which acts as a manager for revealing educational 

learning-related functions in the computer. Additionally, it explains the workflow of 

the model from both pedagogical and computational views as well as structured 

learning activities within the PVM model. To support the model, augmented reality is 

used as an assistance technology to help learners/teachers visualise and reveal the 

processes inside the embedded computing system. Two paradigms are grounded in 

this model, namely, object-oriented and learning objects. 

3.1  Pedagogical Virtual Machine Principles 

3.1.1 Virtulisation  

Although traditional computer science and engineering laboratories provide students 

with the equipment needed for their practical work or assignments, students face 

problems with hidden technologies such as embedded computing. The growth of 

embedded systems in industry has encouraged higher educational institutions to 

enhance their embedded-system curriculums to cope with this growth (Qian et al., 

2010). This can allow teachers to integrate a variety of embedded computing systems 

into their curriculums. However, these embedded computing systems often have 
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requirements that could add extra workloads to both teachers and students. Teachers 

may have to configure the curricula to meet learning objectives or even integrate it in 

other CS courses. Students may need to cope with the environments, especially if 

they were exposed to a variety of different embedded systems during their study. 

Thus, the generalisation of embedded-computing systems in higher education can be 

challenged due to the following (Ricks et al., 2005): 

1. Institutions adapting embedded-computing systems based on the curricula 

objectives 

2. Different technologies used in embedded systems 

3. Different environments and architecture between embedded systems 

4. Availability of a wide range of embedded applications 

Virtualisation can overcome the aforementioned difficulties by providing a 

portable and adaptable embedded-computing lab platform to students (Hu et al., 

2012; Qian et al., 2010). However, virtualisation can do more than provide an 

inexpensive laboratory platform; it can also allow students to work in a variety of 

educational environments and receive the same level of learning across these 

environments without technology or equipment constraints. Virtualisation can also 

enable teachers to integrate different types of embedded-computing systems within 

the curriculum and ensure that students gain the same level of learning regardless of 

the embedded systems used. Thus, creating a platform-agnostic mechanism for 

teaching across heterogeneous educational environments is the main principle of the 

pedagogical virtual machine (PVM). The PVM aims to translate students driven 

computer activity into learning outcomes. Like the Java virtual machine (JVM), it 

responds to messages but, rather than returniung computational states, returns 

information relating to pedagogical achievements. Being a virtual entity, it can run on 
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diverse platforms while offering a common interface and language to students and 

teachers.  

It is worth noting that teaching embedded software and systems requires two 

aspects of thinking: abstraction, and a pedagogical approach. Computer science 

students learn to make abstractions for computational processes and link abstract 

layers together (Sztipanovits et al.,2005). Hence, they encounter a problem in 

understanding the relationship between physical processes and systems. Making clean 

abstraction hierarchies for physicality can bring problems such as “crosscutting”, 

which makes conceptualisation difficult. In addition, students’ experiences while 

working with physical objects or artefacts on laboratory exercises can lack ideation, 

and the effect of physicality (Srivastava and Yammiyavar, 2016). Therefore, 

appropriate pedagogical approaches should be used to teach abstraction, and enrich 

learner experience and knowledge of physical objects. Dede (2008) stated that 

retaining the effect of the physicality of hardware can be accomplished by using 

smart objects with embedded intelligence. Therefore, Srivastava and Yammiyavar 

(2016) defined embedded intelligence as any smart learning object that makes sense 

of user context and provides instructions as needed. Mattern and Floerkemeier (2010) 

highlighted that physical objects can exploit the advantages of the Internet of Things 

(IoT) with regard to embedded information processing, context awareness, and 

intuitive user interfaces. Thus, the PVM makes such abstract information visible it 

augments reality, thereby providing a means to supplement students learning by 

making hitherto invisible computer processes, and pedagogical activities visible to the 

student (and teacher) advancing both educational technology and augmented reality.  
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3.1.2 Objectifying 

In support of the PVM, Cox (1984) explained that when he started thinking 

about object-oriented programming, he had the vision that everything in this world 

can be regarded as an object. This inspired me to think about hardware and software 

in embedded computers as objects as well. Therefore, the pedagogical virtual 

machine model implies that all computer objects (hardware or software) contain data 

that represent the object state and can be communicated with other objects. Thus, the 

PVM follows the object-oriented principle of representing data gathered from smart 

physical objects. In addition, the PVM aims to structure both data learning and 

computational objects within the learning environment. In terms of visualisation, the 

key aspect of the PVM is to make the invisible visible in structured learning tasks, by 

exploiting the capability of AR to overlay data from computational objects related to 

pedagogical processes, from abstract data to more meaningful ones.  

3.1.3 PVM definition  

Thus, the definition of the PVM is, in simple terms, that it is an entity that 

interprets and communicates the hidden (deep) computational processes for the 

purpose of helping students or developers visualise functions in a computer. Its acts 

as an interpreter for managing educational learning-related functions on the computer, 

and it promotes a platform-independent interface for students to access information 

that is pertinent to learning. An important principle of this machine is the unification 

of pedagogical needs and architectural capability. For instance, a student/learner 

would need to be aware (via visualisation) of the active software and hardware 

behaviours. In this respect, it has some similarities with the ideas of virtual machines 

used to support mobile code in web systems (e.g., the Java Virtual Machine). 

However, it does not execute code (in a programming language sense) but, rather, 
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responds to a set of generic commands that gather system information (or 

instrumented data) from the underlying hardware about the software executing. It 

aims to provide students with a portable, common, and familiar interface irrespective 

of the underlying hardware (in that sense, acting as a virtual machine – the machine 

being the monitoring apparatus)  

  The next section introduces the computational architecture for the pedagogical 

virtual machine model, which consists of four main layers that range from low-level 

data collection to high-level data presentation. It then describes the model from two 

perspectives: an augmented reality view, and an object-oriented view. 

3.2   The PVM computational architecture model  

The intelligent world can construct a virtual space by integrating ubiquitous devices 

such as sensors, actuators, digital devices, and legacy systems, which are embedded 

seamlessly in a physical space (Feiner et al., 1993).  In embedded computing, the real 

world is somewhat messy as it often contains different types of devices that can be 

interconnected in ad-hoc ways. Neither are their forms structured, as each one can 

have a different design. The PVM uses an object-oriented approach to structure this 

data into more meaningful concepts (Cox and Novobilski, 1991). 

Figure 3-1 shows the PVM computational architecture model that unifies 

pedagogical and computational objects within structured learning environments.  This 

model is composed of four layers that provide real-time information regarding the 

computational objects being learnt. The root of the information in PVM is data 

derived from the computational objects. Thus, the PVM starts its processes from 

computational objects, where its capturing software and hardware behaviour are 

hidden from the user. The PVM has the capability to sense and interpret 
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computational objects’ local situation and status. Thus, if an object changes its state, 

or an event occurs, the PVM captures it and begins to process them using PVM 

components (layers). The computational objects could range from the things that 

people use in their daily life, such as cars, washing machines, TVs, aeroplanes, 

robotics, to mobile technologies. Therefore, by embedding PVM within these 

computational objects, the PVM can obtain soft and hard behaviour signals to gather 

essential system information for learning objects. The following sections explain the 

processes of the main components that contribute to making the PVM system.  

 

Figure 3-1 Pedagogical Virtual Machine Model 
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3.2.1 Data layer 

The principle of the data layer is that nothing above this layer needs to know any 

details about the computational objects at all. At this point, this layer presents data in a 

simplified way. The most obvious way is to encapsulate devices and computer 

activities (hardware/software) as an object, as the user does not care about what is 

inside them or what the objects are, but only about the messages. The data obtained 

(messages) are usually synchronised to specific actions (events). This layer turns these 

raw data (messages) into meaning (e.g., Motor On/Off, Obstacle far, Light On etc.) by 

using the instruction or datasheet that describes them. It then encapsulates these data 

objects and makes them accessible to the layers above. From OO view, these messages 

(data) may correspond to data member value or output of member function. One of the 

features of the PVM model is to make the invisible visible; thus, from an AR view, the 

data are linked to their virtual elements (e.g., 3D virtual object, 2D text, 2D image, 

animation). In this mapping, the user/learner can have a clear view of the messages 

that are communicating and interacting within computational objects by using their 

AR displays, such as tablets, smartphones, HMD, etc. (Figure 3-2). Thus, the main 

functions of this layer are as follows: 

• Translate received messages into meaning (e.g., based on datasheet, tables, 

instructions). 

• Encapsulate messages as an object. 

• Make the objects accessible to the layer above.  

• Overlay messages to the learners/users via AR. 
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Figure 3-2 AR data presentation example 

3.2.2 Aggregation layer  

 The principle of the aggregation layer is to produce meaningful information 

(behaviour) from the data gathered on the layer below (the data layer). Thus, it groups 

data from the lower level data objects to provide higher value information to the layer 

above (the pedagogical layer). Aggregating objects can be viewed as a form of 

composition. This layer enhances the functionality of the lower level objects by 

creating compound objects (behaviour). The aggregation layer is intended to collect 

object data from the data layer. The reason for aggregating is to help close the 

understanding gap, by making the information that comes from the lower level of the 

model more suitable to that needed for learning in the pedagogical layer above. In this 

sense, the layer packages the lower level data and makes more meaningful sense out 

of the data sequences (sequence of actions). In terms of the AR view, every evaluated 

datum (behaviour) is represented graphically to the learners, so they can understand 

the received messages in high-level view (Figure 3-2).  Thus, the main function of 

this layer is as follows: 
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• Retrieve data from the data layer 

• Evaluate the data based on a set of rules (e.g., rules set by instructors/teachers) 

• Create a compound object that contains the evaluated data (behaviour) 

• Overlay behaviour to the users via AR.  

• Make the compound objects accessible to the layer above (the pedagogical 

layer) 

3.2.3 Pedagogical layer 

The aim of this layer is to provide a structured description of the pedagogical context 

(i.e., the learning activities), which is used to manage and map the computational 

(compound technical) objects that come from the lower layer, to support the teaching 

and learning activities which are then presented through the layer above. By 

correlating learning and computational objects, this layer can make sense of a 

learning activity, providing guidance or feedback to the various learning stakeholders 

(e.g., teachers and learners) via the user interface layer. From the object-oriented 

perspective, the pedagogical layer utilises the principle of the OO schema to represent 

a network or society of objects, both learning and computational, although not as an 

explicit notation but, rather, implicitly. The augmented reality view can then provide 

a pedagogical meaning to the physical objects used in the student learning activities 

by overlaying information on the physical views in the form of text, image, 

highlights, graphics, and 3D objects. This layer consists of five main sublayers: the 

pedagogical context, the learning design description, an algorithmic state machine, 

learning assets management, and assessment, which are explained as follows: 
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3.2.3.1 Algorithmic State Machine (ASM) 

This sublayer utilises the ASM methodology to organise the state flow of the 

compound objects and the state of the learning activity (Levin et al., 2004). 

Therefore, this sublayer takes every compound object that comes from the 

aggregation layer and represents it as a state that indicates the current state of the 

physical object. It then maps the state to the related learning object steps, so the state 

is actually a compound of two things: the step of the learning activity, and the state of 

the compound object itself. Finally, it checks each state to determine whether all or 

one of the learning outcomes of the learning object have been met or not (Figure 3-3).  
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Figure 3-3 ASM example 

3.2.3.2 Learning Design 

 This is based on the concept of ‘learning objects’ (a well-established scheme for 

creating and delivering bite-sized lessons, frequently referred to as units of learning) 

(Koohang & Harman, 2007). The main benefit of designing the learning activity in 

this way is to maximise its portability and re-usability. Furthermore, it simplifies the 

structure of the learning activity, so it can be more easily modified. Thus, in this 

sublayer, it follows a well-known learning design specification called IMS 

(Instructional Management System) to define learning object structure (Consortium, 

2003). This allows the teacher/instructor to define the learning activity, the task steps, 
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the learning objectives, the description of each task, and the expected outcomes. The 

learning object can have one or more steps in order to accomplish the learning 

objectives.  This layer uses the states provided by the ASM to map the technical state 

of the equipment to the correct stage in the learning activity (Figure 3-3). 

3.2.3.3 Learning assets management 

The aim of this sublayer is to store and retrieve all learning material that is designed 

by the instructors. In addition, the augmented reality virtual elements (e.g., images, 

3D objects, shapes, audio, etc.) that correspond to the learning objects are stored to 

allow easy linking to the computer activities (e.g., data and behaviour).      

3.2.3.4 Pedagogical Framework 

This sublayer can make use of a variety of useful pedagogical frameworks that are 

mapped to the learning design layer below. For instance, Bloom’s taxonomy of the 

cognitive domain can be used to describe how the learning objectives can be arranged 

in a hierarchy from less to more complex (Bloom, 1956). The levels of Bloom’s 

original taxonomy, in ascending order from simple to complex, are Knowledge, 

Comprehension, Application, Analysis, Synthesis, and Evaluation. Therefore, each 

learning design (learning object) can correspond to one or more level in Bloom’s 

taxonomy.  Using the PVM, it should also be possible to make use of other structured 

pedagogical frameworks, if this is required. 

3.2.3.5 Assessment 

There are two types of assessments for evaluating learners’/students’ learning activity 

achievement. The first assessment consists of checking the state of the learning 

objects which indicate to what extent the learner has met the learning objective (as 

described in ASM). The second assessment is designed by the instructors/teachers to 
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measure learner knowledge and is based on a common assessment approach, such as 

open-ended questions, open questions, etc. Both types of assessment can be designed 

and stored in learning assets management, and the outcome of the assessment is 

presented to the user via user interface. 

3.2.4 User interface layer 

This layer provides an augmented reality interface for teachers, students, and 

examiners to the learning activity. For the students, the interface can be used to guide 

them through the required sequence of actions needed to achieve the learning goals, 

as well as to provide them with supporting pedagogical information, through the use 

of information overlays. For the teachers, it can enable them to set up the learning 

tasks, as well as provide a record of how well the student has achieved the learning 

goals. This information can also be accessed by examiners or other moderators. The 

most visually striking feature of this layer is the image processing aspects connected 

to views derived from the device’s camera. This is based on the use of augmented 

reality, which combines both virtual and real worlds in a single display (Azuma, 

1997). For example, artefacts can be rendered, recognised, and tracked in order to 

overlay virtual content in the user’s display, such as highlighted text, icons, video, 

graphical images, and 3D models. In addition, it allows learners to manipulate and 

interact with the tracked objects. The following are the main required components for 

the AR user interface. 

3.2.4.1 Augmented Reality Interface 

This is the main user interface where users/learners can see things on the device’s 

camera, and these things/artefacts can be rendered, recognised, and tracked in order to 

overlay virtual content in the user display, such as text annotation, icons, video, 
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images, and 3D models. In addition, the AR display could range from smartphones, 

tablets, HMD, projectors, PC cameras, and glasses.  

3.2.4.2 Visual Targets 

These are the techniques/targets to be used in order to access, and interact between, 

the real and virtual objects. The interaction could be undertaken by diverse 

technologies, such as Quick Response code (QR), Bar Code, Near Field 

Communication (NFC), Video Markers, Computer Vision (object recognition), 

Global Position System (GPS), interactive sensor/effector systems, and computer 

networks (e.g., micro sub-nets).  

3.2.4.3 PVM components 

The AR user interface provides learners and teachers with PVM graphical elements, 

such as icons and menus. This can make users inspect the information related to the 

learning objects from different levels of view.  

 The next section presents the mechanism approach for designing a learning 

activity to be used within the PVM model. It provides guidance for the construction 

of a learning activity that involves the use of computational objects.   

3.3  Engineering laboratory learning activities design 

One of the abstract technologies in computer and engineering science is the 

embedded computing system. The concept of embedded computing is concerned with 

computing power embedded within the real environment. Often, it involves the use of 

small computers or microprocessors which are part of a larger system. From the 

pedagogical perspective, the internal communication and data inside embedded 

computing devices is usually hidden, which can make it difficult for learners, as they 

want to know more about how these devices work and operate together. Therefore, 
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the creation of learning activities based on computational objects and learning design 

within augmented reality space requires classifying both computational and learning 

objects to reveal the affordances of the proposed PVM model.  Lee et al. (2009) 

categorised three main factors for ubiquitous virtual reality (U-VR) that can be 

employed within a mixed-reality environment: 

• Reality, which refers to the point where the implementation is located in 

relation to Milgram’s virtuality continuum (Milgram and Kishino, 1994). 

• Context, which refers to the flexibility to change and adapt in time and space. 

Context can be presented as a continuum ranging from static to dynamic. 

• Activity, which refers to the number of people who will execute an activity 

within the implementation, going from a single user to a large community. 

Similarly, Pena-Rios et al. (2012, 2013) classified learning activities within a 

mixed-reality environment into five dimensions: 

• A Virtuality Continuum, which refers to activities that involve interaction 

and manipulation in real time between physical and virtual objects. 

• Timing, which refers to the execution time of the activity, whether 

synchronous or asynchronous. 

• Function, which refers to the type of activity, i.e., whether it is a main 

learning activity (e.g., lab session) or a support activity (e.g., coursework). 

• Action, which refers to the work being undertaken in the activity, i.e., 

whether it is task-based, simulation-based, or role-play. 

• Participants, which refers to the activity being designed for an individual 

or a group of people. 
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Alrashidi et al. (2013) proposed a four-dimensional learning activity framework 

for classifying activities from single-user discrete tasks to multi-user sequenced-tasks 

within an augmented reality learning environment (Figure 3-4). 

 

Figure 3-4 4-Dimensional Learning Activity Framework 
 

• Single-user discrete task: the learners will be assigned by the teacher to 

work on one objective of the learning activity that provides 

information/data about the physical object. 

• Single-user sequenced task: the learners will be assigned by the teacher 

to work on several objectives of the learning activity that provide 

information/data about the physical object. When the learners finish the 

first objective, he/she goes to the next objective until the unit of learning 

(UoL) is completed. 

• Group-user discrete task: A group of learners will be assigned by the 

teacher to work on one objective of the learning activity that provides 

information/data about the physical object. Each learner in the group is 

responsible for performing a task within the learning activity, and each 
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learner can see related information regarding his/her task. Then, as a 

group, they can combine/discuss the whole task. 

• Group-user sequenced task: This is similar to the above description, 

except that it is based on step by step instructions which go from one 

learning objective to the next until they complete the UoL.   

Based on the aforementioned classification factors of learning activities within 

mixed-reality environments, the PVM-AR learning environment system is capable of 

handling the following factors: 

• Augmented reality, which refers to the learning environment that enables 

learners to carry out the activities. It involves the superimposition, 

interaction, and manipulation of virtual information/elements that are 

related to the physical object in real time. 

• Learning Method, which refers to the type of approach used to carry out 

the activity, whether synchronous or asynchronous learning. 

• Engineering Laboratories Activities, which refers to the type of activities 

being undertaken by learners, whether assignments, projects, or practices. 

• 4-Dimensional Learning Activities, which refers to the number of learners 

involved in the activities, and the number of learning objectives they are 

required to achieve. 

• Context, which refers to the information that can be observed by learners, 

whether static context such as images, or dynamic context that analyses a 

sequence of information/events to deduce sense from them. 

• Assessment, which refers to the type of assessment used to examine 

learners’ performance and achievement, based on the activities 

undertaken. Two types of assessment can be employed. First, automated 
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assessment, which provides learners with instant feedback (e.g. evaluate 

and assess students when designing and programming robot behaviour 

task). Second, teachers/instructors design assessments to examine 

learners’ knowledge based on the learned learning objects (activities).   

As stated in previous sections, the design of learning activities in the PVM model 

was based on the learning objects paradigm, where decomposition is the key aspect of 

bridging the gap between computational design and learning design. The use of 

decomposition exposes computational and pedagogy mechanisms within the PVM 

model. Thus, instructors or teachers should take two aspects into consideration, i.e., 

pedagogical and computational, when designing engineering laboratories learning 

activities. 

The first aspect is related to the learning activity design, and the 

instructors/teachers follow a learning objects paradigm to create the activities 

(Figure 3-5).  

• Breaking learning activities into a small number of learning objects. 

• Each learning object should have at least one learning objective, based on 

Bloom’s Taxonomy. 

• Each learning object should have at least one condition or requirement. 

• Each learning object should define implicitly the computational states 

(behaviour) that will be evaluated with collected computational processes. 
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Figure 3-5 Engineering laboratories learning activities design 
 

The second aspect is related to the computational object that is being used by or 

taught to, learners through the learning activity, and the instructors/teachers should 

define the following instructions within the system: 

• Define all expected atomics operations (e.g., hardware component or software 

program) that can be received from physical objects (low-level object data). 

• Each atomic operation should be associated with a visual representation in AR 

view. 

• Form behaviours or instructions based on the atomics operations (high-level 

abstraction). 

• Every behaviour or instruction can be treated as a state, represented 

graphically in AR view within the system. 
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• Use an algorithmic state machine (ASM) as formalism to represent 

relationships between objects (computational and learning). 

By unifying computational and learning objects in laboratory activities, and 

revealing objects communication and processes using augmented reality, learners 

enrich their experience by constructing a meaningful view of the invisible concepts in 

such activities, especially embedded computing.  

3.4   Summary 

This chapter introduced the pedagogical virtual machine (PVM) computational model 

that includes components such as data layer, aggregation layer, pedagogical layer, and 

user interface layer. The proposed model aims to harness computational objects 

activities with learning processes within structured learning environments, in order to 

provide support and explanation for learners conducting lab-based computer-

engineering learning. Along with the proposed layers, augmented reality was utilised 

to help reveal hidden computational processes in a way that can improve learning.  In 

addition, this chapter proposed a learning activities design approach for lab-based 

computer-engineering that is supported by the PVM with an AR learning 

environment and identified the capability of the model.  The PVM model was 

introduced to contextualise the research presented in this thesis, which focuses on 

providing a computational architecture that improves learning and teaching, by 

gathering essential educational-related information from computational objects. 

Based on this, the chapter provided a description of the PVM layers. As the PVM acts 

as an interface for obtaining computing activities from computational objects, it turns 

the collected information into their semantic meaning, using the data layer. These 

data are then grouped together in order to deduce meaningful information (e.g., 

behaviour) that can be used within the pedagogical layer. After that, the pedagogical 
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layer takes the evaluated information and relates it to the corresponding learning 

objects via the use of ASM. Later, the pedagogical layer indicates the outcomes of the 

learning activity, based on the technical activities gathered. Lastly, all the previous 

layers are made accessible for the learner to explore while performing the activity, 

using the user interface. The PVM model was proposed as a solution to bridge the 

gap between hidden worlds and learning, providing a real-time analysis and 

pedagogical explanation about the technology being studied. The PVM presented in 

this chapter introduced the key principles of virtualisation which could be applied to 

any learning scenarios that involve computational objects.  

The following chapter presents the implementation of the PVM model and the 

architecture that connects learning processes with computational activities. Along 

with this, it proposes two lab-based computer-engineering educational activities based 

on the design principles introduced in this chapter. These activities will then be used 

for the experimental evaluations to explore the pedagogical benefits of using the 

PVM.  
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Chapter Four  

4 Proof-of-concept PVM system 
 

Chapter three presented the architecture of the pedagogical virtual machine (PVM). 

To examine the feasibility and the pedagogical effectiveness of the PVM in 

computing embedded systems, specifically robotics, a proof of concept system was 

developed to assess learners’ understanding of robots’ behaviours and actions. This 

chapter describes the implementation of the system, spanning four phases. The first 

phase is concerned with the implementation of the physical objects (Fortito’s 

BuzzBot educational robot). The second phase deals with building a distributed 

architecture for synchronising the physical objects’ processes and communication 

with PVM’s augmented reality learning environments. The third phase is concerned 

with the processing mechanisms of the implemented augmented reality environment 

and mapping the computational objects’ processes to pedagogical processes. The last 

phase explains the approach to constructing two learning activity scenarios for 

embedded computing systems that will be used in the experimental evaluation. 

4.1   Implementation of physical objects  

The pedagogical focus of this research is embedded-computing, an area where the 

physical elements of the system are as important, if not more, than the software. 

Interaction with physical computational objects or hardware is part of my evaluation. 

The physical object needs to be smart to gather information about its processes in real 

time. Hence, Fortito’s BuzzBoard educational components were utilised (Figure 4-1). 

Callaghan (2012) described Fortito’s BuzzBoard as a set of diverse pluggable 

network-aware hardware boards that can be interconnected, which allows for the 
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creation of quick Internet-of-Things (IoT) prototypes using combinations of plugged 

modules.  

 

Figure 4-1 Some BuzzBoard Internet-of-Things Components (an Internet Radio) 
 

BuzzBoard was chosen because it uses inter-integrated circuit (I2C) buses for 

an intercomponent connect scheme. To detecting Fortito’s BuzzBoard components, 

Raspberry Pi’s (RPi) was used. This made it possible to implement discovery and 

communication between BuzzBoard’s components and RPi, which reported on 

processes and status. However, to do that, it was necessary to develop and implement 

an API based on the Python-SMBus module, which allowed SMBus access through 

I2C /dev interface on Linux hosts (The Linux Kernel Archives, 2009). This ensured 

detection and monitoring of computational processes and communication between 

BuzzBoard components. Each BuzzBoard component was represented as a Class that 

contained state and behaviour, using the Python programming language.  Python is an 

open-source general purpose multi-paradigm programming language that promotes 

simplicity and code readability (Python Software Foundation, 2001). I2C is a multi-

master serial single-ended computer bus created by Philips in 1982 for attaching low-

speed peripherals (NXP Semiconductors, 2014). The system management bus 

(SMBus) is a subset of I2C defined by Intel in 1995 (SMBus, 2009). 
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4.2   A distributed architecture implementation 

 

Figure 4-2 Distribution architecture implementation 

 

Figure 4-2 illustrates the architecture for synchronising the physical object’s (i.e. 

BuzzBoards) processes and communication with PVM augmented reality learning 

environments. Passing computational processes and statuses into PVM augmented 

reality learning environments requires a combination of two techniques.   

The first technique is based on the transmission control protocol/internet 

protocol (TPC/IP) communication, in line with the paradigm of the Internet-of-Things 

(IoT), which enables everyday objects to have network connectivity and the ability to 

send and receive data (Li et al., 2014; Plauska and Damaševičius, 2014; Whitmore et 

al., 2014). As the system depends on a high level of synchronisation between the 

physical object and the PVM augmented reality environment, persistent TCP 

connections were used in the WebSockets implementation. WebSockets are used for 

managing event-based communications where the channel is kept open on both sides 

for as long as possible (Bovet and Hennebert, 2013). This was achieved using 

Tornado, an open-source event-driven networking engine written in Python and used 
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to implement custom network applications. Socket implementation inside the PVM 

augmented reality learning environment was done using C# libraries in Unity3D. 

The second technique is based on the augmented reality tracking, which 

allows learners to track the physical object using augmented reality displays to 

overlay relevant virtual information. In an augmented reality field, there are three 

types of tracking techniques: sensor-based (such as magnetic, acoustic, inertial, 

optical and mechanical sensors), vision-based (2D image, square and non-square 

markers, markerless) and  hybrid (combination of sensors and vision ) (van Krevelen 

and Poelman, 2010; Zhou et al., 2008). With physical objects (i.e. BuzzBoards), a 

markerless vision-based technique is used. A key advantage of this technique is that it 

shows high robustness; it allows for real-time tracking by users using handheld tablet 

cameras to point at objects and does not require any visual markers (Azzari and 

Stefano, 2009; Bostanci et al., 2013; Carozza et al., 2014; van Krevelen and Poelman, 

2010). Object recognition was achieved with the Vuforia object scanner (Figure 4-3).  

Vuforia enables enable an AR system to detect and track 3D objects, which increases 

the interactive experience. In addition, it allows the AR system to augment 3D 

content and align it to the object. Each BuzzBoard to be used in the system was 

scanned and overlaid with relevant information. 
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Figure 4-3 Vuforia object scanner example (Courtesy to Vuforia object recognition at 
www.vuforia.com) 

 

 The implementation of both techniques should be checked in the system, and 

any loss in any technique should be reported on learners’ tablets. For example, if the 

connection is lost, the system should relay the information to the learners and start to 

reconnect. Whereas, if the tracking is lost, the system should relay information, 

asking learners to point the tablet’s camera at the target object. 

4.3  The PVM augmented reality learning environment  

Once the connection and tracking were secured, the PVM augmented reality system 

was ready to listen to and interpret data derived from the physical objects and 

associate it with learning activity. Bottom-up processes were used, where isolated 

abstract actions are gathered and analysed to make meaningful pedagogy. The 

learning activity was based on modularised components (e.g. BuzzBoard), and 

students were asked to assemble, create, explore, design or build programming 

behaviour according to the learning task. Once students developed and created the 

programming behaviour, they executed the behaviour using the programming tool 
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(e.g. Python language). They used the PVM model with AR to inspect the processes 

and communication of the physical object at the time of execution, as explained in 

chapter three. 

4.3.1 Data layer implementation 

The first layer in the PVM model was the data layer that derived object data 

from the physical data. That is, the data layer only sniffed data without producing a 

meaningful pedagogical interpretation. The raw digital data (e.g. bytes, hex) provided 

some meaningful semantics (e.g. the robot module plugged into the system, obstacle 

detected, the motor rotating clockwise, etc.) before being passed upwards in the 

pedagogical machine. Every chunk of received data was perceived as object data that 

contained two or three fragment values, such as the name of the communicating 

object, the command and value, and the data layer mapped to its semantic meaning. 

The data layer overlaid every data chunk received from physical objects with visual 

representation via AR (Figure 4-4). This layer made sensor and actuator information 

visible.  For instance, the BuzzBot robot included a hardware component that could 

be visible (e.g. LED, BUTTON, MOTOR) or invisible (e.g. LED, IR, LINE 

SENSOR), and both were visualised and their values updated in real time. Both the 

sensor data and the action of the robot were overlaid visually on the learners’ tablets. 

Table 4-1 shows a sample of data objects received from the BuzzBot 

educational mobile robot’s components, along with their produced meaningful 

action/state. The received data specified the object (sensor or actuator) that was 

communicating inside the BuzzBot robot (i.e. LED, BUTTON, LEFT MOTOR, 

RIGHT MOTOR, INFRA-RED(IR)), the command performed, and the value 

assigned or returned, if any (e.g. LED_1 RED, LEFT_MOTOR FORWARD, IR5 10). 
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Thus, both hardware and software components could be identified, as well as 

properties and services. 

The data layer overlaid every data chunk received from physical objects with 

visual representation via AR (Figure 4-4). This layer made sensor and actuator 

information visible.  For instance, the BuzzBot robot included a hardware component 

that could be visible (e.g. LED, BUTTON, MOTOR) or invisible (e.g. LED, IR, 

LINE SENSOR), and both were visualised and their values updated in real time. Both 

the sensor data and the action of the robot were overlaid visually on the learners’ 

tablets. 

Table 4-1 Sample of received data with explanations 

Received Data  

Meaning produced by data layer Object 

Address 

(addr) 

Command(cmd) Value 

0x23 0xFE  LED1 RED 

0x23 0xFF 0xFD LED5 GREEN 

0x23 0xFF  LED4 OFF 

0x23 0xFF 0xFF LED8 OFF 

0x32 0x00  LEFT MOTOR BACKWARD 

0x32 0x02  LEFT MOTOR FORWARD 

0x60 0x05 0xF5 STOP MOTOR 
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0x33 0x00  RIGHT MOTOR BACKWARD 

0x33 0x02  RIGHT MOTOR FORWARD 

0x28  In range (1-

10) 

DETECTED OBJECT AT NEAR 

DISTANCE FROM LEFT SIDE TOP 

0x29  In range (11-

20) 

DETECTED OBJECT AT 

MODERATE DISTANCE FROM 

FRONT LEFT 

0x2B  In range (21-

31) 

DETECTED OBJECT AT FAR 

DISTANCE FROM RIGHT SIDE_TOP 

 

0x22  254 BUTTON1 1PRESSED 
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Figure 4-4 Example of robot actions (Data Layer) 
 

Coloured text, images, and lines and shapes were used to superimpose object data and 

align them to the physical locations of the object. These allowed learners to explore 

actions performed on physical objects in real time.  All the actions performed were 

stored on the data object in a data layer class and were available to the above layer 

(aggregation) for further interpretation. The PVM model used the feature of 

encapsulation in an object-oriented programming language, wherein the object data is 

accessible via method/behaviour in the data layer class. 

4.3.2 Aggregation layer implementation 

The next layer in the PVM model was the aggregation layer, which analysed the 

sequence combinations of actions or states performed on physical objects by invoking 

the data layer object. This layer communicated with the data layer object to check for 
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new action received or new components identified. Collected actions or components 

were evaluated based on a rule-based behaviour approach in order to deduce 

meaningful behaviours (compound sequence or states, without explicit pedagogical 

value) (Table 4-2).  These behaviours were then stored on the aggregated object in an 

aggregated class and made available to the pedagogical layer so that they could be 

correlated with learning objects (learning activities) to produce meaningful 

pedagogical achievements.  Interactivity with the aggregated object was implemented 

to allow learners to inspect or browse the actions or components belonging to it 

(Figure 4-5). Every aggregated object was presented as a 2D image with a ‘click 

event’ on it for exploring its corresponding actions or states.   

Table 4-2 Example of aggregated data 

Action Evaluated meaning 

Detect object at moderate distance from 

left side bottom 

 

 

           Robot follow wall 

Detect object at moderate distance from 

left side top 

Left motor forward 

Right motor backward 
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(a) AR shows a hardware component with 

two actuators belonging to it. 

(b) Clicking on one actuator (LED’s) reveals 

properties and services. 

Figure 4-5 AR shows aggregated components (a) with interactivity (b) (Aggregation Layer) 
 

4.3.3 Pedagogical layer implementation 

The pedagogical layer was the key element linking computational objects with 

learning objects. The first element in this layer was the algorithmic state machine, 

which formalised relationships between objects. The pedagogical layer requested the 

evaluated aggregated objects (e.g. follow the wall, detect the obstacle) from the 

aggregation layer and each aggregated object was considered as a state in this layer. 

The transition between states for the learning objects was implemented using the state 

machine approach. The pedagogical layer updated the status of a learning object and 

evaluated it against the learning task requirement to examine if the learning goal had 

been met or not. The learning design of the activity was decomposed into a 

reasonable number of learning objects. Each learning object had its own description, 

requirements, specifications and objective, and the implementation followed the IEEE 

learning object metadata. The learning object was stored in the XML file as part of 

the learning management assets inside the pedagogical layer (Figure 4-6). The 
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assessment of the learning objects was based on Bloom taxonomy, where each 

learning object is mapped to a level in the taxonomy. The learning management assets 

included the specifications of the learning objects as well as all the visual elements in 

the environment, such as images, shapes, 2D text and audio. The achieved learning 

object and states were stored in the object and were available to learners for self-

monitoring their progress on the user interface (UI). This also allowed instructors to 

view the learners’ progress based on what had been achieved for one or all learning 

objects.  

 

Figure 4-6 Follow wall learning object design example 
 

4.3.4 Interface design 

4.3.4.1 Human-computer-interaction design principles 
Human-computer interaction (HCI) principles play an important role in the design of 

the pedagogical virtual machine (PVM) system because it incorporates augmented 
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reality (AR) in its interface. As the proposed system provides an alternative to the 

conventional approach to learning embedded computing laboratory tasks, it should 

provide students with a useable AR interface. Evaluating the PVM with AR system in 

terms of its effectiveness at improving learning and teaching is therefore an important 

aspect of this thesis, although evaluating the usability of the PVM with the AR 

interface is also useful for indicating the overall usefulness of the system. Gabbard et 

al. (1999) stated that the potential usability evaluation should be considered when 

designing such a system interface because it will serve to reveal any potential 

weaknesses in the interface.  

Further, Dünser et al. (2007) demonstrated eight HCI design principles that could 

be applied to an AR interface. The first such design principle is affordance, which 

describes the relationship between the subject and the object. By means of device 

interfaces, augmented reality can overlay information related to or received from 

physical objects. Thus, it is important to define the relation between these two (i.e. the 

subject and the object) in the user study. The second design principle concerns the 

need to minimise the cognitive workload so that users can concentrate on the task at 

hand rather than striving to understand the AR interface (Dünser et al., 2007; 

Kaufmann and Schmalstieg, 2006). In addition, according to the third design 

principle, the AR system interface should enable users to perform their task while 

expending less physical effort. The fourth principle concerns the ease of use of the 

system. Rizzo et al. (2005) stated that any user interface which requires users to 

expend additional effort in order to master it can result in a negative impact when the 

use of the system is evaluated. User satisfaction is another design principle that 

should be considered when involving users in the study, since it can indicate how the 

users perceive and interact with the AR system. Thus, gathering data concerning 
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users’ subjective satisfaction and perceptions is an essential factor that researchers 

should take into account when evaluating an AR system (Dünser et al., 2007; 

Norman, 2004). Moreover, Dünser et al. (2007) highlighted another HCI principle 

when developing AR user interfaces, which is related to the ability to provide an 

interface for a variety of users. This is based on users’ needs and preferences. For 

instance, researchers could provide different kinds of technology for interacting with 

the AR system, including gesture, speech and leap motion (Irawati et al., 2006). The 

final two design principles relevant to AR systems are related to technological issues 

such as slow tracking, poor performance and environmental conditions (e.g. lights). 

Thus, researchers should incorporate feedback that informs users about the status of 

the system (Coelho et al., 2004; Henrysson et al., 2005). This thesis considers the 

eight aforementioned HCI principles when designing the PVM with AR system. 

However, in terms of the flexibility of use, the system was deployed on tablets 

(iPads) that the students used to interact with the system. A tablet-holder desk stand 

was used to support the PVM with AR system to allow learners to work on the 

physical object (e.g. robot) without needing to hold a pad. Thus, the PVM with AR 

system design process did not consider the potential of other technologies that could 

be used for interaction, since such a consideration falls outside the scope of this 

thesis.  

4.3.4.2 PVM with AR interface design 
Following the HCI design principles stated in the previous section, a PVM with an 

AR user-interface design presents learners with a graphical interface for interacting 

with the physical object. Learners used a handheld tablet as a display to perform the 

learning activity, interacting with and overlaying virtual information on the physical 

object. To perform the activity, learners launched the installed PVM with AR 
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application on an iPad2. Once the application launched, the learners could click on 

the learning activity designed by instructors and begin interacting. Each learning 

activity can have different overlaying graphical elements, which depend on the 

learning objectives and requirements.  However, all learning activities have the same 

menu in the AR user interface, corresponding to the PVM layers (data, aggregation, 

pedagogical). Learners can inspect each layer using the menu, which displays 

information related to the chosen layer. It is important to display information one 

layer at a time to avoid overwhelming the learner’s view with content (Henderson and 

Feiner, 2009). For instance, if the learner clicks on the ‘data layer’ button, only 

information regarding the data layer is shown. For each learning activity, learners 

utilised the appropriate graphical elements to facilitate information flow between the 

physical object and the learner. Examples of overlaid elements on the UI include 2D 

buttons, 2D and 3D images, text, and shapes. The PVM with AR interface design 

provides the following: 

• Arrows to indicate action:  The use of arrows is one of the heuristic principles 

for visualising processes (Heiser et al., 2004). It is used to highlight the action 

needed to perform by learner (Figure 4-7). 

• Lines to indicate sensors’ measurements: Lines are used to represent the 

physical objects sensor’s data (values) in a line shape such as infra-red (IR), 

line sensor, or light sensor. The line shape is updated instantly based on the 

information received from the sensors (Figure 4-9).  

• Graphical elements: The PVM with AR overlays graphical elements that 

represent physical objects sensors and actuators and show the users the 

current state of these sensors and actuators (e.g. motor wheels’ graphical 

element, LED graphical element, BUTTONS graphical element)(Figure 4-9). 
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• 2D text: 2D text is used to overlay physical objects’ actions and states and 

also presents instant feedback during the learning process. 

• 2D images: 2D images are used to overlay aggregated actions as well as show 

description regarding the physical object. 

• Interactive 2D images. By clicking on each 2D image, learners are able to 

inspect the aggregated object, and view its low-level actions (Figure 4-5). 

 

Figure 4-7 PVM with AR Main Menu 
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Figure 4-8 Examples of guidance and supplemented information on top of the physical object 
(Aggregation Layer) 

 

Figure 4-9 Examples of graphical elements used (Aggregation Layer) 

 

 The PVM augmented reality learning environment was implemented using 

Unity3D, a cross-platform game engine for creating interactive 3D content that 
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supports C# and JavaScript routines. Augmented reality implementation was 

deployed using the Vuforia Augmented Reality Software Development Kit within 

Unity3D. 

4.4    Engineering laboratory learning activities implementation 

Two embedded computing learning activities based on BuzzBoard components were 

designed and employed in the experiment. Both learning activities targeted 

independent (single) learners rather than collaborative learning activities. Both 

activities employed the AR ‘see-through’ approach to superimpose educational 

components such as processes and communication.  The instructional design of the 

activities followed the procedure of creating laboratory-based engineering activities 

based on BuzzBoard components, as presented in Chapter three. The developed 

system did not provide authoring features, as it was out of the scope of this thesis. 

Thus, two embedded computing learning activities were realised to evaluate the 

learning benefits of the proposed PVM model.  

4.4.1 Student Exercise 1: Assembling and Exploring Embedded 

Computing  

The first learning activity was based on assembling and exploring a modularised 

educational mobile robot called BuzzBot. The robot was composed of five main 

modules: BuzzBot, Buzzberry, two BuzzLink3 units, and Raspberry pi.  This activity 

targeted the lower level educational objectives of Bloom’s taxonomy: knowledge, 

comprehension and application. All three levels help students acquire a depth of 

understanding of robotic components as well as their functionalities and 

computational processes. In line with the learning objectives paradigm, the learning 

activity was decomposed into three learning tasks in which the learners had to work 
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on and achieve the desired learning outcomes. The learning objectives of the tasks 

were introduction, assembly and exploration. These learning objectives required the 

use of static and live data. The static data were presented as a means of informing the 

learner about the relevant knowledge and concepts required for each learning step 

(e.g. such as each attribute of the computing objects), whereas the live data were 

generated from each physical component (in real time) and provided information 

about the current state and use of each component. For instance, the modules 

identified themselves to the system and to each other as they were plugged in.  The 

learning objectives were as follows: 

• Introduction: the learning objective of this activity was to identify the 

BuzzBoard components, which provided students with a full introduction to 

each of them. Each BuzzBoard component was recognised using augmented 

reality object recognition presented in Section 4.1.2. Learners pointed their 

tablet cameras at the module to overlay the relevant information. At this stage, 

no real live data were produced by the lower layer of the PVM; instead, only 

pre-defined/static information related to the learning activity were presented 

as text, images, or 3D visual objects.  The AR system provided students with 

feedback based on their progress. 

• Assembling: The learning objective of the next activity was to 

build/construct/assemble the mobile robot. Through this activity, students 

could familiarise themselves with the robotic components, their parts, how 

they should be assembled and their functions and properties. To assemble the 

robot, students needed to connect five main modules: BuzzBot, Buzzberry, 

two BuzzLink3 units, and Raspberry pi.  AR with PVM provided the students 

with a sequence of steps, which guided them on building and assembling the 
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components (Figure 4-10). In the first step, the students plugged the 

Buzzberry into the Raspberry pi. Then they connected both the Buzz-link 3 

units to the Buzzberry. Finally, they plugged the Buzz-link3 units into the 

BuzzBot.  The AR with PVM system informed the learners whether they had 

connected the modules correctly by listening to the live data produced from 

the system. The information representation for this learning objective included 

both static and dynamic data. The static data (information representation) 

guided learners on achieving each step while the dynamic (live) data gave 

feedback based on the current state of each physical object. Without feedback 

from the dynamic data, the learners could not have progressed to the next step 

until they had plugged the modules correctly. Moreover, dynamic data 

allowed learners to inspect component data during plugging and explore 

component functionalities and entities. Therefore, students not only learned 

how to assemble BuzzBoard components for constructing robots but also how 

to investigate objects and their functionalities.  

• Exploring: After assembling the mobile robot, students were allowed to 

invoke functionalities using the Python programming language and 

visualising how certain parts interact and affect the robot. A complete list of 

robot classes, following the objective-oriented paradigm, was given to the 

students so that they could interact with and explore the robot.  Once students 

executed a function, the AR with PVM listened to and revealed the 

data/processes being communicated inside the mobile robot. Robot actions 

were visualised using the AR view—for instance, 2D text, shapes, images. 

The AR system provided students feedback on their progress, indicating 
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which object has been manipulated and interacted with (e.g. Button, Left 

Motor, IR, Line Follower). 

• Assessment: The aim of the assessment step was to evaluate learners’ 

understanding of all previous learning objectives, using the hardware and 

software components. 

 

(a) AR system overlay instructions for 

assembling components with the feedback 

progress bar. 

(b) AR system shows Buzzboard component 

objects. 

Figure 4-10 Example of AR system showing assembling steps 
 

Figure 4-11 shows the workflow of the PVM layers, from left to right. It 

shows how the learning activities of assembling and exploring require the student to 

use of both static and dynamic data. In addition, it shows how the computational 

activities map the learning activities. Moreover, it reveals how both the learning 

design and computer activities link to Bloom’s taxonomy. The X indicates 

steps/states that did not use any real-time data from the physical object; in other 

words, the steps were initiated by the learning object (LO) layer itself (rather than a 

response to a state change from the layer below). 
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Figure 4-11 Assembling and exploring mobile robot activities workflow  
 

4.4.2 Student Exercise 2: Controlling Mobile Robot Behaviour  

Tasks that require students to control a mobile robot to perform a designated activity 

are commonly used as learning tasks in computer science, electronic engineering, 

computer vision and robotics. Typically, students are asked to create and design 

several applications for mobile robots, which include using a line follower, 

performing obstacle avoidance, goal seeking, maze escape and movement. These 

learning activities require students to design a behaviour-based robot that follows a 
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wall and avoids obstacles (Figure 4-12). This behaviour is widely known in the field 

of robotics (Arkin, 1989; Pfeifer and Scheier, 1999).  

 

Figure 4-12 Robot test-bed scenario 

 

As part of the learning design, the learning activity was decomposed into reasonable 

learning tasks. Similarly, the learning activity of designing a behaviour-based robot 

was decomposed into four learning objectives ( 

 

 

 

 
 
 
 
 

Figure 4-13): 

• Get the robot to find the wall 

• Get the robot to move along the wall 

• Get the robot to avoid collision with the wall 
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• Get the robot to avoid the obstacle 

 

 
 
 
 
 
 
 
 
 

Figure 4-13 learning activity task decomposition 
 

The decomposition of the learning activity into small learning objectives was based 

on the hierarchical tasks of wall following and avoiding obstacles. The global 

functionalities, wall following and obstacle avoidance, were decomposed into a 

number of modules, each responsible for a specific sub-function (Figure 4-14). These 

modules were then treated as individual learning objects. This was because of 

BuzzBot’s modularity feature, which allowed each component to interact with any 

other module to generate robot behaviour. Modularity is a feature of object-oriented 

programming, where multiple modules are made first, and then integrated together to 

create a complete system (Agha, 1990; Booch, 1994; Moon, 1986; Riel, 1996; 

Szyperski et al., 1999).  
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Figure 4-14 Hierarchical decomposition of wall following and obstacle avoidance. 
(Adapted from Rolf Pfeifer and Christian Scheier. 1999. Understanding Intelligence. 

MIT Press, Cambridge, MA, USA.) 

 

Moreover, each learning object has its own learning objective and requirement, which 

all feeds into the main learning activity aim and objective. In regards to Bloom 

taxonomy, this activity focuses on analysis and synthesis levels, as students are 

expected to analyse what is needed to construct the behaviour and then use their 

programming abilities to design a solution that will incorporate creating a robot to 

follow the wall and avoid the obstacle. As the level of this activity is high in terms of 

Bloom taxonomy, students should have prior programming skills to solve the learning 

objects.  Figure 4-15 shows the workflow of all learning objects with the PVM 

model. It shows how low-level data are analysed and correlated with pedagogical 

processes. Moreover, Figure 4-16 shows an example of the AR view, which supports 

students during execution time and enriches them with a deep understanding of the 

robot world. 
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Figure 4-15 Wall follower workflow within PVM 
 

Actions, behaviours, learning processes and feedback were presented to students via 

the AR user interface.  

(a) AR shows learning objects’ behaviour 

with sub-modules in real-time. 

(b) AR shows feedback based on the current 

state of the robot in real-time. 
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Figure 4-16 AR shows real-time feedback overlaid on the robot 
  

4.5    SUMMARY 

This chapter introduced a proof-of-concept for the implementation of an augmented 

reality system, which employed the PVM architecture model explained in Chapter 

three. The developed system is a structured augmented reality learning environment 

that assists learners and developers in explaining hands-on activities in engineering 

laboratories. This chapter showed the implementation of the computational objects 

being learnt by students. This was based on a modularised set of hardware and 

software components with network capabilities (e.g. BuzzBoards). Additionally, the 

chapter described the implementation of the distributed architecture that addressed the 

synchronising problem between computational objects and the AR environment. This 

involved two related mechanisms: (1) object recognition that allows the AR system to 

track physical objects and (2) listener connection for computational processes. The 

PVM framework implementation introduced in this chapter describes how the system 

manages computational processes with low-level data and no pedagogical value to 

high-level information that makes pedagogy meaningful. This was aligned with the 

AR mechanism, which enabled learners to visualise the invisible aspects of learning. 

Finally, the chapter presented two embedded computing learning activity scenarios, 

which followed the instructional design discussed in Chapter three. The learning 

objectives of both the activities were determined by Bloom’s taxonomy: the first 

activity was concerned with lower-level learning goals, whereas the second one 

focused on higher learning goals. 

 The next chapter evaluates the learning accomplished under the assembling 

and exploring activity (first scenario). It compares two educational settings: the AR 
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with PVM system as described in this chapter and traditional hands-on activities in an 

engineering laboratory. The results of these two test settings are compared and 

significant differences are discussed.  

 

  

 

 

 

 

 

 

 

 

 

 

 

Chapter Five 

5 Experimental Design & Evaluation (Assembly 
Activities) 

  
“The only source of knowledge is experience.” 
 

- Albert Einstein (1879 – 1955) 
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The previous chapter presented the implementation of the PVM architectural models, 

which resulted in constructing an explanation framework for teaching and learning 

engineering laboratory hands-on activities within AR learning environments. Two 

learning activities were designed to be used within PVM with AR learning 

environment systems to evaluate the learning benefits. This chapter presents the 

experimental evaluations for the first learning activity, assembling and exploring 

embedded computing, and reveals the learning effectiveness of using PVM with AR 

compared to traditional engineering laboratory methods. The chapter starts with an 

introduction of current AR evaluation techniques and states the evaluation strategy 

being used in this thesis. Then, the chapter describes the experimental design used to 

gather evidence of the value of the concepts proposed in this thesis. After that, the 

chapter presents the experimental results. 

5.1   Current AR evaluation techniques 

Recently, researchers have focused their attention on evaluating the applications of 

AR (augmented reality) despite it being studied for more than forty years (Dünser et 

al., 2008). In fact, Dünser et al. indicated that most of the publications on AR research 

have been concentrated on applications of experimental prototypes or enabling 

technologies, such as displays and tracking. In contrast, little evaluations have been 

conducted on the AR interface user. Dünser et al. stated the reason for that was 

related to the lack of education especially regarding the mechanisms of evaluating 

experiences. Additionally, the lack of education may result in having little knowledge 

in regards to the ways of properly designing experiments, identifying appropriate 

methods, applying empirical methods, as well as analysing the results. Dünser et al. 

suggested that the knowledge regarding user evaluations from other disciplines 

should be collected and brought into AR settings. For instance, the general HCI 
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(human-computer interaction) or psychology has used various methods to study the 

behaviour of people.  

Fundamentally, Bach and Scapin (2004) mentioned three categories of 

methods that are appropriate for use in mixed-reality systems. They include the 

inspection methods, questionnaires or interviews, and user-testing methods. On the 

other hand, the AR user-based experimentation can be classified into three main areas 

entailing perception, performance, and collaboration (Swan and Gabbard, 2005). 

Specifically, the perception category involves the experiments studying low-level 

tasks to understand the operation of human cognition and perception within the 

context of AR. Consequently, the performance category involves the experiments 

examining the user task performance for AR application or domains for gaining an 

understanding of the impact of AR technology tasks. Moreover, the collaboration 

category involves the experiments examining the generic user communication and 

interaction among multiple collaborating users. Essentially, Dünser et al. (2008) 

proposed a new classification scheme for AR user evaluations. As such, it categorises 

the AR user evaluation research into five major types including objective 

measurements, subjective measurements, qualitative analysis, usability evaluation 

techniques, and informal evaluations.  

Specifically, the objective measurements are the most popular, involving the 

task completion times and error rates such as scores, movement, number of actions or 

position. The studies utilise statistical analysis of the variables that are measured with 

some having only the descriptive analysis. The subjective measurements include the 

user evaluation through judgments, subjective evaluation of users, or questionnaires. 

On the other hand, the qualitative analysis involves the user observations, 

classification, formal interviews, or user behaviour coding. The usability evaluation 
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techniques require schemes including human-computer interaction (HCI) heuristic 

evaluation, task analysis, expert-based evaluations, or think-aloud techniques. 

Furthermore, the informal evaluations entail techniques such as informal user 

observations or collection of feedback from users. Therefore, the AR evaluations 

should focus on identifying the functional aspects for attaining the most effective 

results.  

 The PVM framework, as described in previous chapters, involves a layered 

explanation approach that examines computing activities to enrich learners’ 

experience with pedagogical information related to the technology being learned.  

Therefore, as the proposed framework depends on the completion of the educational 

activity, user learning and performance studies were utilised to find the learning 

effectiveness of the PVM model. Learning effectiveness of the PVM framework was 

measured based on objective and subjective evaluations. Joy and Garcia (2000) 

indicated that much of the research in the field of instructional technology compare at 

least two different learning approaches to find out the learning effectiveness (e.g. 

technology based and conventional delivery media). Thus, the PVM with AR 

framework was evaluated against traditional learning and teaching methods of the 

same hands-on-activities.  In addition, user perception and usability studies about the 

use of PVM were involved to reveal user experience of the approach designed to 

support the task.  The evaluation strategy adopted in this thesis will be explained in 

detail in the experimental design for each experiment. The main reason for this was 

that there are two experimental evaluations in this thesis, and the constructed factors 

for each experiment were not totally identical. The next section introduces the 

experimental design for assembling and exploring an embedded computing learning 

activity, followed by the results and the discussion section.  
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5.2   Experimental Design 

Chapter three presented the PVM architecture models that embed learning design 

processes with computational objects in structured augmented reality learning 

environments followed by the implementation of the key elements that contributed to 

developing an PVM with AR system as discussed in Chapter Four. The developed 

PVM with AR system was used in the experimental evaluation for the first scenario, 

assembling and exploring embedded computing learning activity, to test the 

hypothesis stated in chapter one, particularly H2, H3, H4, H5, H6 and H8.  

Assembling learning objects is already widely used under the category of 

augmented reality applications for assembly, maintenance, and repair of complex 

machinery (Billinghurst et al., 2008; Sanna et al., 2015; Tang et al., 2003; Wang et 

al., 2016). However, it lacks educational values as the current use of assembling tasks 

is just concerned with teaching learners and users how to build/construct components, 

and discards teaching learners deep IT technology functionalities. For this reason, 

introducing and exploring learning objects were added to the proposed scenario. 

Exploring learning objects was used in the learning activity, as it enabled embedding 

pedagogical processes within the technology being learnt. For instance, learners were 

asked to write simple programming code and the PVM provided instant meaningful 

information to the learners. 

Two educational learning applications were developed to be used by learners 

for solving the proposed embedded computing learning activities. The first 

application was AR systems that used PVM frameworks, which provides an 

explanation of the computation objects’ processes. The application provided 

predefined and real-time information related to each learning activity, as explained in 

Chapter Four. The PVM with AR application was developed with the Unity 3D game 
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engine (https://unity3d.com)  using the Vuforia Augmented Reality Software 

Development Kit (https://developer.vuforia.com). Then, the application was built and 

run on an IOS apple tablet using the Apple Integrated Development Environment 

Xcode (https://developer.apple.com). Programming the robot was done with 

Raspberry Pi (https://raspberrypi.org) using the Geany text editor (www.geany.org). 

The second application was based on a more traditional computer science 

teaching approach. Students were given instructions for performing the learning 

activity, which offer the same learning activity content and procedure proposed in 

Chapter Four. Most teachers in computer science, especially in laboratory settings, 

often distribute handouts or instructions to their students for a given learning activity. 

For this study, distributed paper-based instruction was designed for all proposed 

learning objects. The introduction learning objects included paper-based material that 

explained each Buzzboard component with text and pictures. For assembling learning 

objects, it contained a picture of each component and instructions that show learners 

how to assemble the robot. Whereas, exploring the learning object followed the same 

procedure of PVM with AR application where learners were given a complete list of 

robot classes and were asked to manipulate and interact with the robot’s 

functionalities. The difference between both approaches was on the visualization and 

the explanation techniques as PVM with AR allows learners to see the action of the 

invoked method overlaid on learners’ tablets and utilize the PVM framework to 

deduce pedagogical meaningful semantics, whereas the traditional approach allows 

learners to see the result of the method/function of the robot without technological 

and pedagogical help. It just showed the performed action on the programming 

environment console. 
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Figure 5-1 Experimental design procedure 

 

A between-subject design approach was chosen and the number of 

participants was 18 students for each group, which equals 36 participants in total. All 

participants were undergraduate and postgraduate students at the University of Essex, 

especially targeting the school of computer science and electronic engineering and 

were assigned randomly to either PVM with AR or the paper-based approach. The 

study took place in the iClassroom at Essex University, and participants from the 

School of Computer Science and Electronic Engineering (CSEE) were invited to take 

part in the experiment (Figure 5-1). The experiment was divided into three phases: 

1. Before the experiment. Participants were informed about the study and 

their phases by the instructor and were provided with an online survey 

link to gather information about demographic information, computer 

science experience, the object-oriented paradigm, embedded systems, 



P a g e  | 128 
 

and embedded system technology, the Internet-of-Things, and 

immersive technology. This was used as an indication of the validity 

of the samples. The survey link was completed before the day of the 

experiment. A copy of the questionnaire is provided in the Appendix 

A. 

2. At the day of the experiment.  Participants signed a consent form, 

which stated their participation is voluntary and can stop at any time. 

Then, participants were assigned randomly to the experimental group 

(PVM with AR) or control group (paper based), groups were given a 

brief instruction corresponding to each application and their use. As a 

result of the availability of only one physical object (buzzboard 

components), participants were invited individually based on their 

preferred time/day. Each participant completed the three learning 

objects based on the respective application. During this time, the 

instructor/researcher observed participants by taking note for further 

analysis. A tablet-holder desk stand was used to support the PVM with 

AR group to allow them to work hands-free. 

3. After the experiment. Participants/students completed a post-test 

followed by a user questionnaire to examine the learning effectiveness 

of each approach. Students who participated in PVM with AR 

answered an extra section in the questionnaire to obtain feedback 

about their experience of using the application. The estimated time to 

finish all learning objects was around 30 minutes, and for both 

questionnaires (pre-and-post) it was around 20 minutes. The time 

given to answer the post-test questions was 10 minutes. The time for 
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completing the user experience questionnaire was five minutes. A 

copy of all experimental materials is included in the Appendix A. 

 
Quantitative data were collected when evaluating both learning applications 

(PVM with AR and paper-based). The collected quantitative data was investigated 

through descriptive statistics to find correlations with the hypothesis. The research 

instruments consisted of three questionnaires for participants, a knowledge test, 

observation (including manipulated objects and action performed), and time 

recording. The first questionnaire collected general demographic information and 

preliminary knowledge on computing, embedded systems, and technology to 

establish participants’ background. The second questionnaire measured five factors 

based on participants’ subjective experience. The first factor was a task workload, 

adopted from NASA-TLX, as a common standard measurement for cognitive 

overload (Hart and Staveland, 1988). This includes six sub-scales: mental demand 

(“How much mental and perceptual activity was required?), physical demand (“How 

much physical activity was required?”), temporal demand (“How much time pressure 

did you feel because of the pace at which the tasks or task elements occurred?”), 

performance (“How successful were you in performing the task?”), effort (“How hard 

did you have to work (mentally and physically) to accomplish your level of 

performance?”) and frustration (“How irritated, stressed, and annoyed versus 

content, relaxed, and complacent did you feel during the task?”). This factor was 

used to assess the workload experienced while performing the learning activity. The 

second factor measured the learning effectiveness of the approach used. The third, 

fourth, and fifth factors were adopted from the intrinsic motivation inventory (IMI) 

questionnaire, which aims to assess usefulness, enjoyment, and competence in 

activities conducted in a laboratory experiment (Ryan, 2006). The third questionnaire 
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measured participants’ experience of the PVM system. The design of the 

questionnaire was adopted from a user experience questionnaire (UEQ) to assess the 

strengths and weaknesses of interactive systems (Laugwitz et al., 2008). It includes 

26 paired items (semantic differential scale) that form six factors: attractiveness, 

perspicuity, efficiency, dependability, stimulation, and novelty. Reliability of the 

UEQ scales is typically high, i.e., the Cronbach-Alpha coefficient is typically greater 

than 0.7. After completing all learning objects, participants were provided with a 

knowledge test that measures their understanding of hardware and software 

components based on the completed activities. It included ten multiple choice 

questions. Participants were observed while exploring learning objects and 

annotations were made with the goal of documenting any performed action and 

manipulated objects. This measurement was used to assess participants’ curiosity by 

counting the number of actions and objects manipulated. A stopwatch was used to 

calculate the time participants took to complete each learning object. Data was 

anonymised and analysed using the statistical program IMB SPSS (Statistical 

Package for the Social Sciences).  

 

5.3   Evaluation 

5.3.1 Demographics and preliminary data  

The objective of the pre-survey questionnaire was to explore students’ knowledge and 

background on both groups: experimental (PVM with AR) and paper-

based(traditional). A copy of the survey is available in the Appendix A.  
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(a) Students inspecting robot functionalities 

using AR  

(b) AR shows the next step of assembling the 

robot  

(c) Student looking at the robot using AR  (d) Student looking at the performed action 

(e) Student using paper-based instruction (f) Student exploring robot functionalties 

using paper-based instruction 

Figure 5-2 Students working on AR and paper-based approaches 
 

The total sample of participants was 36, which formed 18 participants (16 

males and 2 females) for the experimental group (PVM with AR) and 18 participants 
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for the control group (16 males and 2 females) (Figure 5-2).  The experimental group 

age ranges were: 17-24 years old, which was 33%; 25-30 years old was 17%; 31-35 

years old was 39%; and over 35 years old was 11%. The ranges were 56%, 22%, and 

22% respectively for the control group with no participants over 35 years old.  The 

level of studies for the experimental group at the time of the experiment was 28% 

studying an undergraduate course and 72% a postgraduate course, and the courses 

ranged between computer science (72%) and engineering (28%). In the control group, 

50% of the participants were doing an undergraduate course and 50% were doing 

were postgraduate course, and their courses were computer science (56%) and 

engineering (44%). In both groups, all participants owned a personal computer and 

97% of the participants had a smart device, while only one participant in the control 

group said that he/she did not have a smart device.  

The participants in the experimental group stated their computer expertise as 

beginners (6%), intermediate (28%), and experts (67%), whereas it was beginner 

(28%), intermediate (44%), and expert (28%) for the control group. In addition, 

participants in the experimental group stated their computer programming skills as 

beginners (6%), intermediate (50%), and experts (44%) while it was beginner (44%), 

intermediate (39%), and expert (17%) for the control group. About participants’ 

familiarity with object-oriented paradigms, the experimental group had a slightly 

higher mean value of 3.50 compared to 2.94 for the control group but no statistical 

difference was found between both groups t=-1.382, p = 0.176 (Figure 5-3). It is 

worth noting that for learners to participate in the experiment, the minimum 

requirements included having basic knowledge in computers, programming languages 

and object-oriented paradigms.   
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Caveat: The PVM with AR group was more experienced, and it is possible 

that this is why the students in this group appear to have assimilated more knowledge. 

 

Figure 5-3 Familiarity with the object-oriented paradigm 
 

Moreover, participants declared having experience in a wide range of object-

oriented programming languages, where Python in both groups was among the 

highest with 72% for the control and 44% for the experimental group. Similarly, 50% 

of participants in the experimental group stated that they had experience with Java 

and C++, and 39% had familiarity in C, whereas it was Java (39%), C++ (22%) and C 

(17%) in the control group. LavView and Matlab were stated as other object-oriented 

programming languages in which participants had skills.  

In relation to participants’ previous experience in embedded system modules, 

44% of the experimental group declared that they studied embedded system modules 
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during their degree compared to 33% in the control group. On the other hand, 56% of 

the experimental and 67% of the control group said they did not take any embedded 

system modules (Figure 5-4).  For those who studied modules in embedded systems 

from both groups, they responded to 10 statements, on a 5-point Likert scale, strongly 

disagree (1) to strongly agree (5), related to their experience with embedded systems 

(Figure 5-5).  71% of the participants stated ‘neutral’ in terms of easy-to-learn 

embedded system courses, whereas the remaining disagree (21%) and strongly 

disagree (7%) for ease of learning. 29% of responders agreed that they would 

consider embedded systems as an abstract technology, while the same percentage 

disagreed. Regarding the difficulties of understanding embedded system architecture, 

36% of the participants agreed that it is difficult, while 21% of the population 

disagreed.  

 

 

Figure 5-4 Embedded system experience 
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Half of the participants were neutral regarding the ease of describing the 

system architecture of embedded systems, whereas 21% either agreed or disagreed. 

50 % of students strongly agreed and agreed that they think programming embedded 

systems is a hard task, while 29% was neutral. In contrast, a solid majority of students 

(86%) strongly disagreed and disagreed that programming embedded systems does 

not require a lot of effort. A high percentage of students (64%) were neutral about the 

ease of explaining how things (hardware and software) work inside embedded 

systems, while 21% disagreed.  
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Figure 5-5 Embedded system participants’ experience 
  

In relation to students’ previous experience in assembling or programming an 

educational mobile robot, the majority of students 89%(control) and 83% 

(experimental) said that they were not involved in a learning activity that required 

either assembling or programming a mobile robot during their study (Figure 5-6). 

 

Figure 5-6 Students’ previous experience assembling and programming an 
educational robot 

  

Regarding technology familiarity, a large number of participants were not at all 

familiar (44%) and not very familiar (28%) with mixed reality (MR) and augmented 

reality (AR), whereas a tiny number of participants stated that they were very familiar 

with MR (6%) and AR (8%). Similarly, 42% of participants said that they were not at 

all familiar with the Internet-of-Things (IoT), and only 8% was familiar and very 

familiar. In addition, Raspberry Pi was considered as not at all familiar by 44% of 

participants and only 8% found it familiar and 6% very familiar. The majority of 
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participants were not at all familiar with mBed (61%), Arduino (61%) and littleBits 

(75%).  

5.3.2 Descriptive Analysis 

This section presents the descriptive statistics and tests needed to explore the research 

variable to test assumptions for inferential analysis and hypothesis testing. Means, 

medians, standard deviations, and skewness were calculated and reported, and 

histograms were drawn. Means, medians, and standard deviation describe the central 

tendency and spread of the data within a variable, and skewness describes the shape 

of the distribution. The Kolmogorov-Smirnov and Shapiro-Wilk tests of normality 

were conducted and the results are reported, as well. However, the Shapiro-Wilk test 

results are preferred, as the test is more appropriate for small samples (< 50) (Shapiro 

and Wilk, 1965). 

The standard error of skewness can be used to determine if the distribution is 

significantly skewed, or whether the distribution is skewed within the normal range. 

To find this value, the numerical value for skewness was compared with twice the 

standard error of skewness. If the value for skewness lies inside the range of between 

minus twice the skewness standard error and plus twice the skewness standard error, 

the skewness is considered to be near normality standards; hence, normality is not 

violated. It is worth considering the sample size when performing such a comparison. 

In small sample sizes (< 50), skewness and kurtosis values are very sensitive and can 

vary extensively from negative to positive to perfect normal skews. 

5.3.2.1 User objective measurement 

Different criteria were used to assess the normality of the experiment 

variables. Means and standard deviations, broken down by student groups, were 
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reported in Table 5-1. Skewness values show the distributions seem to be skewed in 

the normal range (-1 to +1). However, for the variable “objects a student 

manipulated”, the skewness value was -1.498 in the PVM with AR, which seems to 

be beyond the normal limits. 

 

 

 

 

Table 5-1. Descriptive Statistics for Experiment Variables 

 M Md SD Min Max Sk* 

A
ug

m
en

te
d 

R
ea

lit
y 

Introduction time 03:27 03:15 01:10 01:24 05:30 .075 

Assembling time 07:42 07:12 02:12 04:19 12:08 .461 

Exploring time 14:57 15:01 02:34 10:13 19:30 -.277 

Total time 26:06 26:42 03:11 18:04 30:52 -.872 

Mean time 08:42 08:54 01:03 06:01 10:17 -.872 

Actions a student made 12.56 13.00 1.822 9 15 -.363 

Objects a student manipulated 6.33 7.00 1.029 4 7 -1.498 

Students’ post-test result 7.78 8.00 1.396 5 10 -.139 

Pa
pe

r-
ba

se
d 

A
pp

ro
ac

h 

Introduction time 03:19 03:12 01:14 01:16 06:12 .800 

Assembling time 03:13 03:20 00:46 02:06 04:20 -.171 

Exploring time 09:20 07:56 04:12 03:25 18:07 .803 

Total time 15:53 14:41 04:59 09:43 25:17 .739 

Mean time 05:17 04:53 01:39 03:14 08:25 .739 

Actions a student made 6.44 6.00 3.552 2 14 .792 

Objects a student manipulated 3.50 3.00 1.654 1 7 .922 

Students’ post-test result 3.67 4.00 1.455 0 6 -.888 

*Standard Error of Skewness = .536, Normal Skewness Limits: ±1.072 
 

Assessing Normality 
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Examining the normality test results, the majority of variables had 

distributions not significantly different from the normal distribution (Table 5-2) . The 

variable “objects a student manipulated” had a significantly different distribution than 

normal, p < .001, for both tests in the augmented reality group, and p < .05 for both 

tests in the paper-based approach. In this case, an examination of the histograms helps 

in deciding whether there is a significant violation of normality or not. Histograms, 

presented in Figure 5-7, suggest non-existence of significant violation of normality. 

The deviation of normality of the distribution of the variable “objects a student 

manipulated” is considered normal as it is sensible to consider a higher number of 

objects manipulated by a student using PVM with AR. Hence, this variable cannot be 

a violation of normality. 

Table 5-2. Kolmogorov-Smirnov/Shapiro-Wilk Tests of Normality for Experiment Variables 

Experiment Variables 

PVM with AR Paper-based Approach 

K-S S-W K-S S-W 

Statistic Sig. Statistic Sig. Statistic Sig. Statistic Sig. 

Introduction time .163 .200 .955 .504 .228 .014* .931 .205 

Assembling time .136 .200 .957 .554 .185 .105 .903 .066 

Exploring time .088 .200 .974 .873 .212 .031* .914 .101 

Total time .124 .200 .942 .313 .179 .130 .904 .068 

Mean time .124 .200 .942 .313 .179 .130 .904 .068 

Actions a student made .152 .200 .942 .309 .164 .200 .902 .063 

Objects a student 
manipulated 

.353 .000* .687 .000* .230 .013* .896 .048* 

Students’ post-test result .156 .200 .949 .409 .257 .003* .908 .079 

*. Significant at α = .05   
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Figure 5-7. Histograms for User Objective Variables 

Introduction Time 

PVM with AR Paper-based Approach 

  

 

Assembling Time 

PVM with AR Paper-based Approach 
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Exploring Time 

PVM with AR Paper-based Approach 

  

 

Total Time 

PVM with AR Paper-based Approach 

  

 



P a g e  | 142 
 

Mean Time 

PVM with AR Paper-based Approach 

  

 

Actions a Student Made 

PVM with AR Paper-based Approach 
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Objects a Student Manipulated 

PVM with AR Paper-based Approach 

  

 

Students’ Post-Test Result 

PVM with AR Paper-based Approach 

  

 

 



P a g e  | 144 
 

 

5.3.2.2 User subjective measurement  

The post-questionnaire contained five assessment constructs: cognitive 

overload, effectiveness, usefulness, enjoyment, and competence. Each construct was 

measured by a number of items (questions). For further analysis of the questionnaire, 

a single measure of each factor was calculated by averaging the items in each factor. 

Before creating the new average variables, the internal consistency of items under 

each factor was assessed using the reliability coefficient Cronbach’s alpha (α). 

Reliability coefficients are reported in Table 5-3 for the five factors and they all show 

a good to excellent internal consistency; all reliability coefficients exceeded the 

accepted threshold of .7. Therefore, using the averages of each factor items is reliable. 

Table 5-3. Descriptive Statistics & Reliability Measures for User Subjective Factors 

Group Factors M Md SD Min Max Sk* α 

PVM with AR Cognitive overload 2.27 2.00 .904 1.17 4.00 .762 .797 

Effectiveness 4.28 4.50 .771 2.50 5.00 -1.388 .680 

Usefulness 6.33 6.50 .625 4.71 7.00 -1.314 .871 

Enjoyment 6.35 6.64 .901 3.43 7.00 -2.419 .961 

Competence 6.03 6.30 .956 3.60 7.00 -1.373 .853 

Paper-based 
Approach 

Cognitive overload 3.15 3.25 1.334 1.33 5.50 .212 .845 

Effectiveness 3.78 3.88 .947 2.00 5.00 -.484 .875 

Usefulness 4.84 5.14 1.592 2.00 6.86 -.454 .935 

Enjoyment 5.14 5.64 1.515 2.71 6.86 -.399 .926 

Competence 5.47 5.50 .965 3.80 7.00 .010 .706 

*Standard Error of Skewness = .536, Normal Skewness Limits: ±1.072 
 

Assessing Normality 

The normality of factors was assessed using different criteria including 

Kolmogorov-Smirnov and Shapiro-Wilk’s normality test, skewness measures, and 



P a g e  | 145 
 

 

histograms. Skewness normal limit is ±1.072. The skewness measures reported in 

Table 5-3 reveals that, for the PVM with AR group, the effectiveness, usefulness, 

enjoyment, and competence factors reported significant deviations from the normal 

skewness limits. Moreover, the results of normality tests, reported in Table 5-4 , show 

that—in augmented reality—effectiveness and enjoyment were not close to the 

normal distributed, p < .05, and in Paper-based Approach Usefulness also was not 

close to the normal distributed, p < .05. However, as mentioned earlier, these results 

are only a guide to decide whether to consider a violation of normality or not. 

Examining the histograms in Figure 5-8 is necessary for making a decision. 

According to the Shapiro-Wilk test results and examination of the histograms, the 

distributions of effectiveness, usefulness, enjoyment, and competence looked far from 

normal distribution. Histograms suggested the existence of outliers on the lower tails 

of the distributions. This was a violation of normality and a transformation was 

applied to these factors to make them closer to normal distribution. The most 

appropriate transformation was performed by applying the following equation: 

NewVar = SQRT(C – OldVar), where C is a constant determined as the maximum 

value + 1. 

Table 5-4. Kolmogorov-Smirnov/Shapiro-Wilk Tests of Normality for Factors 

 PVM with AR Paper-based Approach 

K-S S-W K-S S-W 

 Statistic Sig. Statistic Sig. Statistic Sig. Statistic Sig. 

Cognitive overload .172 .167 .900 .058 .174 .158 .937 .258 

Effectiveness .224 .017* .803 .002* .135 .200 .938 .264 

Usefulness .177 .143 .868 .017* .211 .033* .908 .078 

Enjoyment .305 .000* .685 .000* .190 .086 .868 .016* 

Competence .181 .121 .858 .012* .088 .200 .962 .641 
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Figure 5-8. Histograms of User Subjective Experience Factors 

Cognitive Overload 

PVM with AR Paper-based Approach 

  

 

 

Effectiveness 

PVM with AR Paper-based Approach 
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Usefulness 

PVM with AR Paper-based Approach 

  

 

 

Enjoyment 

PVM with AR Paper-based Approach 
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Competence 

PVM with AR Paper-based Approach 

  

 

Transformed Factors 

 Applying the transformation to the negatively skewed factors, they were 

normalised and the Kolmogorov-Smirnov/Shapiro-Wilk tests of normality were rerun 

and the results are reported in Table 5-5. The results revealed that the distributions of 

the transformed variables were not significantly far from normality. Therefore, the 

transformed variables can be used in further statistical analysis, paying attention to 

the final interpretation of the results. 
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Table 5-5. Kolmogorov-Smirnov/Shapiro-Wilk Tests of Normality for Transformed 
Factors 

 

                 PVM with AR Paper-based Approach 

K-S S-W K-S S-W 

Statistic Sig. Statistic Sig. Statistic Sig. Statistic Sig. 

Effectiveness .159 .200 .930 .192 .102 .200 .952 .454 

Usefulness .176 .147 .941 .296 .177 .142 .942 .317 

Enjoyment .179 .131 .913 .097 .165 .200 .901 .059 

Competence .128 .200 .957 .542 .198 .061 .886 .033 

 

5.3.3 Learning Improvement 

 
After completing the learning objects (activities), the results of the knowledge test for 

the students in both groups were analysed. A two- samples independent t-test was 

conducted to compare the mean test scores between students who used PVM with AR 

and those who used the paper-based approach. Results are reported in Table 5-6. The 

test revealed a significant difference between the mean test scores of students from 

both groups, t = 8.651, p < .001. Students who used PVM with AR (M = 7.78, SD = 

1.396) had statistically significant higher mean test scores than students who used the 

paper-based approach (M = 3.67, SD = 1.455). The results show that students who use 

PVM with AR improve their learning outcome compared to students who use the 

paper-based approach. These results support hypothesis 2 which states that “Using the 

PVM framework within structured AR learning environments (specified in 1) would 

make the technical activities/information from the embedded devices visible and 

meaningful to the student, which would lead to improved learning outcomes for 

complex learning activities and improve the learners’ awareness of the activities 

inside structured PVM with AR learning environments.” 
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Table 5-6. Independent Samples T-Test Results for “Students’ post-test result” 

Group Statistics Independent Samples Test 

PVM with AR  Paper-based approach  

M SD  M SD t Sig. 

7.78 1.396  3.67 1.455 8.651 < .001 
 

5.3.4 Learning Performance 

 
Throughout the experiment, the completion time for each learning object was 

measured to define the amount of time required for participants to solve the task. Two 

samples independent t-tests were conducted to compare the mean time for each task, 

total, and average time of the tasks between students who used PVM with AR and 

those who used the paper-based approach. The results were reported in Table 5-7. 

The test revealed a significant difference between the mean time for the assembling 

task and exploring task, p < .001. That is, students who used PVM with AR had 

statistically significant higher mean time for the assembling activity (M = 7 minutes 

and 42 seconds) than students who used the paper-based approach (M = 3 minutes 

and 13 seconds). Students who used PVM with AR had statistically significant higher 

mean time for the exploring activity (M = 14 minutes and 57 seconds) than students 

who used the paper-based approach (M = 9 minutes and 20 seconds). No significant 

difference was found in the mean time of the introduction activity for students from 

both groups, p = .727. 

The test revealed a significant difference between both groups of students in 

the mean total time, t = 7.319, p < .001. The mean total time taken by students who 

used augmented reality with PVM (M = 26 minutes and 6 seconds) was significantly 

higher than the mean total time taken by students who used the paper-based approach 

(M = 15 minutes and 53 seconds). Similarly, the mean time taken by students who 
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used PVM with AR for all tasks (M = 8 minutes and 42 seconds) was significantly 

higher than the mean time taken by students who used the paper-based approach (M = 

5 minutes and 17 seconds). 

The results showed that students who used PVM with AR do not acquire new 

knowledge more quickly compared to students who use the paper-based approach. 

Rather, students who used PVM with AR spend more time than students who use the 

paper-based approach to acquire knowledge. As can be seen, these results do not 

support hypothesis 3, which states that “such structured PVM with AR learning 

environments (specified in 1) would enable learners to acquire new knowledge more 

quickly and with fewer misunderstandings. 

Table 5-7. Independent Samples T-Test Results for Tasks and Total Time 

Time* 

Group Statistics 
Independent 
Samples Test PVM with AR Paper-based approach 

M SD M SD t Sig. 

Introduction 
time 

0:03:27 0:01:10 0:03:19 0:01:14 .352 .727 

Assembling time 0:07:42 0:02:12 0:03:13 0:00:46 8.107 < .001 

Exploring time 0:14:57 0:02:34 0:09:20 0:04:12 4.812 < .001 

Total time 0:26:06 0:03:11 0:15:53 0:04:59 7.319 < .001 

Mean time 0:08:42 0:01:03 0:05:17 0:01:39 7.319 < .001 

*. Time Stamp: h:mm:ss 
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Figure 5-9 Learning effectiveness assessment results of the experimental and the 
control group 

 

5.3.5 Students’ Curiosity 

 
Students’ curiosity was measured by two observed factors: the number of actions 

student made and the number of objects manipulated while performing the learning 

object task (Exploring task). Similarly to previous constructs, a t-test was conducted 

to compare the mean number of actions a student made and the mean number of 

objects students manipulated between students who used PVM with AR and those 

who used the paper-based approach. The results were reported in Table 5-8. The test 

revealed a significant difference between both groups of students in the mean number 

of actions students made and the mean number of objects students manipulated, p < 

.001. That is, students who used PVM with AR had significantly higher mean number 

of actions (M = 12.56, SD = 1.822) and higher mean number of objects manipulated 

(M = 6.33, SD = 1.029) than students who used the paper-based approach who had 

lower mean number of actions made (M = 6.44, SD = 3.552) and lower mean number 
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of objects manipulated (M = 3.50, SD = 1.654). In addition, results from the number 

of objects students manipulated revealed that PVM with AR showed high-frequency 

use of sensors that interact with the environment and their sensed value is invisible, 

such as line sensors (70%), light sensors (80%), and infra-red (IR) sensors (85%) 

compared to the paper-based approach, which had 15%, 25%, and 40%, respectively 

(Figure 5-10). In contrast, the use of sensors and actuators that have a physical 

appearance or action were slightly similar in both groups.  

Therefore, it can be concluded that PVM with AR increased the curiosity of 

the learners compared to the paper-based approach, which supports hypothesis 6, 

which states that “using structured PVM with AR learning environments (specified in 

1) would increase the curiosity of the learners over traditional laboratory learning 

environments.” 

 

Table 5-8. Independent Samples T-Test Results for Students Curiosity 

 

Group Statistics 

Independent 
Samples Test PVM with AR 

Paper-based 
approach 

M SD M SD t Sig. 

Actions a student made 12.56 1.822 6.44 3.552 6.495 < .001 

Objects a student 
manipulated 

6.33 1.029 3.50 1.654 6.171 < .001 
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Figure 5-10 Objects-frequency used in exploring the learning object 

5.3.6 Correlation Analysis 

Previous constructs were examined to reveal any correlated factors that improve 

students’ learning outcomes based on the approach used. Thus, the test score 

construct correlated with the completion time and curiosity constructs.  

5.3.6.1 Relationship between Task Time and Test Scores 

Pearson correlation coefficients were computed and reported in Table 5-9 for the time 

of the three tasks and total time versus students’ post-test scores. The coefficients 

reported were calculated for both groups of students and for total participants as well. 

The analysis revealed that there was a significant association between total task time 

and students’ post-test scores for PVM with AR students, r = .509 and p < .05. 

Another significant correlation was found between exploring time and students’ post-

test scores for students using the paper-based approach, r = .568 and p < .05. 

That is, for students PVM with AR, the more total time of tasks they take, the 

higher their post-test scores. On the other hand, for students using the paper-based 

approach, the more time they take exploring, the higher their post-test scores. 
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Table 5-9. Pearson Correlation Coefficients of Task Time vs. Test Scores 

 Group 
Introduction 

Time 
Assembling 

Time 
Exploring 

Time Total Time 

Assembling time PVM with AR .080    

TR .193    

Exploring time PVM with AR .282 -.427   

TR .306 .225   

Total time PVM with AR .650** .377 .617**  

TR .537* .393 .954**  

Students’ post-test 
result 

PVM with AR .426 -.025 .457 .509* 

TR .091 -.416 .568* .437 

*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 
 

5.3.6.2 Relationship between Learners Curiosity and Test Scores 

Similarly, Pearson correlation coefficients were computed and reported in Table 5-10 

for the number of actions a student made and the number of objects a student 

manipulated versus students’ post-test scores. The analysis revealed a significant 

correlation between the number of actions a student made and students’ post-test 

scores, for both groups of students, p < .05.   

Table 5-10. Pearson Correlation Coefficients of Learners’ Curiosity vs. Test Scores 

 Group 
Actions a 

student made 
Objects a student 

manipulated 

Objects a student manipulated PVM with AR .429  

TR .751**  

Students’ post-test result PVM with AR .560* .341 

TR .565* .464 

*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 
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5.3.7 Students Workload 

After finishing the experiment, students were asked to rate their experience related to 

cognitive overload factors, which assess task load. A two samples -independent t-test 

was conducted to compare the mean of cognitive overload and their sub-factors 

between students who used PVM with AR and those who used the paper-based 

approach; the results are reported in Table 5-11. The test revealed a significant 

difference between the mean cognitive overload of students from both groups, t = -

2.315, p = .028. That is, students who used PVM with AR had statistically significant 

lower mean cognitive overload than students who used the paper-based approach. In 

addition, the result shows that the PVM with AR approach students had statistically 

significant difference between the mean of physical demand (t = -2.666, p = .012) and 

frustration (t = -2.172, p = .040) compared to the paper-based approach. On the other 

hand, mental demand, temporal demand, performance and effort had slightly higher 

workload for those who using the paper-based approach, but no statistically 

significant difference was found between both groups. Therefore, it can be concluded 

that PVM with AR reduces cognitive overload compared to paper-based approach. 

These results support hypothesis 4 which states that “using structured PVM with AR 

learning environments (specified in 1) would provide assistance that reduces load in 

learning”. 

Table 5-11. Independent Samples T-Test Results for Cognitive Overload 

 Group Statistics 

Independent 
Samples Test 

 
PVM with AR 

 
 

Paper-based  
approach 

 M SD  M SD  t Sig. 

Cognitive 
overload 

2.27 .904  3.15 1.334  -2.315 .028 
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Mental demand 2.56 1.504  3.56 1.688  -1.877 .069 

Physical 
demand 

1.89 1.132  3.17 1.689  -2.666 .012 

Temporal 
demand 

2.61 1.335  3.33 1.782  -1.376 .178 

Performance 2.22 1.060  2.94 1.731  -1.509 .140 

Frustration  1.44 .784  2.44 1.790  -2.172 .037 

Effort 2.89 1.676  3.44 1.977  -.909 .370 

 

 

Figure 5-11 NASA TLX mean score for each item for evaluating cognitive overload 

5.3.8 Learning Activity Evaluation 

Subjects were asked to evaluate the available tools used for doing laboratory hands-

on learning activities in terms of enjoyment, competence, usefulness and 

effectiveness. Therefore, a two-samples independent t-test was conducted to compare 

the mean score of learning activity enjoyment, perceived competence, usefulness, and 

effectiveness between students who used PVM with AR and those who used the 

paper-based approach; results were presented in Table 5-12. 
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The tests revealed that the two groups of students were statistically significant 

with respect to the mean score of usefulness and enjoyment, p < .01. That is, students 

who used PVM with AR had significantly higher mean score of usefulness (M = 6.33, 

SD = .625) and higher mean score of enjoyment (M = 6.35, SD = .901) than students 

who used the paper-based approach who had lower mean score of usefulness (M = 

4.84, SD = 1.592) and lower mean score of enjoyment (M = 5.14, SD = 1.515). No 

significant differences were found between both groups of students with respect to the 

mean score of learning activity effectiveness and perceived competence, p > .05. 

The test results show that PVM with AR significantly increases learning 

activity enjoyment and usefulness compared to paper-based. Clearly, these results 

support two factors in hypothesis 5, which states that “using structured PVM with AR 

learning environments (specified in 1) would increase students’ enjoyment, perceived 

competence, and usefulness while performing laboratory hands-on-activities”. 

 

Table 5-12. Independent Samples T-Test Results for Learning Activity Enjoyment, 
Perceived Competence, Usefulness, and Effectiveness 

 

Group Statistics Independent Samples Test 

PVM with AR 
Paper-based 

approach 

 

 Original Transformed 

M SD M SD  t Sig. t Sig. 

Effectiveness 4.28 .771 3.78 .947  1.737 .091 -1.637 .111 

Usefulness 6.33 .625 4.84 1.592  3.681 .001 -3.835 .001 

Enjoyment 6.35 .901 5.14 1.515  2.903 .007 -3.176 .003 

Competence 6.03 .956 5.47 .965  1.770 .086 -1.650 .108 
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Figure 5-12 Subject experience based on each method 
 

5.3.9 PVM with AR user experience  

On completing the experiment, the PVM with the AR group was asked to provide 

their perspective on the system by completing a user-experience questionnaire 

(UEQ). The study conducted an analysis of the UEQ questionnaire by calculating the 

means of the six scales (Table 5-13).  The UEQ produced no overall score for the 

user’s experiences. As a result of the UEQ’s development through factor analysis, it 

was insensible to build an overall score by calculating the mean overall scales 

because it was not possible to interpret this value appropriately(Laugwitz et al., 

2008). The scales ranged from +3, which was the positive extreme, to -3, which was 

the negative extreme. Common answer tendencies in those questionnaires showed 

that people typically avoided the extremes, with values in the range of 1.5 and 2 

indicating a significantly desirable quality. 

Table 5-13 UEQ scale measurement 
Scale Intended measurement 
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Attractiveness What is the overall impression of the PVM with AR system? Do 
students like or dislike it?  

Perspicuity Do students become familiar with the PVM with AR system easily? 
Efficiency Can students solve the learning activity tasks with the PVM and the 

AR system without unnecessary effort. 
Dependability Do students feel in control of the interaction while using the PVM 

with AR system? 
Stimulation Do students feel excited and motivated to use the PVM with AR 

system? 
Novelty Is the PVM with AR system innovative and creative and holds 

students’ attention?  

 

The UEQ’s findings illustrated that the scores of all scales that described 

attractiveness, stimulation, novelty, dependability, perspicuity and efficiency tended 

to be positive, with each scale scoring beyond the value of +1.5. The limited range of 

the confidence intervals implied that the measured scales were fairly accurate.  (bars 

in Figure 5-13) indicate that the measured scale means were quite accurate.  It can be 

seen that these results support hypothesis 8, which states that “learners’ user 

experience while using structured PVM with AR learning environments (specified in 

1) would show system acceptance”. 

 

Figure 5-13 Results of UEQ factors 
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5.4   Summary 

This chapter started by reviewing the current evaluation strategy used in the 

augmented reality field. Then, it introduced the experimental design of the study, 

which relates to the assembling and exploring of embedding computing learning 

activities. The experimental design begun by stating the hypotheses (H2, H3, H4, H5, 

H6 and H8) presented in Chapter one, which needs to be evaluated within the user 

study and mapped the results to the proposed hypotheses. The user study compared 

two educational learning approaches. The first approach was the PVM with AR 

system, whereas the paper-based was the second approach. A group of 36 students 

were divided randomly in both approaches. Then, the chapter presented the results 

and findings of the evaluation based on a depth-statistical analysis and mapped the 

results to the proposed hypotheses to evaluate the effectiveness of the proposed PVM 

model against alternative traditional methods. The PVM with AR system displayed 

several benefits when compared to traditional approaches. Learners’ outcomes 

improved; task cognitive overload was reduced; learners’ curiosity, usefulness and 

enjoyment increased; learners showed positive impressions toward the system and 

learners spent more time assembling and exploring learning objects. The discussion 

of the result will be presented in Chapter Seven. 

 The next chapter introduces the second experiment evaluation of designing 

behaviour robot-based learning activity. It aims to examine the PVM model with 

more complex learning activity based on the high-level of Bloom’s Taxonomy.  
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Chapter Six 

6 Real-Time Feedback for Controlling Embedded 
Computing Learning Activity 

 

“Intelligence is the source of technology. If we can use technology to improve 

intelligence, that closes the loop and potentially creates a positive feedback cycle.” 

 

- Eliezer Yudkowsky (1979 – 
present) 
 

 

The previous chapter presented an experimental evaluation for assembling and 

exploring embedded computing activity where learners participated in three learning 

objects, namely introduction, assembling and exploring. The learning outcomes these 

corresponded to three levels of Bloom’s Taxonomy: knowledge, comprehension and 

application. These levels are the lowest on the pyramid of Bloom’s Taxonomy.  

However, to examine the PVM model at a higher level of Bloom’s Taxonomy, a 

behaviour-based mobile robot learning activity experiment was designed to extract 

the pedagogical value of PVM with AR in a real-time system. The learning outcomes 

of the experiment corresponded to analysis and synthesis on Bloom’s Taxonomy. 

Thus, learners were expected to have prior programming language skills as the level 

of learning for this experiment is associated with a high level of Bloom’s Taxonomy.   

This chapter presents the experimental evaluations for the second learning 

activity presented in Chapter four, that is, controlling and designing a behaviour-

based robot based on modularised embedded computing components.  Two 

educational systems were employed, to be compared in the user evaluation: PVM 



P a g e  | 163 
 

 

with AR, and a traditional learning environment. This revealed the learning 

effectiveness of using PVM with AR, compared to the traditional engineering 

laboratory method. The chapter starts by describing the experimental design used to 

gather evidence of the value of the concepts proposed in this thesis, and concludes by 

presenting the experimental results.  

6.1   Experimental Design 

The developed PVM with AR system was used in this experimental evaluation for the 

second scenario, that is, to design a behaviour-based robot that follows a wall and 

avoids obstacles, to prove the hypothesis stated in chapter one, particularly H1, H2, 

H3, H4, H7 and H8.  

The first hypothesis is related to creating computational architecture that maps 

the technical activities (hardware and software) with the user-interface (using AR) 

within the context of the learning activity. It aims to provide learners and developers 

with a pedagogical explanation of the work being undertaken in the activity.  

Therefore, the PVM with AR system designed and developed based on the PVM 

framework corresponds with the first hypothesis (H1). Thus, to examine the validity 

of this hypothesis, this study investigates the learning effectiveness of the PVM 

framework based on the remaining hypothesis by comparing compared two 

educational approaches (PVM with AR application and TR of programming 

debugging) to solving the mobile robot learning task to explore the effects of each 

approach on students’ learning outcomes. In doing so, the results will indicate 

whether the PVM framework supports learning and teaching (H1). 

The experiment followed an experimental and group design using the type of 

approach (PVM with AR, traditional(TR)) as independent variables. The 
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experimental evaluation employs a learning activity, which required students to 

design a behaviour-based robot that follows a wall and avoids obstacles. Instead of 

making students create robot behaviour from scratch, they were given a programming 

source code. The given source code was designed to make the robot misbehave at 

runtime, and students were asked to solve the problem based on the assigned 

approach (PVM with AR or TR).  This approach was chosen to reduce students’ 

workload, as the aim of the experiment was to compare which approach (PVM with 

AR or TR) assists students to solve the learning task by analysing robot actions. The 

programming source code was written using object-oriented style, which makes code 

easy to read, understand and modify, especial for small program (Wiedenbeck & 

Ramalingam, 1999). A complete list of robot classes was given and made available to 

use for modifying or replacing functions in the code. Both approaches (PVM with AR 

and TR) required students to use python programming language to edit and debug the 

given programming code for the mobile robot. This was based on Geany text editor 

that supports an integrated development environment (IDE).  

  An AR application was developed to visualise and analyse robot actions and 

states, and produce pedagogical feedback based on the learning activity. This 

approach followed the PVM model for structuring a learning activity and analysing 

computational objects in term of pedagogy. Once students debugged or executed the 

source code, they could point their tablet’s camera at the robot to overlay robot 

actions and behaviours in real time. Robot actions and behaviours, and sensors’ 

values were updated in real time on students’ tablets (Figure 6-1). This gave students 

the ability to explore robot actions from low to high-level views that correspond to 

learning objects. The application provided students with four features that allowed 



P a g e  | 165 
 

 

them to explore the construction of robot actions and behaviours, as well as obtain 

instant feedback regarding the learning activity. 

  

  
Figure 6-1 Students experimenting with AR 
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Figure 6-2 Students experimenting with TR 
 

 The second approach was the conventional approach for debugging and 

executing programming code in computer and engineering science. This approach 

allowed students to execute code and examine the robot without visualisation help; 

instead, robot outputs (actions) were represented on the tool’s console (log file) in 

real time. A print statement was added to robot classes in order to print robot states 

and actions on the tool’s console. This was added to assist student understanding of 

robot programme behaviour. It was noted by Ahmadzadeh et al. (2005) that a print 

statement is used in programming code as a debugging strategy to find errors. In 

addition, it helps in examining particular programme behaviours and revealing values 

of interest (Li & Flatt, 2015). Thus, during runtimes, students were able to see robot 

actions in abstract meanings such as Left Motor Move Forward, Object Near :09. In 

both approaches, the low-level data representations were the same but the appearance 

was different, being visualised in AR, and log file text in traditional. In both 

approaches, students were allowed to debug the programming code many times until 

the task learning objectives were achieved.  

Between-subjects design was used to examine the PVM with AR and TR systems. 

This was used to avoid knowledge transfer which might result in making it more 
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difficult to identify the effectiveness of the approach used. Nonetheless, within-

subjects design was used only to gather participants’ opinions regarding both 

approaches. Twenty students from the University of Essex were invited to take part in 

the experiment.  The students were divided into two groups, PVM with AR and TR, 

with 10 students in each group. The procedure of the experiment was divided into 

three phases: before, during and after (Figure 6-3): 

1. Before the experiment. Participants were invited to take part in the study. 

They were then provided with a link to an online questionnaire to gather 

demographic information and their familiarity with computing, programming 

and embedded system learning activity and assessment. The link was sent to 

participants a few days before the main experiment was run. A copy of the 

questionnaire is included in the appendices. Due to the availability of only one 

buzzbot robot, each participant was asked to choose one slot that suited 

him/her. On the day of the experiment, participants were informed about the 

experiment aim, phases and procedure. They were then given a pre-

computational thinking test, in which they had to decompose a behaviour-

based robot that follows a wall and avoids obstacles. The test was similar to 

the hierarchical decomposition in Figure 4-14. A copy of the pre-

computational thinking test is included in the appendices B.  

2. During the experiment. Participants were provided with the learning activity 

instruction and robot material, such as classes and functions. They then logged 

into Raspberry pi and used Geany IDE to start working on the assigned 

programming task. A tablet-holder desk stand was used to support the PVM 

with AR group to allow them to work hands-free. Time and debugging times 

were observed during the experiment by the instructor.  



P a g e  | 168 
 

3. After the experiment. Participants were provided with a post-computational 

thinking test, followed by a post-test knowledge about the learning activity. In 

addition, a link to an online questionnaire was sent to participants to gather 

information about their experience on the approach used (PVM with AR or 

TR).  Lastly, participants were asked to experience the other approach 

(swapping from PVM with AR to TR or vice versa). Another survey link was 

provided to gather user opinion on both approaches and to evaluate the AR 

system. Participants were paid £10.00 on completion of the experiment. A 

copy of the post-test knowledge and both questionnaires are included in the 

appendices B. 
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Figure 6-3 Mobile robot experiment design procedure 
 

Qualitative and quantitative data were collected to evaluate the learning effectiveness 

and pedagogical value of the PVM with AR, as compared to TR. Qualitative data 

were analysed, identifying students’ opinions when evaluating both approaches 

(PVM with AR, TR). Quantitative data were investigated through descriptive 

statistics to find correlations with the research questions and hypotheses. The data 

were studied, focusing on the learning effectiveness of the PVM model for analysing 

and exploring embedded computing learning tasks, especially on a real-time system.  

The research instruments consisted of four questionnaires for participants and a short 

questionnaire for teachers/instructors, pre-and post-computational thinking tests, a 

post-learning activity test and participants’ observations. The first questionnaire 

collected general demographic information and preliminary knowledge on evaluated 

topics, such as computing and programming experience, and a computing system 

assessment to establish the participant’s background. The second questionnaire was 

given to participants after they finished the learning activity, and divided into two 

parts. The first part measured the effectiveness of the approach used for the learning 

activity task. This part was designed using 5-Likert scales ranging from “strongly 

disagree” at one end to “strongly agree” at the other, with “Neutral” in the middle. 

The second part measured cognitive workload when doing the learning activity. The 

cognitive workload was based on NASA-TLX (Task Load Index) that was used to 

assess the overall workload of the learning activity task (Hart & Staveland, 1988). To 

measure the workload experience, six rating scales was used: mental demand, 

physical demand, temporal demand, performance, effort and frustration. Participants 

rated each of these scales on a Likert scale, ranging from low to high. The third 
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questionnaire gathered participants’ opinions after experiencing both approaches (AR 

and TR). This questionnaire was short and designed using a combination of open and 

closed questions. Closed questions were utilised to gather the participants’ feedback 

using Likert scales, whilst open questions were used to give participants the 

opportunity to state their views about the preferred approach. The fourth 

questionnaire was employed to assess the user experience (UX) of the PVM with AR 

system. This utilised Laugwitz et al.'s (2008) user experience questionnaire (UXQ). 

The UXQ was constructed using six scales covering attractiveness, efficiency, 

perspicuity, dependability, stimulation and novelty, with 26 items in total to support 

immediate feedback about participants’ feelings, impressions and attitudes. Each item 

was presented by two terms with opposite meanings. The questionnaire for 

instructors/teachers asked about their impressions of the PVM with AR system. All 

questionnaires are included in the Appendix B. In addition, computational thinking 

was measured using pre-and post-test knowledge which assessed participants’ ability 

to decompose the problem into smaller parts. One aspect of computational thinking is 

to use abstraction and decomposition for solving complex tasks (Wing, 2006). 

Therefore, the pre- and post-test were designed according to the hierarchical 

decomposition of a behaviour-based robot that follows a wall and avoids obstacles 

(see Figure 4-14). Participants were given hints and some parts of the hierarchy were 

given. Participants were provided with a short post-test knowledge to assess their 

learning outcomes based on the approach used (PVM with AR or TR). The test 

consisted of six questions, four of which required participants to indicate two 

things—what wrong action the robot made, and what the correct action was—

whereas the other two examined participants’ ability to decompose behaviour into 

actions. The test used an open-ended question design, where participants write short 
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answers. Copies of all tests are provided in the Appendix. Participants were observed 

while performing the activity and two constructs were recorded. The first construct 

was the time taken to complete the task, and the second was the amount of debugging 

time it took to solve the task. These were observed to measure the effectiveness of 

each approach (PVM with AR and TR) in terms of time and number of trials. Data 

were anonymised and analysed using the statistical program SPSS (Statistical 

Package for the Social Sciences), except the user experience questionnaire (UXQ) 

which was analysed using Laugwitz et al., (2008) data analysis tool based on Excel.    

6.2   Evaluation 

6.2.1 Preliminary Data 

The objective of the preliminary survey was to explore students’ background 

knowledge and ensure that the subjects were to some extent alike, especially in 

programming and object-oriented paradigm experience. A complete version of the 

questionnaire is in Appendix B.  

 The number of participants was 20, and the male formed 75% compared to 

20% female and 5% preferred not to say. 45% of the participants were aged between 

21 and 25 years old, 25% between 26 and 30, and a further 25% between 31 and 35. 

Only one participant was between 36 and 40 years old. At the time of the experiment, 

the level of study for all participants was 100% postgraduate (master and PhD), with 

85% doing computer science and 15% doing engineering. All participants (100%) 

owned a personal computer; furthermore, 95% of them owned a smartphone against 

5% who said they did not have a smartphone. 55% of participants stated their 

computer expertise level as expert, against 45% who stated their level as intermediate. 

In addition, 50% of participants expressed their computer programming skills as 
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intermediate, compared to expert (45%) and beginner (5%). 40% of participants said 

that their familiarity with object-oriented paradigms was high, in contrast to very high 

(25%), medium (30%) and low (5%). Participants’ familiarity with object oriented 

programming languages were Java (75%), C++ (65%), Python (40%), C# (35%) and 

C (30%). 

65% of participants declared that they had studied during their degree at least 

one of the following modules: embedded systems, robotics, artificial intelligence, 

digital electronics and communications engineering, compared to 35% who had not 

studied any of these. 90% of participants stated that they had been involved in 

practical activities or assignments in science or engineering labs, against 10% who 

had not participated in lab activities. After completing lab activities or assignments, 

55% of participants stated that they felt good in relation to achieving the 

activity/assignment learning objective, compared to very good (10%), average (30%) 

and bad (5%).  In relation to the assessment, 55% of participants depended on the 

teacher or instructor to assess their lab activity/assignment work, as compared to 

those who relied on an educational software tool (10%) or themselves (35%).  

All participants (100%) had completed a programming assignment as part of 

their course. When participants discovered that the programme was not behaving as 

expected, 40% of them said they would look at the source code, 30% said they would 

add a print statement inside the programme and 30% stated they would use a 

debugging tool (Figure 6-4).  
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Figure 6-4 Discovering error or misbehaving programme in programming assignment 
  

6.2.2 Exploratory Data Analysis 

The first step in analysing the data from an experiment was to perform an Exploratory 

Data Analysis in order to check assumptions, detect outliers and properly select 

statistical techniques. As research variables were scale (continuous) data, means, 

medians, standard deviations and skewness are the best methods of summarising. 

Table 6-1 presents descriptive statistics of the research dependent variables. The 

descriptive analysis is split by the “Approach Used”. Table 6-2 presents the findings 

of the normality tests: Kolmogorov-Smirnov and Shapiro-Wilk. Hence, the number of 

students involved in this experiment was small; thus, the statistical analysis was 

treated with some caution. 

Time: the mean Time does not differ significantly from the median Time in both 

approaches, suggesting the symmetry of the distribution. This can be confirmed by 

the very weak Skewness values. Examining the normality test results, both tests are 

0% 5% 10% 15% 20% 25% 30% 35% 40% 45%

Looking	at	the	source	code

Adding	a	print	statement	inside	the	
program

Using	a	debugging	too

Asking	for	help

Do	nothing

Discovering	error	or	misbehaving	programme	in	
programming	assignment
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significant, p > .05, suggesting a normal distribution in both data samples PVM with 

AR and TR. Therefore, Time is eligible for parametric tests. 

Debugging Times: the mean Debugging Time is slightly higher than the median 

Debugging Time in both groups of students. The Skewness values suggest that the 

distribution is positively skewed but within the normal Skewness limits. For both 

groups of students, the normality tests suggest that the Debugging Time is normally 

distributed, p > .05, and hence Debugging Time is eligible for parametric tests. 

Pre-Thinking: the mean score of Pre-Thinking is higher than the median score, 

suggesting a positively skewed distribution in the PVM with AR group. However, the 

Skewness value is still within the normal limits. In the TR group, the mean is 

relatively higher than the median, suggesting a highly positively skewed distribution. 

This is confirmed by the high positive Skewness value exceeding the normal limits. 

This may affect the normality of the distribution. The normality tests show that Pre-

Thinking is normally distributed in PVM with AR group, p > .05. However, in TR 

group, the normality tests show that Pre-Thinking is deviant from normality, P < .01. 

Examining the frequency histograms, it can be noticed that there is an outlier on the 

upper tail of the distribution, which pulls the distribution upward to be highly 

positively skewed. Therefore, nonparametric tests should be used for Pre-Thinking as 

they are robust to outliers. 

Post-Thinking: the mean score is relatively lower than the median, suggesting an 

asymmetric distribution of the PVM with AR sample. This is confirmed by the high 

negative Skewness value, exceeding the normal limits. This may suggest a non-

normal distribution. In the TR sample, the mean score is largely higher than the 

median, suggesting a positively skewed distribution; Skewness exceeds the normal 
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limits. The normality tests show that Post-Thinking test is deviant from normal 

distribution in the PVM with AR sample, p < .01. In the TR sample, the Kolmogorov-

Smirnov test shows a distribution close to normal as p > .05 but the Shapiro-Wilk test 

shows a different result: the Post-Thinking test distribution is found to be deviant 

from normal, p < .05. This suggests that nonparametric tests should be used for Post-

Thinking test. 

Post Test: the mean score is exactly equal to the median, suggesting a symmetric 

distribution of data in the PVM with AR sample. However, the negative Skewness 

statistic may have been because of the lower outlier that can be noticed when the 

histogram is examined. However, the distribution is not deviant from normality. In 

the TR sample, the mean is slightly higher than the median and there is positive 

Skewness statistic but within the normal limits. Therefore, Post Test is eligible for 

parametric tests. 

From the findings of the Exploratory Data Analysis and Normality tests, it is 

recommended to use parametric tests with Time, Debugging Time and Post Test. On 

the other hand, it is more appropriate to use nonparametric tests with Pre-Thinking 

and Post-Thinking. 

Table 6-1 Descriptive Statistics 
 PVM with AR TR 

M Mdn SD Min Max Sk M Mdn SD Min Max Sk 

Time 08:5 08:48 01:25 06:20 11:20 -.030 14:13 14:57 03:44 09:30 19:34 -.079 

Debugging 
Times 

4.30 4.00 .949 3 6 .234 8.10 8.00 1.663 6 11 .348 

Pre-Thinking 32 30 16.193 10 70 1.36 21.00 10.00 19.120 10 70 2.208 

Post-Thinking 73.00 80.00 10.593 50 80 -1.44 27.00 20.00 20.575 10 70 1.173 

Post Test 10.50 10.50 1.650 7 12 -1.02 6.40 6.00 2.119 4 11 1.356 

Skewness Standard Error = .687, Normal Range of Skewness = ±1.374 
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Table 6-2 Tests of Normality 

 Kolmogorov-Smirnova Shapiro-Wilk 

PVM with AR TR PVM with AR TR 

Statistic Sig. Statistic Sig. Statistic Sig. Statistic Sig. 

Time .101 .200* .202 .200* .997 1.000 .910 .279 

Debugging 
Times 

.224 .168 .146 .200 .911 .287 .948 .646 

Pre-Thinking .249 .079 .317 .005 .869 .098 .658 .000 

Post-Thinking .346 .001 .233 .132 .730 .002 .837 .041 

Post Test .218 .194 .275 .031 .852 .062 .857 .070 

*. This is a lower bound of the true significance. 
a. Lilliefors Significance Correction 
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Post-Thinking 

 

PVM with AR 
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Post Test 

 

PVM with AR 

 

TR 

6.2.3 Learning Achievement 

6.2.3.1 Knowledge test 

After completing the learning objects (activities), the results of the knowledge test for 

the students in both groups were analysed. A two-independent sample t-test was 



P a g e  | 179 
 

 

performed to examine the significant difference in mean post-test scores among 

students who used PVM with AR and students who used the TR. The test revealed 

that students who used a PVM with AR had statistically significantly higher post-test 

scores (10.50 ± 1.650) than students who used the TR (6.40 ± 2.119), t(18) = 4.828, p 

< .001. Therefore, students who used the PVM with AR gained a better learning 

achievement than those who used a conventional (traditional) approach. 

6.2.3.2 Computational Thinking 

This construct can be tested by performing the Sign test, which is a nonparametric or 

distribution-free test. The Sign test was used to decide if there was a median 

difference between paired or matched observations (Baguley, 2012). This test is a 

nonparametric alternative to the parametric paired-samples t-test, when the 

distribution of differences between paired observations is not normal. It can also be 

used as an alternative to the Wilcoxon signed-rank test when the distribution of 

differences between paired observations is not symmetrical. Participants are usually 

tested at either two points of time or under two different conditions on the same 

continuous dependent variables of ‘pre-thinking’ and ‘post-thinking’. The 

assumptions of this test were examined and met: 

Assumption #1: The dependent variables should be measured at either the ordinal or 

continuous level. ‘Pre-thinking’ and ‘post-thinking’ are measured at the continuous 

level. 

Assumption #2: The independent variable should consist of two categorically ‘related 

groups’ or ‘matched pairs’. The utilised approach included two categories: AR and 

TR. 
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Assumption #3: The paired observations for each participant need to be independent, 

i.e. one student’s scores should not influence another student’s scores. 

Assumption #4: The different scores (i.e. differences between the paired 

observations) are from a continuous distribution.Table 6-3 presents the descriptive 

statistics for the difference between “Pre-Thinking” and “Post-Thinking” scores, 

indicating asymmetric continuous distribution. 

Table 6-3. Descriptive Statistics of the Difference between “Pre-Thinking” and “Post-

Thinking” Scores 

Approach M 5% Trimmed M Mdn SD Min Maxi Sk 

PVM with AR 41.00 41.67 45.00 14.491 10.00 60.00 -1.035 

TR 6.00 5.00 .00 10.750 .00 30.00 1.691 

Skewness Standard Error = .687, Normal Range of Skewness = ±1.374 
 

PVM with AR TR 

  

Figure 6-5. Histograms of Difference between “Pre-Thinking” and “Post-Thinking” 

Scores 
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Sign Test 

Twenty students were tested to understand their computational thinking on a 

problem-solving task, as measured by the computational thinking scores before and 

after solving the problem. An exact sign test was used to compare the differences in 

computational thinking scores in the two trials, “Pre-Thinking” and “Post-Thinking”. 

In the PVM with AR student group, the “Post-Thinking” elicited a statistically 

significant median increase in computational thinking scores (50) compared to “Pre-

Thinking”, p = .002. However, in the TR student group, there was no statistically 

significant change in the median of computational thinking scores between the two 

trials, “Pre-Thinking” and “Post-Thinking”. 

Table 6-4 evaluates the number of positive, negative and tied paired differences to 

understand each student’s (relative) response to the two trials. For the PVM with AR 

group, the table shows that no student had decreased scores (the "Negative 

Differences" row), 10 students (total sample) had improved scores (the "Positive 

Differences" row), and no students witnessed no change (the "Ties" row) in their 

performance. In the TR group, the table shows that no student had decreased scores, 

three students (total sample) had improved scores, and seven students witnessed no 

change (the "Ties" row) in their performance.  

Table 6-4. Sign Test Frequencies 

 
    PVM with AR 

              
TR 

Post-Thinking – Pre-
Thinking 

Negative Differencesa 0 0 

Positive Differencesb 10 3 

Tiesc 0 7 

Total 10 10 
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a. PostThinking < PreThinking 
b. PostThinking > PreThinking 
c. PostThinking = PreThinking 
 

Table 6-5. Test Statisticsa 

 “Post-Thinking” – “Pre-Thinking” 

PVM with AR TR 

Exact Sig. (2-tailed) .002b .250b 

a. Sign Test 
b. Binomial distribution used. 
  

Based on the results of the knowledge and computational thinking tests, students who 

used the PVM with AR had better learning achievements than those in the traditional 

group. These results support hypothesis 2, which states that “using the PVM 

framework within structured AR learning environments (specified in 1) will make the 

technical activities/information from the embedded devices visible and meaningful to 

the student, which will lead to improved learning outcomes for complex learning 

activities and improve the learners’ awareness of the activities inside structured PVM 

with AR learning environments.” 

6.2.4 Task Performance 

Throughout the experiment, the completion time for the learning activity was 

measured to define the amount of time required for participants to solve the task. In 

addition, the number of trials (debugging) was counted to indicate the number of 

debugging participants required to solve the task. A t-test was performed to test 

whether there was a statistically significant difference in mean Time and mean 

Debugging Times between the PVM with AR and TR groups. The test revealed a 

significant difference in mean Time and mean Debugging Times between students 
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using PVM with AR and students using TR, p < .01. The test results are reported in 

Table 6-6. From the table, the mean Time and mean Debugging Times for the PVM 

with AR students were significantly lower than those for the TR students, indicating 

that the PVM with AR reduced the time for solving a learning activity task, and with 

fewer trials. 

Table 6-6 Independent Samples T Test Findings for Time and Debugging Times, 
grouped by Approach 

 

Group Statistics 
Independent 
Samples Test PVM withAR TR 

M SD M SD T Sig. 

Time 08:50 01:25 14:13 03:44 -4.252 .001 

Debugging Times 4.30 .949 8.10 1.663 -6.275 .000 

 

This study found that students who used a PVM with AR had statistically 

significantly lower Time (08:50 ± 01:25 minutes:seconds) than students who used the 

TR (14:13 ± 03.44 minutes:seconds), t(18) = -4.252, p = .001. Similarly, this study 

found that students who used a PVM with AR had statistically significantly lower 

Debugging Times (4.30 ± .949 trials) than students who used the TR (8.10 ± 1.663 

trials),  t(18) = -6.275, p < .001. This supported hypothesis 3, which states that it 

“will enable learners to acquire new knowledge more quickly and with fewer 

misunderstandings.” 

6.2.5 Cognitive Overload 

The cognitive overload questionnaire was used to assess students’ workload given the 

methods used to achieve the learning activity. There are six subscales that calculate 

the overall workload. Results from two independent t-tests revealed that students who 

used AR with a PVM for solving programming activity had a lower mean in the 
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overall cognitive workload than those students who used the conventional approach. 

This indicated a significant difference between both groups, t = -5.052, p = .001 

(Table 6-7). In relation to the subscales, the test revealed that the AR group found the 

task did not require mental effort, as compared to the hands-on group, which was 

statically different (t= -3.398, p = .007). In terms of physical effort, there was no 

significant difference between the groups (t= -1.573, p = .143). In addition, the group 

which used the PVM with AR application had a lower time pressure than the control 

group (t= -2.939, p = .014). Control group students were not satisfied with their task 

performance as the approach used influenced them significantly (t= -4.034, p = .002). 

During the task, the PVM with AR group was less frustrated than control one (t= -

4.572, p = .001). After completing the task, control group students revealed they had 

found it hard to accomplish, which was significantly different from the PVM with AR 

group (t= -5.903, p = .001). These results supported hypothesis 4, which states “PVM 

with AR learning environments will provide assistances that reduce the load in 

learning.” 

Table 6-7 Cognitive Workload for Controlling Mobile Robot 
                               Group Statistics   

    PVM with AR TR Independent Samples Test 
 M SD M SD t Sig. 

Mental 
demand 3.40 1.430 9.90 5.877 -3.398 .007 

Physical 
demand 2.90 1.969 5.70 5.272 -1.573 .143 

Temporal 
demand 3.50 1.509 8.20 4.826 -2.939 .014 

Performance 2.30 1.767 8.80 4.789 -4.034 .002 

Effort 2.80 1.549 11.60 4.452 -5.903 .001 

Frustration 1.50 1.080 8.50 4.720 -4.572 .001 
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Cognitive 
Workload 2.73 .778 8.78 3.70 -5.052 .001 

 

6.2.6 Post-Questionnaire 

After completing the activity, participants were asked to rate the approach used in a 

subjective questionnaire. In total, the frequency analysis shows that in student groups 

which used TR, 49% of students agreed with the items on the questionnaire while 

31% disagreed. On the other hand, in student groups that used PVM with AR, the 

percentage of students who disagreed, 56%, was higher than the percentage of 

students who agreed, 43%. Table 6-8 reports the frequencies and percentages 

associated with each scale score for both groups of students. 

In detail, all students who used PVM with AR disagreed that “discovering bugs and 

errors took a lot of effort”, while 70% of students who used TR agreed. All students 

who used PVM with AR agreed that “this approach helped them to discover and 

correct the bugs and errors very quickly”, while no student who used TR agreed. All 

students who used PVM with AR agreed that “by using the available tools, they were 

able to understand the robot behaviour”, while 60% of students who used the TR 

disagreed. None of the students who used PVM with AR agreed that “by using the 

available tools, they were not able to deconstruct and examine the robot behaviour in 

more detail”, while 50% of students who used TR agreed. All students using the 

PVM with AR agreed that “by using the available tools, they were able to know if 

they had accomplished the learning objective”, while only 40% of students using the 

TR agreed. None of the students using the PVM with AR agreed that “when they 

debugged the robot, they found it difficult to keep track of the robot and to look at the 

robot output at the same time”, while 90% of students using the TR agreed. None of 



P a g e  | 186 
 

the students using the PVM with AR agreed that “knowing why the robot was 

misbehaving while the robot was running in real time was very challenging”, while 

70% of students who used the TR agreed. 

Table 6-8. Frequency Distribution of Post Questionnaire Items – n (%) 

Questionnaire 
PVM with AR  TR 

(1) (2) (3) (4) (5)  (1) (2) (3) (4) (5) 
1. Discovering bugs and errors 
took a lot of effort 

7 
(70) 

3 
(30) 

0 
(0) 

0 
(0) 

0 
(0) 

 
 

0 
(0) 

2 
(20) 

1 
(10) 

7 
(70) 

0 
(0) 

2. This approach helped me to 
discover and correct the bugs 
and errors very quickly 

0 
(0) 

0 
(0) 

0 
(0) 

2 
(20) 

8 
(80) 

 
 

0 
(0) 

3 
(30) 

7 
(70) 

0 
(0) 

0 
(0) 

3. By using the available tools, 
I was able to understand the 
robot behaviour 

0 
(0) 

0 
(0) 

0 
(0) 

2 
(20) 

8 
(80) 

 
 

1 
(10) 

5 
(50) 

2 
(20) 

2 
(20) 

0 
(0) 

4. By using the available tools, 
I was not able to deconstruct 
and examine the robot 
behaviour in more detail 

6 
(60) 

3 
(30) 

1 
(10) 

0 
(0) 

0 
(0) 

 
 

0 
(0) 

2 
(20) 

3 
(30) 

4 
(40) 

1 
(10) 

5. By using the available tools, 
I was able to know if I had 
accomplished the learning 
objective 

0 
(0) 

0 
(0) 

0 
(0) 

2 
(20) 

8 
(80) 

 
 

0 
(0) 

5 
(50) 

1 
(10) 

3 
(30) 

1 
(10) 

6. When I debugged the robot, 
I found it difficult to keep 
track of the robot and to look 
at the robot output at the same 
time 

6 
(60) 

4 
(40) 

0 
(0) 

0 
(0) 

0 
(0) 

 
 

0 
(0) 

1 
(10) 

0 
(0) 

6 
(60) 

3 
(30) 

7. Knowing why the robot was 
misbehaving while the robot 
was running in real time was 
very challenging 

7 
(70) 

3 
(30) 

0 
(0) 

0 
(0) 

0 
(0) 

 
 

0 
(0) 

3 
(30) 

0 
(0) 

6 
(60) 

1 
(10) 

Scale Scores: (1) Strongly Disagree, (2) Disagree, (3) Neutral, (4) Agree, (5) Strongly Agree 
 

6.2.6.1 Significant Differences in Post Questionnaire Items between PVM 

with AR Students and TR Students 

Additionally, a t-test was performed to study the differences between the two groups 

of students with respect to their responses to the Post Questionnaire items. The test 

revealed that there was statistically significant differences in the mean scores of both 
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groups’ students, p <.001. The findings are reported in Table 6-9. From the table, it 

can be stated that: 

1. Students who used PVM with AR had a significantly lower mean score of 

“discovering bugs and errors took lot of effort” than students who used TR, 

indicating that students who used PVM with AR were more likely to disagree 

that “discovering bugs and errors took lot of effort” than students using TR. 

2. Students who used PVM with AR had a significantly higher mean score of “this 

approach helped me to discover and correct the bugs and errors very quickly” 

than students who used TR, indicating that students who used PVM with AR 

were more likely to agree that “this approach helped me to discover and correct 

the bugs and errors very quickly” than students using TR. 

3. Students who used PVM with AR had a significantly higher mean score of “by 

using the available tools, I was able to understand the robot behaviour” than 

students who used TR, indicating that students who used PVM with AR are 

more likely to agree that “by using the available tools, I was able to understand 

the robot behaviour” than students using TR. 

4. Students who used PVM with AR had a significantly lower mean score of “by 

using the available tools, I was not able to deconstruct and examine the robot 

behaviour in more detail” than students who used TR, indicating that students 

who used PVM with AR were more likely to disagree that “by using the 

available tools, I was not able to deconstruct and examine the robot behaviour in 

more detail” than students using TR. 

5. Students who used PVM with AR had a significantly higher mean score of “by 

using the available tools, I was able to know if I had accomplished the learning 

objective” than students who used TR, indicating that students who used PVM 
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with AR were more likely to agree that “by using the available tools, I was able 

to know if I had accomplished the learning objective” than students using TR. 

6. Students who used PVM with AR had a significantly lower mean score of 

“when I debugged the robot, I found it difficult to keep track of the robot and to 

look at the robot output at the same time” than students who used TR, indicating 

that students who used PVM with AR were more likely to disagree that “when I 

debugged the robot, I found it difficult to keep track of the robot and to look at 

the robot output at the same time” than students using TR. 

7. Students who used PVM with AR had a significantly lower mean score of 

“knowing why the robot was misbehaving while the robot was running in real 

time was very challenging” than students who used TR, indicating that students 

who used PVM with AR were more likely to disagree that “knowing why the 

robot was misbehaving while the robot was running in real time was very 

challenging” than students using TR. 

Table 6-9. Independent-Samples T-Test Findings for Experiment II Post 
Questionnaire Items 

Questionnaire 

Group Statistics 
Independent 

Samples 
Test 

PVM with 
AR  TR 

M SD  M SD T Sig. 

1. Discovering bugs and errors took a lot of 
effort 

1.30 .483  3.50  .850 -7.117 < 
.001 

2. This approach helped me to discover and 
correct the bugs and errors very quickly 

4.80 .422  2.70 .483 10.357 < 
.001 

3. By using the available tools, I was able to 
understand the robot behaviour 

4.80 .422  2.50 .972 6.866 < 
.001 

4. By using the available tools, I was not able to 
deconstruct and examine the robot behaviour in 
more detail 

1.50 .707  3.40 .966 -5.019 < 
.001 

5. By using the available tools, I was able to 
know if I had accomplished the learning 
objective 

4.80 .422  3.00 1.155 4.630 .001 
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6. When I debugged the robot, I found it 
difficult to keep track of the robot and to look at 
the robot output at the same time 

1.40 .516  4.10 .876 -8.399    < 
.001 

7. Knowing why the robot was misbehaving 
while the robot was running in real time was 
very challenging 

1.30 .483  3.50 1.080 -5.880 < 
.001 

6.2.7 User Post Opinion 

After experiencing both approaches, participants were asked to state their view in a 

short questionnaire. Frequency analysis revealed that the distribution of opinion 

responses by students in both groups seems similar, as 47.50% of students in both 

groups disagreed with the four opinions and 50% agreed (Table 6-10). 

Table 6-10. Frequency Distribution of User Post Opinion 

Opinion 
    PVM with AR  TR 

(1) (2) (3) (4) (5)  (1) (2) (3) (4) (5) 
1. I think the use of AR has a 
significant advantage over 
traditional methods for 
discovering and revealing 
errors and bugs in embedded 
computing activities 

0(0) 0(0) 0 (0) 1 (10) 9 
(90) 

 
 

0 
(0) 

0 
(0) 

1 
(10) 

3 
(30) 

6 
(60) 

2. I think that the use of AR is 
not suitable for assisting 
students’ learning activities 

5 
(50) 

4 
(40) 

1 
(10) 

0 
(0) 

0 
(0) 

 
 

4 
(40) 

5 
(50) 

0 
(0) 

0 
(0) 

1 
(10) 

3. I think the use of AR allows 
me to get a deeper 
understanding of how things 
work and communicate more 
than TR for computer science 
and engineering activities / 
assignments 

0 
(0) 

0 
(0) 

0 
(0) 

6 
(60) 

4 
(40) 

 
 

0 
(0) 

0 
(0) 

0 
(0) 

6 
(60) 

4 
(40) 

4. I don’t see that AR 
application makes any 
difference 

7 
(70) 

3 
(30) 

0 
(0) 

0 
(0) 

0 
(0) 

 
 

6 
(60) 

4 
(40) 

0 
(0) 

0 
(0) 

0 
(0) 

Scale Scores: (1) Strongly Disagree, (2) Disagree, (3) Neutral, (4) Agree, (5) Strongly Agree 
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6.2.7.1 Significant Differences in the Opinions of Students in the PVM with 

AR and TR groups 

Additionally, a t-test was performed to study differences between both groups of 

students with respect to their opinions (Table 6-11). The test revealed no significant 

differences between students of both groups, p > .05. That is, students who used PVM 

with AR and those who used TR thought that the use of PVM with AR had a 

significant advantage over traditional methods for discovering and revealing errors 

and bugs in embedded computing activities, and that the use of PVM with AR 

allowed them to get a deeper understanding of how things work and communicate 

more than TR for computer science and engineering activities / assignments. On the 

other hand, students from both groups did not think that the use of PVM with AR was 

not suitable for assisting students’ learning activities and they disagreed that PVM 

with AR application made no difference. 

 

Table 6-11. Independent-Samples T-Test Findings for User Post Opinions 

Opinion 

Group Statistics 
Independent 

Samples 
Test 

PVM with 
AR TR 

M SD M SD t Sig. 

1. I think the use of AR has a significant 
advantage over traditional methods for 
discovering and revealing errors and bugs in 
embedded computing activities 

4.90 .316 4.50 .707 1.633 .127 

2. I think that the use of AR is not suitable for 
assisting students’ learning activities 

1.60 .699 1.90 1.197 -.684 .503 

3. I think the use of AR allows me to get a 
deeper understanding of how things work and 
communicate more than TR for computer 
science and engineering activities / assignments 

4.40 .516 4.40 .516 .000 1.000 

4. I don’t see that AR application makes any 1.30 .483 1.40 .516 -.447 .660 
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difference 

 

6.2.8 Groups’ approach preferences 

Moreover, participants were then asked which approach they preferred for doing the 

activity. 95% of participants stated their preferences for the use of a PVM with AR 

system for practising and carrying out similar activities, whereas only one participant 

preferred TR. Additionally, participants were asked to state the reason for their 

choice, and some of the participants’ statements were: 

	“PVM with AR makes a real difference in the way code is debugged, 

changing stressful and laborious work into a fun, engaging and enjoyable 

experience. Using this approach in assignments would definitely simplify 

things and have a great impact on the quality of the work submitted” 

(Participant 3 in the PVM with AR group). 

“Seeing in real time how my action translates to the robot behaviour was 

beneficial. I was able to quickly detect what went wrong when the code is 

running and didn't have to spend much time debugging” (Participant 9 in the 

PVM with AR group). 

 “I am not experienced with programming robots, so I found this approach 

really useful as it clearly explains how everything is connected” (Participant 4 

in the PVM with AR group). 

“I would rather know what the robot is doing at a higher level when I am first 

learning to use it. And I believe PVM with AR will allow students to progress 

in their understanding of the low-level instructions of the robot” (Participant 
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2 in the TR group). 

“As the number of rules gets larger, it becomes increasingly difficult to track 

the robot’s responses to sensory different input. The PVM with AR method 

provides pictures and high-level linguistic descriptions for monitoring the 

robot. This would be useful for debugging the code and varying the rules” 

(Participant 4 in the TR group). 

“I can see the use of this technology in robotics but its use in other domains 

will need further study. It had a lot of expressiveness which is not possible on 

a whiteboard” (Participant 6 in the TR group). 

 “I'm more used to TR and for such a simple task, it is easier to stick to 

already learned behaviour” (Participant 8 in the TR group). 

 

From these comments, it is possible to see that although a few participants did 

not think of the use of a PVM with AR as necessary when they started to learn robot 

programming, also for learners who have expertise in programming though doing 

such a simple task in the environments that are used to use is better. The majority of 

participants thought the PVM with AR gave extra value to the activity, helping them 

to obtain a clear picture of the things that were happening in hidden worlds. This 

supported hypothesis 7, which states that “using structured AR with PVM learning 

environments will be preferred to traditional learning environments.” 

6.2.9 User Experience of the PVM with AR system 

After experiencing the PVM with AR system, both PVM with AR and TR groups 

were given a questionnaire to rate their experience while using the system in terms of 
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attractiveness, perspicacity, efficiency, dependability, stimulation and novelty.  A t-

test was conducted to indicate any difference between the groups with respect to their 

user experience (Figure 6-6). The test revealed that no significant difference was 

found in all factors. Both groups agreed on the system’s attractiveness and ease of 

use. In addition, they rated the system as helpful in assisting them to solve the task 

without unnecessary effort. Moreover, both groups rated the system as reliable, 

supportive, excited, creative and motivated. 

 

Figure 6-6 User experience mean score 

6.2.10 Teachers’ evaluation 

Three teachers who had experience in teaching computer science were invited to 

experience the PVM with AR system, and were then given short open questions to 

state their opinion (Table 6-12). The teachers’ view was gathered based on the 

learning activity performed (designing a behaviour-based robot) using the PVM with 

AR. It was important to include them in this evaluation as they have experience in 

computer science teaching which could offer different perspectives on the PVM with 

AR system. 
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Table 6-12 Teachers' evaluation 
No. Question 

1 Could you give us your views on the PVM with AR system? 
 

2 What aspects do you think that the PVM with AR could help you with 
when used in lab-based computer engineering activities? 

 
3 Can you mention any other activity/class/lab that could benefit from 

using a PVM with AR system? 
 

4 What would be your suggestions for improving the PVM with AR 
system? 

 
 

 In general, the views of the PVM with AR were positive, with teachers stating 

that it was an engaging and interactive system with attractive multimedia 

components. In addition, they indicated the pedagogical value of AR in enhancing the 

learning experience. Some of the teachers’ comments were: 

“Students usually have difficulties in some learning tasks, such as 

constructing robots. Thus, I used to follow a method to ease these learning 

tasks by giving students instructions that have more description and images. 

However, I found the PVM is more attractive and timesaving than the method 

I used” (Teacher 1). 

 

“Sometimes, I can see students are confused when dealing with electronics 

(robotics as an example) due to the invisibility of the transmitted and processed 

data. Luckily, a PVM and AR can help in revealing this hidden data” (Teacher 

2). 
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“I think it develops the skills of problem-solving and tracing the root of 

problems. It could also allow real-time debugging and provides a kind of 

simulation which I see as very informative” (Teacher 3). 

 
Additionally, teachers stated that the PVM with AR could be applied in other learning 

activities, such as in networking modules, chemistry labs or a smart intelligent 

environment (e.g., transmitting data between “things”). However, they stated clearly 

that the PVM with AR lacks a teacher’s interface where they can track students’ 

progress, overlay students’ actions and examine their strategy to accomplish the task. 

In addition, providing an authoring tool for constructing and customising the learning 

activity would be beneficial for teachers. These were suggested as improvements for 

the PVM with AR system, which might inform the future design of the system.  

6.3   Summary 

This chapter presented the experimental design used to evaluate the PVM framework 

based on the second learning activity scenario (designing a behaviour-based robot 

activity as proposed in Chapter four). The chapter explained the methodology used to 

validate the hypotheses (H1, H2, H3, H4, H7 and H8) introduced in Chapter one. The 

evaluation compared two educational applications: PVM with AR, and a traditional 

programming environment based on a set of research instruments used in the 

experiment. A group of 20 students was divided randomly between the approaches. In 

addition, the chapter presented the results of the learning effectiveness of the PVM 

model in term of computational thinking and knowledge tests, completion time, 

debugging times and subjective experience. Learners who used PVM with AR had 

better learning outcomes, faster performance and lower cognitive overload than 

traditional approaches. Students stated that PVM with AR helped them find errors 
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faster and understand robot-embedded-computing processes. The chapter also 

presented results with an in-depth analysis regarding the usability of the system. Both 

groups preferred to use the PVM with AR for similar activities. They found the PVM 

with AR to be attractive, novel, efficient and helpful in learning embedded-computing 

activities. In addition, teachers stated the usefulness of using the PVM with AR when 

teaching. 

 The next chapter presents the discussion of the results of both experiments 

presented in this chapter and chapter five, and their wider significances for the 

research area. 
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Chapter Seven 

7 Discussion 
	
	

“The aim of argument, or of discussion, should not be victory, but progress.” 
 

- Joseph Joubert (1754 - 1824) 
 
 

	
	
Chapters five and six presented the experimental evaluations for an augmented reality 

(AR) learning application that utilises a PVM explanation framework for constructing 

pedagogically meaningful information about computational objects. Both experiments 

compared the PVM with AR-based application with its equivalent traditional 

approach with real-time systems. Both applications were designed to provide the 

same information and workflow capabilities. This chapter discusses the results of the 

experiments and their wider consequence for the research area, as well as noting 

implications of the study. The chapter starts by stating the research aim and 

hypotheses, and then discusses the findings regarding the pedagogical effectiveness 

of the PVM, and system usability.    

7.1   Aim and hypotheses    

The aim of this research, as explained in Chapter one, was to create a computational 

framework that integrates learning design processes within the technology and, in 

particular, maps computational objects processes with learning objects in a 

pedagogically meaningful way to improve learning and teaching. In doing so, the 

thesis explored an explanation of a PVM-layered framework (presented in Chapter 

three) with the use of AR to show educationally-related entities. The proposed PVM 

framework aimed to support students and developers in understanding hidden worlds 
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(e.g., making the invisible visible).  A PVM with AR system was implemented (as 

presented in Chapter four) as a proof-of-concept and was used in the empirical 

experimentations to evaluate the effectiveness of the proposed model in improving 

teaching and learning, focusing on the context of embedded computing systems. Two 

learning activity scenarios were presented to evaluate the PVM framework, and to 

examine the hypotheses stated in Chapter one. The strategy to validate the hypotheses 

was to compare the implemented PVM with AR learning system with a traditional 

approach in two learning activity contexts. The reason for demonstrating the PVM in 

two learning contexts was to examine it against multiple learning pedagogical goals 

and objectives, based on a pedagogical framework (e.g., Bloom’s Taxonomy). The 

primary objective of any learning environment is to improve learning effectiveness; 

thus, PVM with AR aimed to embeds pedagogical processes into the technology 

being learnt, so as to reveal the hidden computational and learning processes to the 

students & developers that improves learning and teaching. Table 7-1 shows the 

hypothesis and states where it is evaluated, which constructs are used, and which 

category it belongs to.   

Table 7-1 Hypothesis, evaluated experiment, constructs and type of evaluation 

Hypothesis Evaluated in Constructs Hypothesis categories 
1 Experiment  2 Improve learning and 

teaching 
Pedagogical and user 

experience 
2 Experiment 1 & 2 Post knowledge test Pedagogical 

Experiment 2 Pre-and-post 
computational test 

Pedagogical 

3 Experiment 1 & 2 Task completion time Pedagogical 
Experiment 2 Debugging Time Pedagogical 

4 Experiment 1 & 2 Cognitive workload Pedagogical 
5 Experiment 1 Enjoyment, perceived 

competence and 
usefulness 

Pedagogical 

6 Experiment 1 Learner curiosity Pedagogical 
7 Experiment 2 Learning approach user experience 
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preferences 
8 Experiment 1 & 2 System evaluation user experience 

 

7.2   The pedagogical benefits of the PVM framework 

A fundamental aspect of this research was to propose a computational model that 

supports learning and teaching. One of the assessment components used to assess this 

aspect was measuring learners’ achievement by means of a knowledge test to indicate 

if any possible improvement had been achieved.  After each experiment, the post-test 

knowledge was conducted, with regards to the students’ learning achievement in both 

experiments, the results of both studies revealed that students who used the PVM 

with AR application had gained a higher level of learning outcome than those using 

the traditional approach, regardless of the learning context. The reason for this could 

be related to the PVM framework, as it presents abstract concepts in a pedagogically 

meaningful way, and gives learners enriched details of technology entities (e.g., 

hardware and software objects). As Tufte (1991) suggests, “to clarify, add detail”, 

thus the PVM provided the semantic meaning of data gathered from computational 

objects in such a way that it blended with the pedagogical meaning, and allowed 

learners to learn while performing laboratory activities. This could provide clarity 

while studying and may result in a better learning achievement. These findings 

support the claim that embedding pedagogical agents into learning environments 

improved learners’ performance and outcomes (Kim et al., 2006; Kim and Wei, 

2011).Furthermore, an important aspect of a PVM is the use of AR to visualise 

physical details, by making the invisible visible. As noted by Magnenat et al.(2015), 

many learners tend to learn better in an environment that allows them to see abstract 

concepts by means of visualisation techniques. Additionally, AR directs learners’ 
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attention to the relevant content by highlighting important educational information 

about physical objects (Radu, 2014). Therefore, these findings support Hypothesis 2, 

which aligns with other research reporting that the use of AR technology in education 

enhances learning achievements (Andujar et al., 2011; Bacca et al., 2014; Ibáñez et 

al., 2014; Kaufmann & Schmalstieg, 2003; Magnenat et al., 2015; Shirazi & 

Behzadan, 2013). 

 Another assessment component to measure learning achievement was a pre-

and-post computational thinking test. This was assessed in the second experiment to 

determine whether students are able to break down a complex problem into smaller 

parts and, in particular, to decompose a behaviour-based robot into sub-modules. 

Students were given the test before performing the activity and then after completing 

it.  Students’ ability to understand computational objects’ behaviour and processes 

was found to be better in the PVM with AR approach than in the traditional approach. 

A possible explanation for this is that the PVM with AR system had a feature that 

allows learners to visualise the workflow of the data, from low- to high-level. This 

enabled students to interact with the behaviour by decomposing it into parts to see 

where the data belonged. The students do not have to imagine what is happening 

within abstract concepts; instead, unlike in traditional applications, they can actually 

see (Furió et al., 2013). Increased interactivity within the PVM with AR system is an 

aspect that cannot be applied in traditional methods and, therefore, may influence 

learners to acquire knowledge through the manipulation of the content (Dünser et al., 

2012). One further explanation is that PVM provides a deeper understanding of 

behaviour processes, reinforcing the statement by Veletsianos and Russell (2014) that 

pedagogical agents enrich learners with comprehensive learning information.  

Another possible reason for this finding might relate to knowledge retention acquired 
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during the use of PVM with AR application (Diegmann et al., 2015). However, 

further studies are required to provide evidence of the effectiveness of knowledge 

retention in a PVM model, especially in short- and long-term memory. This finding 

from the second experiment also supported Hypothesis 2 and is consistent with the 

study that found that AR systems improve learners’ understanding of computer 

science concepts, such as event-handling (Magnenat et al., 2015).  

 An important aspect of the PVM computational model proposed was assisting 

learners to acquire new knowledge more quickly and with fewer misunderstandings 

(Hypothesis 3). This aspect was examined in both experiments.  In the first 

experiment (an assembling and exploring activity), the completion time was 

calculated to see how long it took participants to complete the activity. The result 

showed that students who used a traditional approach assembled the mobile robot 

faster, and spent less time in exploring robot functionalities than those who used the 

PVM with AR system approach. The results showed that students using a traditional 

approach assembled the mobile robot faster and spent less time exploring robot 

functionalities than those using the PVM with AR system approach. This may relate 

to the PVM as it enriches learners with pedagogical information regarding the 

physical objects being learnt. For instance, in the assembling learning activity, each 

time students constructed a physical component, relevant information regarding the 

sensors and actuators of the components was revealed. Thus, the PVM encouraged 

inspection of these components during the learning process, which can enhance 

learner knowledge. Another explanation may be that the students found the task to be 

more fun and engaging with the use of AR. This finding was correlated with students’ 

learning achievements, which revealed that learners who spent less time assembling 

and exploring learning objects gained a lower level of learning outcome than those 
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who spent more time learning. This result may be explained by the fact that learners 

pay more attention and concentrate more when using AR technology and, therefore, 

to the learning content (Diegmann et al., 2015).  

In contrast, in the second experiment, the same factor was conducted with 

debugging time and the result was that the PVM with AR system enabled learners to 

find misbehaving actions faster, and with less debugging time, than the traditional 

approach. It reduced the time taken to complete a complex task, such as solving 

behaviour-based robotics, and reduced the number of trails that learners needed to fix 

the problem. Comparison of this finding with those of other studies (Collett & 

MacDonald, 2010; Lalonde et al., 2006; Magnenat et al., 2015) confirms the benefits 

of using a visual interface for debugging, as this assists learners and developers to 

identify errors faster and minimises the time between runs.  However, the 

inconsistency in findings from the two experiments may be due to the difference in 

learning contexts. For instance, if the learning context is at the lower level of Bloom’s 

Taxonomy (knowledge, comprehension and application), learners might spend more 

time obtaining a deep understanding of the content being learnt. If, however, the 

learning context is at the higher level of Bloom’s Taxonomy, students might prefer to 

solve the learning activity faster, as the knowledge is already acquired. Another 

possible explanation might relate to the PVM with AR side as one of affordance of 

AR is superimpose information on physical objects which allows learners to not shift 

between real environments and physical objects compared to the traditional approach 

that isolated both worlds. This enabled PVM with AR learners to focus on the 

learning context and enrich their learning experience, whether at the lower or higher 

levels of Bloom’s Taxonomy. Further explanation may support the idea that the 
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longer time of the first experiment was related to the higher levels of fun and 

engagement experienced by the students that used AR. 

 An important angle for the PVM model proposed was the requirement of 

providing learners with assistance during learning in order to reduce the task 

workload, as proposed in Hypothesis 4.  The reason for this measurement was to 

ensure that the PVM model, as a learning environment, does not add more complexity 

for learners. The cognitive workload was evaluated, in both experiments, by obtaining 

learners’ views on the learning activity workload in terms of mental demand, physical 

demand, temporal demand, performance, effort and frustration.  Based on feedback 

from learners, the analysis showed that cognitive overload was lower in the PVM 

with AR than with the traditional approach in both experiments. These results agree 

with the findings of other studies, in which users in the AR condition had a lower task 

workload (Medenica et al., 2011; Tang et al., 2002, 2003). In a more in-depth analysis 

of cognitive workload subscales, learners considered the assembling and exploring 

learning task made high physical demands and felt more frustrated when using the 

traditional approach than when using a PVM with AR.  This could be related to the 

fact that the traditional group shifted between paper-based instruction and the 

technology being learnt (e.g., BuzzBot), whereas learners who used a PVM with AR 

used tablets as a single medium to accomplish the task. Another explanation for this 

may relate to the quantity of materials that learners need to work on (Cheng & Tsai, 

2012). Additionally, learners in both groups found the task simple and not hard to 

accomplish, and they felt relaxed during the task, under no time pressure and satisfied 

with their performance. In contrast, the result from the editing programming learning 

activity (the second experiment) was that the use of a traditional programming 

environment to debug the robot and find misbehaving actions was complex and 
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required more effort than the use of a PVM with AR system. Moreover, the 

traditional programming method increased learners’ frustration during the task, and 

traditional learners rated their performance lower than those in the PVM with AR 

group. It is worth noting that the primarily demographic results revealed that all 

learners, in both groups, have programming skills; thus, these results did not relate to 

learners’ programming skills ability. It seems possible that these results are due to 

learners who use a traditional programming environment seeing both worlds (robot 

and environment) and trying to figure out the cause of the problem, whereas those 

who were using a PVM with AR were immersed in both worlds. This could be 

additional evidence in support of Hypothesis 3, that states that AR with PVM learners 

achieve new knowledge faster and with fewer misunderstandings. Both groups agreed 

that an editing embedded computing programming task did not require physical 

activity. It may be that these learners are used to practical tasks that involve 

programming in their studies. 

Hypothesis 5 pointed to the importance of assessing learners’ enjoyment, 

competence and usefulness while performing a learning activity.  The effectiveness of 

the available tools for assembling tasks was also measured. These constructs were 

evaluated in assembling and exploring an embedded computing activity experiment. 

The data analysed from learners’ subjective experiences showed that learners using 

the PVM with AR tool found the learning activity more enjoyable and useful than 

those in the traditional group. This may support the idea that AR increases learners’ 

motivation and enjoyment levels compared to traditional approaches (Radu, 2014). 

Learners’ ability to do the task did not differ between groups, as they could both 

accomplish the learning objectives of the task using the available tools. In both 

groups, the results showed no difference between the tools for aiding learners in 
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assembling mobile robot components (e.g., Buzzbot). Thus, the present results 

support Hypothesis 5 in two factors, namely, increased learning activity enjoyment 

and usefulness for learners; and do not support competence and assembling teaching 

approach effectiveness of using PVM with AR. It is possible that these results are due 

to users feeling that AR technology is more fun than the non-AR application, and 

being more keen to repeat it, even if the AR system is not easy to use (Juan et al., 

2010; Radu, 2014). The reason that learners’ competence and effectiveness may 

relate to the simplicity of the learning activity is its link to the low level of Bloom’s 

Taxonomy. These factors have not been investigated in the second experiment, which 

is situated at a high level of Bloom’s Taxonomy; therefore, it is worth considering 

these factors as applied to a complex learning context.  

Another aspect that was addressed in the evaluation of the assembling and 

exploring experiment relates to learners’ curiosity when using a PVM framework 

with AR, as compared to the traditional approach. This construct was analysed by 

observing learners when interacting with and manipulating robot functionalities. Both 

manipulated objects and the number of actions performed by learners were recorded. 

The study found that learners who use a PVM with AR were more motivated in 

exploring robot functionalities than those in the traditional group (which supports 

Hypothesis 6). An in-depth examination of this shows that the number of occurrences 

of robot objects being manipulated by learners was higher in the PVM with AR 

approach than in the traditional one. Similarly, the number of actions which students 

performed on robots was higher in the PVM with AR group.  When exploring robot 

functionalities, the traditional group tended to inspect objects that had a tangible 

physical appearance (e.g., motors, LED, buttons), whereas objects that had hidden 

outcomes were less interacted with and manipulated (e.g., line sensors, light sensors, 
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IR sensors). On the other hand, the PVM with AR group showed great curiosity in 

inspecting all robot functionalities by making use of AR visualisation (which supports 

Hypothesis 6). There are several possible explanations for this result. The first might 

be that the PVM provided learners with pedagogical explanations and interactivity 

regarding the interacted objects, and they got instant feedback about their progress. 

Another possible explanation is that AR technology enables learners to experience 

phenomena in a way that is impossible using the traditional approach, and that these 

phenomena are dynamic and interactive, allowing learners to have control over the 

learning content (Chen, 2006). Lastly, this result may be explained by the fact that 

student-centred learning is increased by the use of AR technology, which improves 

students’ ability to explore knowledge and solve problems . However, an interesting 

finding is that the learning achievements of those learners who manipulated and 

interacted more with robot objects and functionalities increased. This finding was 

observed in both approaches (PVM with AR and traditional). The fact that the PVM 

with AR approach increased learners’ curiosity for learning and discovering is in 

agreement with our earlier finding, which showed that the use of a PVM with AR 

improves learners’ learning outcomes.  

7.3   Approach preferences and system evaluation 

	
Hypothesis 7 specified that learners would prefer the use of PVM with AR learning 

environments over traditional environments to perform embedded computing learning 

activities. The strategy to evaluate learners’ preference was to ask participants to 

experience both learning environments. Based on learner feedback, the analysis 

showed that a large majority of participants preferred using a PVM with AR to do 

embedded computing laboratory practical work. Learners thought a PVM with AR 
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had a significant advantage over traditional methods for discovering and revealing 

errors and bugs in embedded computing activities, and that it enabled them to acquire 

a deeper understanding of how things work and communicate than the traditional 

approach. Additionally, they considered that a PVM with AR was a suitable tool to 

aid them during the activity and guide them in achieving the learning objectives.  This 

result is consistent with the comments provided by participants who stated that a 

PVM with AR keeps the focus on the learning context, making it easy to observe and 

visualise phenomena. Another comment stated the usefulness of a PVM with AR in 

regard to the deconstruction and construction mechanism in explaining the 

components of physical objects (e.g., software and hardware). Holding attention, 

usefulness, being exciting, offering greater learning speed and saving time are among 

other reported comments that might provide evidence for participants’ choice of a 

PVM with AR. One interesting comment made by one of the participants who 

preferred the traditional approach to using a PVM with AR was that he/she would do 

a simple learning activity in the environment already learnt. A possible explanation 

for this claim may be related to the computing and programming skills the participant 

has. Radu (2014) indicates that AR technology may not be an effective learning 

approach for some students. It could also be related to the design of the learning 

activity, as this was not proposed for solving complicated embedded computing 

problems. However, it can be concluded that this finding supports Hypothesis 7, that 

states that a PVM with AR would be preferred to traditional methods, which is also 

supported by the research outcome of Sayed et al. (2011). 

Finally, usability is a fundamental aspect that needs to be considered when 

designing a new learning environment. Therefore, a PVM with AR application was 

assessed to gather information regarding learners’ experience of the system. The 
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results of the user experience evaluation showed that the overall impression of the 

PVM with AR was positive and that participants liked the system. Similarly, 

participants positively rated the PVM system as clear, and easy to use and become 

familiar with. Moreover, learners indicated the PVM with AR was an effective tool in 

solving the learning activity without extra effort, whereas losing tracking issue was 

minor. Furthermore, the ability to interact with the content and control the level of 

information representation meant the learners regarded the system as highly 

dependable. The use of a PVM with AR was viewed as exciting and motivating by 

the learners. Likewise, the way that the PVM presented information regarding the 

physical objects being studied was considered to be innovative and creative. These 

results supported Hypothesis 8 and give an indication as to why participants prefer 

using a PVM with AR to the traditional approach (Hypothesis 7). 

7.4   Summary 

	
This chapter discussed the results of two experiments conducted from two angles, 

namely, the pedagogical effectiveness and usability of a PVM. It examined the results 

in relation to existing research and provided further explanations. Overall, the PVM 

with AR improved learning and teaching, as compared to traditional environments. 

Learners who used the PVM with AR had higher learning achievements in both 

experiments. There was a positive impact on learners’ achievement in terms of 

decomposing and understanding embedded-computing behaviours. Learners also 

more quickly pinpointed misbehaviours in embedded-computing systems. The PVM 

with AR also minimised the task workload, as it kept learners focused on the learning 

context by combining the embedded-computing world with the learning environment. 

Furthermore, users’ impressions of the PVM with AR were positive.  
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The next chapter presents a summary and final thoughts on this thesis, 

describing challenges for future work.  
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Chapter Eight 

8 Concluding Remarks 
 

 

“The clarification of visual forms and their organization in integrated 

patterns as well as the attribution of such forms to suitable objects is one of 

the most effective training grounds of the young mind.” 

- Rudolf Arnheim (1904, 2007) 
 

 

 

The motivation of this thesis was to create a platform that would be able to extract 

pedagogical meaningful information from the technology being learnt to improve 

learning and teaching abstract concepts within structured augmented reality 

environments. Examples of such activities include learning embedded-computing 

activities that are hidden from a learner’s view, which makes the ideation of its 

processes and communications harder. To achieve this challenge, this thesis presented 

an in-depth background and literature review concerning mixed reality and 

augmented reality, their use to enhance learning and teaching hidden things, and the 

capability to incorporate them with smart technologies and educational paradigms 

(Chapter Two).  Informed by the literature findings, the thesis proposed a novel 

computational architecture model called the pedagogical virtual machine (PVM) 

(Chapter Three) that offered solutions for integrating learning processes with 

computational objects in a single learning environment. The PVM was implemented 

as a proof-of-concept system (Chapter Four), which employed two embedded 

computing activities to evaluate the learning effectiveness of the PVM model, the 

evaluations reported in chapters five and six, and discussed their outcome in Chapter 



P a g e  | 211 
 

 

Seven. This final chapter (Chapter Eight) presents the conclusions from this work and 

suggests further research. 

8.1   Summary of Achievements 

This thesis presented two empirical experiments to validate the eight hypothesis, as 

stated in Chapter one, based on a proof-of-concept prototype (PVM with AR) 

conducted with undergraduate and postgraduate students from the School of 

Computer Science and Electronic Engineering (CSEE) at the University of Essex. 

The implemented proof-of-concept prototype employed the principle of the 

computational architecture (PVM) proposed in Chapter Three, which provides 

synchronised real-time layered explanation components that process the computing 

activities obtained from technology in terms of pedagogy and construct a meaningful 

view of the activities using augmented reality making invisible things visible. Two 

embedded computing educational learning activities that utilise modularised 

educational mobile robot components (e.g., Buzzboards) were illustrated following 

the design specifications of learning and computational objects presented in Chapter 

Three. The context of learning activities was assessed by classifying the 

activity learning objectives into levels of complexity and specificity on Bloom’s 

cognitive hierarchical model. For example, assembling and exploring the learning 

activity was based on the lower level of Bloom’s Taxonomy, knowledge, 

comprehension, and application (the first learning scenario as presented in Chapter 

Four), where learners learn, construct, and discover mobile robots (e.g., Buzzboard 

components). On the other hand, the learning objectives of designing behaviour-based 

robot learning activities focused on analysis and synthesis on Bloom’s Taxonomy, 

which is considered a high-level learning objectives (the second learning scenario as 

proposed in Chapter Four), where learners are required to have prior knowledge in 
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programming to work on the activity. Both activities measured the pedagogical 

effectiveness and the user experience of the PVM with AR learning environments 

compared to the traditional educational approach.  

 Results of the pedagogical effectiveness of both learning activity experiments 

(presented in chapters Five and Six) indicated that the learning achievement of the 

students using the PVM with AR significantly outperformed the other group who 

used traditional environments. Moreover, students’ computational thinking ability for 

formulating the problem was regarded as high when using the PVM with AR, 

supporting Hypothesis 2. In terms of learning performance, results from the first 

experiment showed that PVM with AR students spent more time discovering the 

functionality of the mobile robot while performing the activity compared to the 

traditional approach, which also found an increase in students’ curiosity, supporting 

Hypothesis 6.  In contrast, the PVM with AR students performed faster and with 

fewer trails when designing behaviour-based robots compared to the traditional 

group. Thus, students’ acquisition of new knowledge faster with few 

misunderstandings (Hypothesis 3) depending on the type of the learning context 

indicated students would spend more time in the lower level of Bloom’s Taxonomy 

and less time in the high level when using a PVM with AR system. In addition, the 

longer time of the first task may be related to the fact that students found AR to be 

more fun and engaging. Students reports of cognitive overload of the learning activity 

tasks was reduced when using the PVM with AR system compared to the traditional 

approach. Moreover, they indicated the PVM with AR would increase enjoyment and 

usefulness while performing hands-on activities. However, perceptions of students’ 

competence with respect to learning activities did not differ from both learning 

approaches, as both facilitate their goal attainment, particularly in the first scenario. 
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In general, the PVM with AR improved learning and teaching over traditional 

learning environments, supporting Hypothesis 1. 

  Results of the user experience after using both approaches revealed that 

students would use the PVM with AR system over traditional learning environments 

when conducting lab-based computer-engineering activities. Moreover, students 

indicated the value of having pedagogical virtual information overlaid on top of the 

technology being learnt while doing the activity as a supportive for learning, 

particularly in providing an explanation about deeply hidden technology (e.g., 

software and hardware). They stated that their learning experience and understanding 

of the activity increased, recognising how things work and understanding their 

structure from low-level to high-level explanation of learning and computational 

processes. However, few participants stated the use of PVM with AR would be 

beneficial in complicated learning activities, but for such a simple learning task they 

would prefer to use the environments they are already familiar with.  In terms of 

PVM with AR system evaluation, students stated the system is attractive and it is easy 

to become familiar with its functionalities. Furthermore, they indicated the PVM with 

AR is supportive while conducting hands-on activities that involved working on 

computational objects, and it has helped them solve tasks without unnecessary effort, 

as the PVM system combines the learning within the technology in a single learning 

environment.  Last, students evaluated the PVM with AR system as exciting and 

motivating to use, as well as viewed it as innovative and creative for doing lab 

activities. 
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8.2   Contributions 

This thesis proposed in Chapter Three the PVM model, a platform-independent 

interface for students to access information that is pertinent to learning. It interprets 

and communicates the hidden (deep) computational processes for the purpose of 

helping students or developers visualise functions in a computer. Its acts as an 

interpreter for managing educational learning-related functions on the computer. This 

model addressed the limitation of isolating learning and technology activities and 

allowing the coexistence of both activities within single learning environments. The 

model provided a layered explanation framework of learning and computing activities 

to improve learning and teaching.  This model was complemented with augmented 

reality technology to provide students and developers with a meaningful view of the 

activities, making the invisible visible.  This thesis also proposed an instructional 

design strategy for constructing learning activity tasks that incorporate learning 

objects with physical objects; this was based on learning objects paradigms (Chapter 

Three). 

 To implement the proposed framework, this research presented a proof-of-

concept prototype in Chapter Four, the PVM with AR learning environments, which 

scaled up activities into a level of complexity and specificity based on a pedagogical 

framework. The activity involved the use of software and hardware objects, thereby 

enabling the integration of both learning and computing activities in a single learning 

environment.   

 Finally, this thesis presented an evaluation the PVM with AR prototypes 

through two user studies comparing them to equivalent traditional approaches, 

including an analysis of the pedagogical effectiveness of the proposed model and the 
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user experience. The first study involved constructing and exploring embedded 

computing learning tasks targeting the lower level of the pedagogical framework 

(Chapter five), whereas the second study addressed the challenge of controlling real-

time systems focusing on the high level of the pedagogical framework (Chapter six). 

Additionally, a secondary contribution was included as follows: 

• Designing AR user interfaces driven by the structured information 

architecture to support complex learning tasks. 

8.3   Limitations 

One aspect that was not addressed in this study, due to time limitations, is related to 

comparing the PVM with AR application to other forms of learning technology that 

utilise the principle of the PVM framework (e.g., web-based, virtual environments). It 

is, therefore, worth considering this aspect when employing a PVM framework in 

other studies. This could help in identifying whether the information provided by the 

PVM influences learners to gain knowledge regardless of the technology being used. 

Hence, Ibáñez et al. (2014) compared AR learning to web-based applications and 

found that the AR group performed better than the web-based group.  

 The study took into consideration learners’ prior knowledge to ensure the 

validity of the sample, whereas other learner characteristics (e.g., gender, age 

difference, level of computer expertise, level of study) were not examined. Squire and 

Jan (2007) found older students are different to younger students, in terms of making 

arguments and integrating pieces of evidence in AR-related science-learning. In 

addition, O’Shea et al. (2011) found that a male group had better conversations during 

the process of the activity than a female group, and related this to male gaming 

experience. Additionally, Cheng and Tsai (2012) suggested considering presence in 
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AR environments as an important learner characteristic which indicates to what 

degree learners feel immersed within the AR learning environments.  Another aspect 

not addressed relates to AR displays. A tablet was used as a visual interface for the 

AR learning environment, whereas a head-mounted display and glasses were not 

employed. In addition, a technical evaluation for measuring network and system 

latency between the AR display and physical objects was not considered; it would be 

beneficial if this were applied to indicate the accuracy of synchronisation when 

overlaying information from a real-time system. Lastly, another important aspect 

which was not examined relates to content creation for a PVM with AR. The PVM 

model proposed provides the workflow for constructing learning activity embedded 

within technology but, as mentioned earlier, creating an authoring tool for the teacher 

is beyond the scope of this thesis. This evaluation, therefore, excluded the evaluation 

of teachers of the usability of a PVM authoring tool.  

8.4   Future work 

This thesis uncovered a number of additional research challenges that provide a 

general outline for future research. These can be listed as: 

• The proposed PVM model was focused on a single learner in formal education 

environments, which has not gone through all 4D-learning activities 

classification proposed in Chapter three, specifically collaboration activities. 

Thus, employing collaborative activities within the PVM model would pose a 

different challenge that could be worth investigating by researchers. For 

example, the second learning activity scenario proposed in Chapter four could 

be modified to allow a team of students to collaborate on writing software to 

build two desktop robots (e.g. based on BuzzBoards technology) to play a 
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simple game of football by pushing a large ball into a goal. This is a common 

assignment is computer science education. The way these assignments work is 

that each student assumes responsibility for one function of the robot control 

system (e.g., obstacle avoidance, ball follow, ball pushing, goal finding, and 

inter-robot communication). When combined into a robot, none of these 

functions are visible and the students would each use the augmented reality 

displays (e.g., tablets, smartphones, glasses, HMD) to point at the robot and 

see the invisible aspects of the robot (sensor data, process interaction) from 

various perspectives while discussing the problem. Then, by using 

constructionist pedagogy, they would combine as a team to learn how to 

develop the robots together. Synchronisation interaction in real time between 

viewers and the physical world and between the collaborating team remains a 

challenge when employing a PVM with AR model.  

• The PVM with AR prototype (presented in Chapter four) did not enable 

teachers to construct and customise the learning activity that involves the 

integration of learning processes within technologies because of the time limit 

of this PhD. This limitation was also reported by teachers when they tried the 

PVM with AR system. Thus, providing an interface that allows teachers to 

configure single or collaborative learning activities is still possible research 

(e.g., defining learning and computational objects, activities relationships, 

assessments, linking AR virtual elements to learning and computational 

processes, feedback). 

• In this thesis, the PVM framework was deployed within one dimension (AR) 

in the virtuality continuum  (Milgram and Kishino, 1994). Thus, it is 

important to consider other dimensions in the scales, by employing PVM 
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within these dimensions in an educational setting, researchers can examine the 

pedagogical effectiveness and the feasibility of the framework in other 

domains to see if the model adds extra value. 

• The evaluation of PVM was demonstrated within a short period. Thus, 

considering undertaking a large scale of learners and longitudinal evaluation 

could give an important indication of the suitability of the model for 

improving learning and teaching (Bacca et al., 2014). 

• The PVM was examined in a specific learning context (embedded-computing 

learning activities), and modularised educational components called 

‘Buzzboards’ were utilised to prove the vision of the PVM. However, 

generalising the PVM model to work with diverse physical components and 

other learning contexts remains open. Thus, further challenges could be 

related to creating a communication layer that works to reveal communication 

processes within physical components. 

• In the AR user interface, providing a feature that allows learning to control the 

time-series, and describes the events and process during learning activities 

would be beneficial (e.g. timestamps). As the system provides real-time 

analysis of technology processes related to learning, it is worth considering 

capturing the whole computing process and store it in students’ profile as a 

video or story image sequences to enable them to investigate it in their own 

pace.    

 

Finally, I would like to think that the ideas of the PVM presented in this thesis would be the 

first step toward making an independent platform that anyone can use for learning within 

technology as stated in the first chapter, “As any computer can have a Java virtual machine; 

also, any computer-based system that is used for education can have a pedagogical virtual 
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machine”. Thus, the vision is wider, but this thesis addressed the main principle of the PVM, 

which could be then extended further by inspiring researchers. 
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Appendices    
 

A.   Experiment I instruments 
	

• Knowledge and background survey 
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• Observation Sheet  
	

Task	 How	Many?	

	

Debugging	

	

	
Interacting	with	the	

physical	object	

	

	
Has	the	student	
interact	with	all	

objects?	

	

	
	
	

Tasks	Time	

	
								1	

	

	
								2	

	

									
							3	

	

	
Overall	
Time		
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• Assembly Robot Post-Test 
*Required 
The main processor in assembling mobile robot is? * 

o Buzz_Berry  

o Raspberry Pi  

o Buzz_Link3  

o Buzz_Bot  

To use Buttons sensor, you need to connect the following boards? * 

o Buzz_Bot, Buzz_Link3, Raspberry pi  

o Buzz_Link3, Raspberry Pi  

o Buzz_Berry, Raspberry Pi  

o Buzz_Berry,Raspberry Pi, Buzz_Link3  

Light Sensor belongs to which buzzboards? * 

o Buzz_Bot  

o Buzz_Berry  

o Buzz_link3  

o Raspberry Pi  

LED's belongs to which buzzboards? * 

o Buzz_Link3  

o Buzz_Berry  

o Raspberry Pi  

o Buzz_Bot  

Buzz_Berry has the following? * 

o Line Sensor, LED's Sensor, Buttons Sensor  

o IR ranger finder, Buttons Sensor, Light Sensor  

o LED's Sensor, Butttons Sensor  

o IR range finder, Line Sensor, Light Sensor  

Buzz_Bot has the following? * 
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o Line Sensor, LED's Sensor, Buttons Sensor  

o IR ranger finder, Buttons Sensor, Light Sensor  

o LED's Sensor, Butttons Sensor  

o IR range finder, Line Sensor, Light Sensor  

Which of the following is wrong for plugging buzz_Link3 into Buzz_Bot?  

o  

 

o  

 

o  
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o  
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• Post Questionnaire 
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• User experience questionnaire 
  1 2 3 4 5 6 7     

annoying � � � � � � � enjoyable 1 

not 
understandable � � � � � � � understandable 2 

creative � � � � � � � dull 3 

easy to learn � � � � � � � difficult to learn 4 

valuable � � � � � � � inferior 5 

boring � � � � � � � exciting 6 

not interesting � � � � � � � interesting 7 

unpredictable � � � � � � � predictable 8 

fast � � � � � � � slow 9 

inventive � � � � � � � conventional 10 

obstructive � � � � � � � supportive 11 

good � � � � � � � bad 12 
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complicated � � � � � � � easy 13 

unlikable � � � � � � � pleasing 14 

usual � � � � � � � leading edge 15 

unpleasant � � � � � � � pleasant 16 

secure � � � � � � � not secure 17 

motivating � � � � � � � demotivating 18 

meets 
expectations � � � � � � � does not meet 

expectations 
19 

inefficient � � � � � � � efficient 20 

clear � � � � � � � confusing 21 

impractical � � � � � � � practical 22 

organized � � � � � � � cluttered 23 

attractive � � � � � � � unattractive 24 

friendly � � � � � � � unfriendly 25 

conservative � � � � � � � innovative 26 
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B. Experiment II instruments 
	

• Background and knowledge survey 
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• Post Knowledge test 
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• Pre and post computational thinking test 

	
	

• Post questionnaire 



P a g e  | 257 
 

 

	

	
	
	
	
	
	



P a g e  | 258 
 

• Cognitive workload 
Mental Demand How mentally demanding was the task? 
 

 
Very Low Very High 
 
Physical Demand How physically demanding was the task? 
 

 
Very Low Very High 
 

Temporal Demand How hurried or rushed was the pace of the task? 
 

 
Very Low Very High 
 

Performance How successful were you in 
accomplishing what you were asked to do? 
 

 
Perfect Failure 
 

Effort How hard did you have to 
work to accomplish your level of performance? 
 

 
Very Low Very High 
 
Frustration How insecure, discouraged, 
irritated, stressed, and annoyed were you? 
 

 
Very Low Very High 

• Post Opinion 
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This is a very short questions about your personal opinin based on your experience
about both approaches ( augmented reality and traditional appraoch) 

* 1. I think the use of augmented reality has a significant?advantage over
traditional methods for discovering and revealing errors and bugs in embedded
computing activities (Select one option)

Strongly
Disagree

1
Disagree

2
Neutral
3

Agree
4

Strongly
Agree
5

* 2. I think that the use of augmented reality is not suitable for assisting
students learning activities (Select one option)

Strongly
Disagree

1
Disagree

2
Neutral
3

Agree
4

Strongly
Agree
5

* 3. I think the use of augmented reality allows me to get deeper-understanding
of how things work and communicate more than traditional approach for
computer Science and Engineering activities/assignments (Select one option)

Strongly
Disagree

1
Disagree

2
Neutral
3

Agree
4

Strongly
Agree
5

* 4. I don’t see that augmented reality application makes any difference  (Select
one option)

Strongly
Disagree

1
Disagree

2
Neutral
3

Agree
4

Strongly
Agree
5

* 5. Which approach would you prefer to use for doing similar assignments?
(Select one option)

Augmented Reality

Traditional methods

* 6. Based on your answer to the previous question( Q.5), explain the reasons
for your choice?

____________________________________________________________________
____________________________________________________________________

* Required Information

page 1
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• User experience questionnaire 
  1 2 3 4 5 6 7     

annoying � � � � � � � enjoyable 1 

not 
understandable � � � � � � � understandable 2 

creative � � � � � � � dull 3 

easy to learn � � � � � � � difficult to learn 4 

valuable � � � � � � � inferior 5 

boring � � � � � � � exciting 6 

not interesting � � � � � � � interesting 7 

unpredictable � � � � � � � predictable 8 

fast � � � � � � � slow 9 

inventive � � � � � � � conventional 10 

obstructive � � � � � � � supportive 11 

good � � � � � � � bad 12 

complicated � � � � � � � easy 13 

unlikable � � � � � � � pleasing 14 

usual � � � � � � � leading edge 15 

unpleasant � � � � � � � pleasant 16 

secure � � � � � � � not secure 17 

motivating � � � � � � � demotivating 18 

meets 
expectations � � � � � � � does not meet 

expectations 
19 

inefficient � � � � � � � efficient 20 

clear � � � � � � � confusing 21 

impractical � � � � � � � practical 22 

organized � � � � � � � cluttered 23 

attractive � � � � � � � unattractive 24 

friendly � � � � � � � unfriendly 25 

conservative � � � � � � � innovative 26 
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• Teacher opinion 

	
 

• Participant Consent Form  
 

Please tick the appropriate boxes Yes No 
Taking Part   
I confirm that I have read and understood the project information sheet for the above study.  
   

o o 

I have been given the opportunity to ask questions about the project.  
 

o o 

I agree to take part in the project.  Taking part in the project will include observations. 
 

o o 

I understand that my taking part is voluntary; I can withdraw from the study at any time and I do not 
have to give any reasons for why I no longer want to take part. 
 
I	agree	that	the	researcher	may	contact	me	directly	to	arrange	a	research	interview.		 	

 

¨	
			

¨	
 

o 
 
 o 

________________________ _____________________ ________  
Name of participant [printed] Signature              Date 
 
________________________ __________________ ________  
Researcher  [printed] Signature                 Date 
 
Further information (optional):   
 
Email: …………………………………. 
 
 
	
 


