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Homoclinic snaking in the discrete Swift-Hohenberg equation
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We consider the discrete Swift-Hohenberg equation with cubic and quintic nonlinearity, obtained from
discretizing the spatial derivatives of the Swift-Hohenberg equation using central finite differences. We investigate
the discretization effect on the bifurcation behavior, where we identify three regions of the coupling parameter,
i.e., strong, weak, and intermediate coupling. Within the regions, the discrete Swift-Hohenberg equation behaves
either similarly or differently from the continuum limit. In the intermediate coupling region, multiple Maxwell
points can occur for the periodic solutions and may cause irregular snaking and isolas. Numerical continuation
is used to obtain and analyze localized and periodic solutions for each case. Theoretical analysis for the snaking
and stability of the corresponding solutions is provided in the weak coupling region.
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I. INTRODUCTION

Homoclinic snaking in nonlinear dynamical systems is
a snaking structure of the bifurcation curve for spatially
localized states, which are homoclinic orbits in the phase
space, in a parameter plane between a control parameter
against, e.g., the norm of the states [1]. A standard model
for pattern formation and the commonly studied equation
for homoclinic snaking is the Swift-Hohenberg equation with
cubic and quintic nonlinearity [2–4], that models a physical
problem of fluid having thermal fluctuation near Rayleigh-
Bernard instability [5,6]. The snaking structure has (possibly
infinitely) many turning points, i.e., saddle-node bifurcations,
forming the boundaries of the snaking region [2]. In spatially
continuous systems, the localized structures can appear as a
result of bistability between a uniform state and a periodic
state around the uniform state itself. Generally, the two states
are connected by a front which can drift in one direction.
However, at a specific parameter value known as Maxwell
point, the front has no preference between the two states which
occurs when they have the same energy [7,8]. Combining two
fronts back to back forms a localized state that can make a
snaking structure in its bifurcation curve. The phenomenon
has been studied theoretically in, e.g., [9] that predicts
the presence of snakes and ladders [10,11], that analyze
localized periodic patterns using multiple scale expansions
[12–14], that provide thorough numerical continuations of
homoclinic snaking in the Swift-Hohenberg equation, and
[15] that studies localized patterns as particle-type solutions
(see also [3] for a short review of coherent structure emer-
gence based on localized structures). Homoclinic snaking
has been observed experimentally in, e.g., spatially extended
nonlinear dissipative systems [4], vertical-cavity semicon-
ductor optical amplifiers [16], nematic liquid crystal layers
with a spatially modulated input beam [17], and magnetic
fluids [18].
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Homoclinic snaking in continuous systems was first de-
scribed in [19,20] to be caused by a pinning effect, by which
the front locks to the pattern, resulting in a finite range of
parameter values around the Maxwell point where a stationary
localized solution can exist. The interval in which a snaking
occurs is also therefore referred to as the pinning region that
has been studied numerically in, e.g., [1,12–14,21]. In general,
the pinning effect cannot be described by multiple asymptotics
[19], i.e. the length of the pinning region is exponentially
small in a parameter which is related to the pattern amplitude.
The approximation of the pinning region was provided by
Kozyreff and Chapman [11,22] and Dean et al. [23] using a
beyond-all-order asymptotics and by Susanto and Matthews
[24,25] using variational methods.

Homoclinic snaking is also observed in spatially discrete
systems, such as in the discrete bistable nonlinear Schrödinger
equation [26–28], which leads to a subcritical Allen-Cahn
equation [29], optical cavity solitons [30,31], discrete systems
with a weakly broken pitchfork bifurcation [32], and in patterns
on networks appearing due to Turing instabilities [33]. If in the
continuous case the front locking is due to pattern formation,
in the discrete systems it is due to the imposed lattice. The
pinning region in this case was approximated analytically by
Matthews and Susanto [25] and Dean et al. [34].

Note that in all the aforementioned references, homoclinic
snaking is studied either in continuous systems or discrete
ones that no longer admit snaking in the continuum limit.
The transition of snaking structures from the discrete to the
continuous limit is unfortunately rather lacking, which is
particularly important because, e.g., when solving a contin-
uous equation numerically, unavoidably one actually solves
its discrete approximation. It is then necessary to recognize
features that appear due to the discretization. Here, we
provide a comprehensive study on the subject. We consider
the discrete cubic-quintic Swift-Hohenberg equation, obtained
from discretizing the spatial derivatives of the (continuous)
Swift-Hohenberg equation with central finite differences.
To our best knowledge, previous works on the discrete
equation are only Peletier and Rodríguez [35,36], who studied
pattern formations in the system with a few sites only, and
Collet [37] that views the system as a discrete-time lattice
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map and analyzes the instability of homogeneous stationary
solutions.

Here, we report interesting and different properties that are
not shared by the continuum counterpart, such as multiple
Maxwell points, i.e., parameter values with periodic solutions
having zero energies, bifurcation curves of periodic solutions
exhibiting a snaking behavior, and localized states with com-
plicated bifurcation diagrams. In general, we characterize three
different regions of the discretization parameter, wherein the
discrete Swift-Hohenberg equation behaves either similarly or
differently from the continuum limit. Moreover, we provide
theoretical analysis of the snaking and the pinning region in
the uncoupled limit, i.e., weak coupling region, through formal
perturbation expansions, which is generally applicable to any
strongly discrete system.

The paper is outlined as follows. The spatially discrete
Swift-Hohenberg equation is discussed in Sec. II. In the
section, we also study the stability of the uniform solutions. We
discuss periodic solutions in Sec. III. Section IV is on localized
solutions and their asymptotic expressions that are obtained
through multiple scale expansions. The width of the pinning
region for varying parameters is also discussed in the section.
We then derive this width asymptotically in the uncoupled
limit in Sec. V, which is then compared with computational
results, where good agreement is obtained. Conclusions are in
Sec. VI.

II. GOVERNING EQUATION AND UNIFORM SOLUTIONS

The cubic-quintic Swift-Hohenberg equation is given
by [10]

∂u

∂t
= ru −

(
1 + ∂2

∂x2

)2

u + b3u
3 − b5u

5, (1)

where u = u(x,t) is a scalar function defined on the real line,
r is a real bifurcation parameter (control or stress parameter)
[6], and b3 and b5 are nonlinearity coefficients. Equation (1)
is invariant under x → −x and u → −u. Without loss of
generality, by scaling one can take parameter b5 = 1 [6,14].

The discrete Swift-Hohenberg equation is obtained from
(1) by discretizing the spatial derivatives using central finite
difference

dun

dt
= (r − 1)un − 2

h2
�2un − 1

h4
�4un + b3u

3
n − b5u

5
n, (2)

where �2un = un+1 − 2un + un−1,�4un = un+2 − 4un+1 +
6un − 4un−1 + un−2, and h is the discretization parameter. In
the results presented below, mostly we take b3 = 2. However,
we also consider different values of the parameter.

In this work, we study the time-independent solution of
Eq. (2), i.e.,

dun

dt
= 0. (3)

Equation (1) can be written as dun

dt
= −P δE

δun
, where the

Lyapunov function E, referred to as the energy function of

the system, is given by

E = 1

P

P∑
n=1

{
−1

2
(r − 1)u2

n

−1

2

(
(un+1 − un)2 + (un − un−1)2

h2

)

+1

2

(un−1 − 2 un + un+1)2

h4
− 1

4
b3u

4
n + 1

6
b5u

6
n

}
, (4)

and P is the period of the solution, i.e., un+P = un.
The discrete Swift-Hohenberg equation has the same

uniform solution un = Uj as the continuum limit studied in
[14], which is given by

0 = (r − 1)Uj + b3U
3
j − b5U

5
j , (5)

that can be solved to yield

U0 = 0, U+ =
[

1

2b5

(
b3 ±

√
b2

3 + 4b5(r − 1)
)] 1

2

(6)

and its mirror symmetric U− = −U+. The bifurcation diagram
of the uniform solutions is shown in Fig. 1. The two branches
of U+ collide at

r1 = 1 − b2
3

4b5

and U+ with the minus sign bifurcates from U0 at r2 = 1.
To determine the linear stability of a solution ũn, we write

un = ũn + εeλt ûn. (7)

After substituting the ansatz into Eq. (2) and linearizing it
about ε = 0, we obtain the linear equation

λûn = Lûn, (8)

where

L := r − 1 − 2

h2
�2 − 1

h4
�4 + 3b3ũ

2
n − 5b5ũ

4
n

and the spectrum λ defines the stability of the solution ũn. A
solution is said to be stable when all λ � 0 and unstable when
∃ λ > 0. The spectrum of the linear differential operator L on
the infinite dimensional space is the set of all complex numbers
λ such that (L − λ) either has no inverse or is unbounded. In
general, the spectrum of the linear operator will consist of
a continuous spectrum and a discrete spectrum (eigenvalue)
[38].

For the uniform solution ũn = Uj , j = 0, + ,−, one has
ûn = eikhn, where k is the wave number of the perturbation,
from which we obtain the dispersion relation

λ(k) = r − 1 + 3 b3Uj
2 − 5 b5Uj

4

− 4

(
cos(kh) − 1

h2

)(
1 + cos(kh) − 1

h2

)
. (9)

The continuous spectrum is the interval of values that can
be attained by λ for all k ∈ R. The point r0, i.e., j = 0
in (9), corresponds to the condition when the maximum of
the function touches the horizontal axis, which is attained at
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FIG. 1. The existence curve of the uniform solutions of the
governing equation (2). Blue solid and red dashed lines indicate,
respectively, stable and unstable solutions.

the wave number

k = 1

h

[
π ± arccos

(
1

2
h2 − 1

)]
(10)

for h < 2 and

k = ±
(

π

h

)
(11)

for h � 2. The numbers are important in the study of
bifurcating periodic solutions and localized solutions below.
They will be the wave numbers of the carrier wave of the
localized solutions.

A. Stability for h < 2

By substituting Eq. (10) into (9) and considering j = 0 and
λ(k) = 0, we obtain that U0 changes stability at

r0 = 0. (12)

Using the same procedure for U+, we obtain that it changes
stability at

r+ = 5

4
− b3

8b5

(
b3 +

√
b2

3 + 4b5

)
. (13)

Equations (12) and (13) indicate that the stability of U0 and
U+ does not depend on the discretization parameter for h < 2.
The stability of the uniform solutions is depicted in Fig. 1(a),
which is the same as the continuous Swift-Hohenberg equation
[14].

B. Stability for h � 2

Following the same steps as the case of h < 2, we obtain
that for h � 2 the stability change for U0 and U+ occurs,
respectively, at

r0 =1 − 8

h2
+ 16

h4
, (14)

r+ =
(

1 + 2

h2
− 4

h4

)

− b3

8b5

(
b3 + 1

h2

√
h4 b2

3 + 32b5(h2 − 2)

)
. (15)

The stability of the uniform solutions now depends on h.
Figure 1(b) shows the bifurcation diagram of the uniform

solutions for h = 3. The point r0 at which U0 changes its
stability is shifted to the right. In the limit h → ∞, the stability
of U0 changes at r0 = 1. The stability of U+ also changes as
a function of h. We can see that r+ is getting closer to r1 as
h increases and in the limit when h → ∞, the stability of U+
changes at r+ = r1 = 0.

One main difference between the uniform solutions of the
continuous and the discrete equations is that in the strongly
discrete case (h > 2), one can have a bistability between U0

and U+, i.e., when r0 > r+.

III. PERIODIC SOLUTIONS

The discrete Swift-Hohenberg equation also admits peri-
odic solutions that bifurcate from the uniform solution U0 at
r = r0. We can obtain an approximation to the bifurcating
periodic solution by writing

uP,n = U0 + ε̂ cos (khn), (16)

with ε̂ small and k given by (10) or (11). Note that for the
continuous function f (x) = cos(kx), its period is easily given
by P = 2π/k. For the discrete function fn = cos(khn), the
period is calculated differently [39], i.e., it is periodic with
period P ∈ Z+ if ∃ m ∈ Z+ that does not have any factor in
common with P , such that

P = 2πm

k h
. (17)

The solution (16) is therefore periodic only if there are integers
m and P with no common factors that satisfy (17). For h < 2,
using (10) the plot of (17) is shown in Fig. 2, relating the
discretization parameter h and the period P for several values
of m. Note that not every h < 2 will yield periodic solutions.
There are values of the parameter that correspond to almost-
periodic (i.e., quasiperiodic) functions. However, the study of
these quasiperiodic solutions is beyond the scope of this paper
and is addressed for future work. For h � 2, Eq. (17) with (11)
implies that all the bifurcating periodic solutions have period
P = 2.
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FIG. 2. The relation between the discretization parameter h and
the period P for h � 2 and two values of m, i.e., m = 5 and 14.

Substituting Eq. (16) into the energy function (4) and
finding the minimum of E, i.e.,

∂E

∂ε̂
= 0, (18)

yield an approximate amplitude ε̂ of the periodic solutions
about U0, that is given by

ε̂(r) =
⎛
⎝b3 − (

4rb5 + b2
3

) 1
2

2b5

⎞
⎠

1
2

(19)

for h < 2 and

ε̂(r) =
⎛
⎝h2b3 − ([

b5(4r − 1) + b2
3

]
h4 + 32b5(h2 − 2)

) 1
2

2b5

⎞
⎠

1
2

(20)

for h � 2. One can also perform asymptotic analysis using
multiple scale expansions to obtain the bifurcating periodic
solution. This is presented in Appendix [see (A13)].

We solve Eq. (3) numerically using a Newton-Raphson
method with periodic boundary conditions and using (16)
and (19) or (20) as an initial guess in our numerics. Note
that, herein, we take the computational number of sites N

to be a multiple of P . We use a pseudoarclength method to
continue the computations past limit points [40]. We present
the bifurcation diagram in the (r,‖u‖) plane with

‖u‖ =
(

1

N

N∑
n=1

u2
n

) 1
2

. (21)

After a periodic solution is found, we determine its stability
by solving the eigenvalue problem (8), where ũn is now a
periodic solution, i.e., ũn = uP,n. At the same time, we also
seek for its Maxwell points rM1, i.e., points where the periodic
state uP,n and the zero solution U0 have the same energy
(E[uP,n] = E[U0] = 0).

In the next subsections, we divide the parameter interval
into three regions, i.e., h < 1, 1 � h < 2, and h � 2. The
main reason is the qualitative features of the solutions in each
region, which are distinguishably different.

nh
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u
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h=0.71674

FIG. 3. Periodic solutions for h = 0.5176 and 0.7167 for r = 1.

A. Periodic solutions for h < 1

Figure 3 shows the profile of two periodic solutions for
h = 0.5176 and 0.7167 which correspond to P = 12, m = 1
and P = 60, m = 7, i.e., the second solution has a period of
five times larger than the first. We choose these two values of
h that are representative to the case h < 1.

Figures 4(a) and 4(b) show the bifurcation diagram and the
stability of the periodic solutions for the two values of h above.
The diagrams are similar to those of the continuous Swift-
Hohenberg equation [14]. However, the discretization causes
the appearance of an additional branch and possibly a Maxwell
point. Note that in the continuous case, periodic solutions
only have one upper branch and one Maxwell point [12,13].
In Fig. 4(a), we also plot the analytical approximation (16)
and (A13), that is obtained using multiple scale asymptotics,
showing good agreement.

Figures 4(c) and 4(d) show the energy function of the
periodic solutions for the two values of h above. Both panels
show similar plots to those of the continuous Swift-Hohenberg
equation. The energy curves of the periodic solution E[uP ]
cross the horizontal axis at Maxwell points. In Fig. 4(c) the
points are at rM1 = −0.6755 (stable) and rM1 = −0.6754
(unstable), while in Fig. 4(b) the (stable) Maxwell point is
at rM1 = −0.6762. The free energy curves of the two upper
branches are indistinguishably close to each other.

Figures 4(e) and 4(f) show the spectrum of the periodic
solutions along the two branches. Green and magenta lines
indicate the critical eigenvalues of the periodic solutions along
the primary and secondary upper branches.

We also considered several other values of the discretization
parameter h. The main difference between the continuous and
the weakly discrete case is indeed the presence of an extra
branch of periodic solutions that may also contain an additional
Maxwell point. We conjecture that the splitting point where the
primary and the secondary upper branches emerge moves to
r → ∞ as h → 0, even though it may not increase uniformly.
Note that in Fig. 4(a) the value of h is smaller than that in
Fig. 4(b), but the branching point of the former occurs at a
smaller value of r than that of the latter. Additionally there can
be changes of the stability of the periodic solutions along the
upper branches.
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FIG. 4. (a), (b) Bifurcation diagrams of periodic solutions for (a) h = 0.5176 and (b) h = 0.7167. (c), (d) The energy function of the
periodic solutions. (e), (f) Eigenvalues of the periodic solutions. The magenta and green lines correspond to periodic solutions along the main
and extra bifurcation curves, respectively. Black thin lines in (e) and (f) indicate noncritical eigenvalues of the periodic solutions. Solid and
dashed lines correspond to stability and instability, respectively. Circles indicate Maxwell points. The dashed-dotted cyan and black lines in
(a) are amplitudes (16) and (A13), respectively.

B. Periodic solutions for 1 � h < 2

Figures 5(a) and 5(b) show the bifurcation diagrams of
several periodic solutions for two values of h in the interval
1 � h < 2. The diagrams show snaking behavior with multiple
Maxwell points along the stable and unstable branches, which
was not seen in the previous case h < 1 (including the
continuous case).

Figures 5(c) and 5(d) show the corresponding solutions at
the points indicated in Fig. 5(b). At the beginning, the solution
looks like localized states separated by a finite distance. As

the norm increases, it gradually delocalizes and forms long
stretches of periodic oscillations enclosed by fronts as shown
in Fig. 5(d). Both cases of localization and delocalization
are equivalent to a single localized state in a finite domain.
This explains the slanted snaking diagrams observed in Fig. 5
(see also Fig. 6 that will be discussed later) [41]. When the
solution becomes completely oscillating, the existence curve
stops snaking.

Comparing the panels in Figs. 5(a) and 5(b), one can note
that the complexity of the snaking in the bifurcation curves
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FIG. 5. (a), (b) The bifurcation diagram of periodic solutions for two values of h with 1 � h < 2. (c), (d) Solution profiles for h = 1.9754
at several values of r , indicated in (b).

does not depend on the discretization parameter h. To study
how the bifurcation curve in one of the panels changes into the
other, one would normally vary the parameter h. However, in
the present numerical setup it may not be possible because we
fix the number of sites following the periodicity of the solution,
which depends on h. To be consistent, if we were to vary the
parameter, we would also need to change the number of grid
points, which can be nontrivial to do. In the infinite domain,
the change may be related to the attachment or detachment of
some parts of the bifurcation curves.

The presence of multiple Maxwell points due to the van-
ishing of the energy function of the periodic solutions seems

to be related to the snaking. To understand the appearance
of the additional Maxwell points, it is easier to study them
through varying b3 than h, which is shown in Fig. 6. The
existence curve that initially only has two Maxwell points is
seen to have four Maxwell points in Fig. 6(b) as b3 increases.
Such an addition occurs from the tip of a turning point, i.e., a
saddle-node bifurcation.

C. Periodic solutions for h � 2

Figure 7 shows the bifurcation diagram of two periodic
solutions for h � 2. Note that in this case, the wave number is
always π as given in (11) and hence P = 2. The discretization
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FIG. 6. The appearance of additional Maxwell points as we vary parameter b3 for h = 1.3383, m = 7, and P = 30.
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FIG. 7. Bifurcation diagram of the periodic solutions for h � 2.

parameter only causes the bifurcation point r0 to shift to the
right. As h → ∞, the bifurcation diagram will be equivalent
to that of the uniform solution (see Fig. 1).

We can obtain the Maxwell point rM1 exactly by equaling
the energy of the zero and the periodic solutions (3) and (20)
to yield

rM1 = 1 − 8

h2
+ 16

h4
− 3b2

3

16b5
. (22)

IV. LOCALIZED SOLUTIONS

In the continuum limit h → 0, there are localized solutions
bifurcating from r0 [14]. In the following, we study the effect
of the dicretization to such solutions.

As derived in Appendix, localized solutions of the discrete
Swift-Hohenberg equation bifurcating from r0 are given
asymptotically at the leading order by

ul,n =
√

2(r0 − r)

3b3
sech

[
hn

(
(r − r0)

C

) 1
2

]

× cos (khn + φ) + O(r − r0). (23)

Note that the parameter φ is the phase of the pattern within
the sech envelope, which within this asymptotics remains
arbitrary. In the continuum limit h → 0, the phase shift is
φ = 0 or π/2 [14], which can only be determined using
exponential asymptotics [11,22,24,25]. Here, aside from the
locking between the sech envelope and the underlying wave
train, for h > 0 there is also the possibility for the envelope
to be locked with the spatial discretization. However, this will
be beyond the scope of this paper and in the following we
will only consider the phase pertaining to the continuous limit
above.

A. Snaking regions: r vs h

By using Eq. (23) as our initial guess for the numerics,
we obtain the existence curve of localized solutions. Figure 8
shows the bifurcation diagram of the localized solutions that
form the snaking behavior for the phase shift φ = 0 and π/2
for a value of h < 1. The vertical axis is the solution norm
[see (21)]. We also show the corresponding solutions in the
same figures.

One can note that the bifurcation diagram is similar to that
of the continuous Swift-Hohenberg equation [14]. However,
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FIG. 8. (a) Bifurcation diagram of the localized solution for h =
0.71674 with m = 7, P = 60. (b), (c) Profiles of localized solutions
next to the bifurcation point r0. The dashed curves in (b) and (c)
correspond to the envelope given by (23).

we note one difference where up in the snaking diagram, we
obtain intervals of norm where both solutions are all unstable.

At present, we may conclude that the discretization param-
eter h only effects slightly to the snaking behavior. However,
in the following we will show that the range of parameter
1 � h < 2 is particularly peculiar as there are detachments of
snaking structures.

In Fig. 9 we plot the pinning region, which is bounded by
left and right turning points of the snaking curve, for varying
h. We obtain smooth boundaries in the regions h < 1 and
h � 2, while there are jumps and pikes of pinning region

r
-1.5 -1 -0.5 0 0.5 1

h

0

2

4

6
r
M1

r
M2

r
α,β

FIG. 9. The pinning region as a function of h indicated by the
gray area. The Maxwell points are also denoted. rM2 is defined in
(24). rα and rβ are analytical approximations derived in Sec. V.
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FIG. 10. The homoclinic snaking (a) before and (b) after a jump
in Fig. 9.

boundaries in the region 1 � h < 2. Analyzing the snaking
profiles around the jump or spiking points closely, we obtain
that they correspond to the detachment of a snaking profile
from the main branch as depicted in Fig. 10.

Figure 10(a) shows the bifurcation diagram before the jump,
showing a complex snaking. Right after the jump, we obtain
a much simpler snaking structure as shown in Fig. 10(b).
The change of the bifurcation diagram in Fig. 10(a) to that
in Fig. 10(b) is due to the detachment of a snaking structure
(not shown here) from the main branch, which is the general
scenario of the jumps and pikes observed in Fig. 9.

Overall, we say from Fig. 9 that for h < 1, the influence
of the discretization from the fourth derivative term is more
dominant than the second derivative one, while for h � 2
it is the opposite. For the intermediate interval 1 � h < 2,
the influence of the discretization from the second and the
fourth derivatives is relatively the same that yields nontrivial
bifurcation curves.

In Fig. 9, we depict Maxwell points defined previously as
the points when the energy of the periodic solutions vanishes. It
is particularly interesting to note that there are many Maxwell
points in the region 1 � h < 2, especially when h → 2.
Additionally, we also plot rM2 as vertical dashed line, that
is defined as the point when the energies of U+ and U0 are
equal, i.e., E[U+] − E[U0] = 0. The point can be calculated
easily as

rM2 = 1 − 3b2
3

16b5
, (24)

r
-8 -6 -4 -2 0

h

0
0.9357

2

4

6

8

10
r
M1

r
M2

r
α ,β

FIG. 11. The same as in Fig. 9 for b3 = 5.5. The horizontal dotted
line indicates a sample value of h that will be considered further later
(see Fig. 12) for having three types of localized solutions.

which is exactly the same as that of the continuum limit [14].
This special point will also be relevant later on when we
consider the effect of varying b3.

In the continuous case, it was shown that the pinning region
enlarges with increasing b3 and above a critical b3 ≈ 3.521
there is no snaking formed any more [14]. The snaking simply
just collapses into a vertical line. This happens when the right
boundary of the snaking region touches the special point (24).
In Fig. 11 we plot the pinning region for varying discretization
parameter h with b3 = 5.5. One can observe that for small h

indeed there is no snaking. However, when h is large enough,
a snaking behavior is obtained again.

For this value of b3, we also still see jumps and pikes along
the pinning region boundaries. In this case, we even observe
a more complicated structure than that in Fig. 10, where the
snaking involves three different branches. One example is for
h ∼ 0.9357. We show in Fig. 12 the different branches and
their corresponding solutions.

The three bifurcation diagrams in Figs. 12(a), 12(b), and
12(c) share the same portion of curves from the bifurcation
point r0 until point (ii). Point (ii) is a bifurcation point, from
which emanates the three different branches. In Figs. 12(d)
and 12(e) we show the corresponding solution profiles for
each branch at the indicated points in Figs. 12(a), 12(b),
and 12(c).

For h < 0.9357, the solutions are similar to those in
Fig. 12(d), i.e.. branch in Fig. 12(a). For h ≈ 0.9357, the
solutions in Figs. 12(d) and 12(e) coexist. In particular, lo-
calised solutions such as those shown in Fig. 12(e) are the ones
that give a complicated bifurcation diagram that experiences
detachment and attachment processes for 0.9357 � h < 2.

Solutions in Figs. 12(d) and 12(e) can be seen to rather have
a flat plateau around U+, from which one obtains their relation
to the special point rM2 [12]. In the continuum limit h → 0,
the reported diagram was only that shown in Figs. 12(a) and
12(b) [12].

B. Pinning regions: r vs b3

Here, we would like to study further the effect of the
parameter b3 on the snaking in the discrete system. We now
fix h and vary b3 instead.
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FIG. 12. Three different snaking diagrams (a)–(c) and their localized solutions (d) and (e) that were obtained for h = 0.9357 with φ = 0
and b3 = 5.5. The three diagrams share the same portion of curve between r0 and point (ii). In the continuum limit h → 0, only the bifurcation
diagrams in (a) and (b) were reported in [12].

Figure 13(a) shows the pinning region for h < 1 repre-
sented by h = 0.51764. The region behaves quite similarly
as the continuous Swift-Hohenberg equation [12]. Maxwell
point is always inside the snaking region. Beyond b3 =
3.521, the solution stops snaking and follows the point rM2

[14].

Figure 13(b) shows the pinning region for 1 � h < 2,
which is represented by h = 1.3383. The discretization causes
the presence of multiple Maxwell points appearing inside
the pinning region. What is notable is the result that unlike
the previous case for h < 1, here the pinning region does not
feel the presence of the special point rM2.
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FIG. 13. The pinning regions indicated by the gray area for three
different values of h representing the region (a) h � 1, (b) 1 � h < 2,
and (c) h � 2. See the text for the definition of rM1, rM2, rα , and rβ .

Figure 13(c) shows the pinning region for h � 2, which is
represented by h = 5. The result shows that there is only one
Maxwell point (22). Note that rM1 and rM2 converge to the
same point when h → ∞. The point rM2 does not affect the
pinning region just like in the previous case when 1 � h < 2.

V. ANALYTICAL APPROXIMATION

It is important to note that when h 	 1, the discrete system
is actually weakly coupled. Figure 14 shows the bifurcation
diagram of localized solutions for h = 5 and the corresponding
solutions. The panels show the fact that as we vary r along the
branch, there is basically only one node that is active and
varies following the variation of the parameter r , while the

r
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FIG. 14. The bifurcation diagram of localized solutions for h = 5
and their corresponding profiles at the points indicated by the letters
in (a).

other points are either in the periodic solution part or in the
region of the uniform zero solution.

From (2), we can assume that up in the snaking diagram
only five nodes are involved in the dynamics, i.e.,

un−2 = 0, un−1 = 0, un = υ, un+1 = ±ε̂,

and un+2 = ∓ε̂. (25)

Here, ε̂ is the approximate amplitude of the periodic solution
given by (20) and υ is the active node.

Substituting (25) into the time-independent discrete Swift-
Hohenberg equation (2) will yield a fifth order polynomial for
the variable υ:

P5(υ) = −b5υ
5 + b3υ

3 +
(

r − 1 + 4

h2
− 6

h4

)
υ

∓ 2ε̂

h2
± 5ε̂

h4
= 0. (26)

We call (26) a one-active site approximation. Without loss
of generality, we can consider one sign only from the plus-
minuses in the polynomial because of its symmetry. We plot
in Fig. 15 the polynomial (26) for h = 5.

In general, the function will have five real roots. Three
of them are related to the snaking as they can disappear in a
saddle-node bifurcation with varying r . The roots are indicated
in Fig. 15. The boundaries of the pinning region can then
immediately be recognized as the condition when the local
minimum at υ = υα or the local maximum at υ = υβ touches
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FIG. 15. One-active site polynomial for h = 5. υα and υβ

represent the left and the right pinning boundary. υst represents the
stable site of the lower solution. υun represents the unstable site of
the solution. υex represents the stable site of the upper solution.

the horizontal axis. To be precise, υα and υβ correspond to the
left and right boundaries of the pinning region, respectively.

It is rather straightforward to obtain that

υα,β = 1

10b5h

[
10b5

(
3b3h

2 ± {
h4[20b5(r − r0) + 9b2

3

]
−80h2b5 + 200b5

} 1
2
)] 1

2

= 1√
10b5

(
3b3 ± [

20b5(r − r0) + 9b2
3

] 1
2
) + O

(
1

h

)
.

(27)

The boundaries of the pinning region are then given by

rα,β ≈ r̂α,β − 2

h2

⎛
⎜⎜⎝2 +

√
5b3 + 5

√
4b5(r̂α,β − 1) + b2

3√
3b3 +

√
20b5(r̂α,β − 1) + 9b2

3

⎞
⎟⎟⎠,

(28)

with

r̂α = 1 − b2
3

4b5
, r̂β = 1. (29)

Comparisons between the numerical results and the approx-
imations above are shown in Figs. 9, 11, and 13(c), where
we can see that in general the approximation rα,β gives good
results particularly for the left boundary.

We can also asymptotically obtain the three particular roots
to be given by

υst ≈ ε̂(2h2 − 5)

h4(r − r0) − 4h2 + 10
, (30)

υun = υβ −
√

(r − rβ)

10υ2
βb5 − 3b3

+ O(r − rβ), (31)

υex = υα +
√

(r − rα)

10υ2
αb5 − 3b3

+ O(r − rα). (32)

r
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|υ
|
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υ
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υ
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υ
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h=5

FIG. 16. Comparisons of the roots of (26) that are related to
snaking obtained numerically (solid lines) and the approximations
(30), (31), and (32) (dashed lines). Here, h = 5.

Comparisons between the numerically computed roots of (26)
relevant to snaking and the approximations (30), (31), and (32)
are shown in Fig. 16.

We compare in Figs. 17(a), 17(b), and 17(c) the numerical
results obtained from the solution of the full system and
the approximations (25) using roots of the one-active site
polynomial (26). One can see that the approximations are
good.

Next, we will show that the one-active site approximation
can also be used to approximate the critical eigenvalue of
localized solutions in the pinning region. This is obtained from
realizing that the dynamics of the active site will satisfy the
equation υt = P5(υ). It is then immediate that the eigenvalue
will be given by the linear eigenvalue problem

λυ = d

dυ
P5(υ)

∣∣∣∣
υ=υst,un,ex

υ, (33)

i.e.,

λst,un,ex(r) = −5b5υ
4
st,un,ex + 3b3υ

2
st,un,ex

+
(

r − 1 + 4

h2
− 6

h4

)
. (34)

Figures 17(d), 17(e), and 17(f) show numerically computed
spectrum of the profiles in Figs. 17(a), 17(b), and 17(c) and
our approximation (34), where rather excellent agreement is
obtained.

VI. CONCLUSION

We have considered a discrete Swift-Hohenberg equation
that is obtained from discretizing the spatial derivatives of the
continuous one. We have studied time-independent solutions,
namely, uniform, periodic, and localized solutions and their
(in)stabilities, from which we concluded that in terms of the
discretization parameter h, the equation can be distinguished
into three different regions, i.e., 0 < h < 1, 1 � h < 2, and
h � 2. In the first interval, the uniform, the periodic, and the
localized solutions of the discrete Swift-Hohenberg equation
have similar properties with the continuous case. As a direct
consequence, our study indicates that to solve the (continuous)
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FIG. 17. (a)–(c) Comparisons between the numerically obtained localized solutions of the discrete Swift-Hohenberg equation (2) and the
one-active site approximation (25) for h = 5. (d)–(f) The corresponding spectrum of the localized solutions in the top panels that are computed
numerically and the eigenvalue (34) approximating the critical spectrum.

Swift-Hohenberg equation numerically using finite central
differences, it can be sufficient to use relatively large h < 1.

As the discretization parameter becomes larger, features
different from the continuous counterpart may emerge, such
as instability of localized solutions for both phase φ = 0 and
π/2 for the same parameter values, extra bifurcation curves
for the periodic and localized solutions, and multiple Maxwell
points. Moreover, one may also obtain a snaking structure in
the bifurcation diagram of periodic solutions, that does not
exist in the continuous limit, as well as complicated snaking
structures for localized solutions.

Analytical approximations have been developed for the
periodic and the localized solutions. The periodic solution

r=-0.047377

n
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0
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1

FIG. 18. Time dynamics of the unstable solution shown in
Fig. 14(b), that corresponds to point b in Fig. 14(a). The symmetric
solution evolves into an antisymmetric one, which corresponds to a
point on the stable branch right above point b.

amplitudes have been determined using variational methods,
while the localized solutions have been approximated using
asymptotic analysis.

The boundaries of the pinning region, i.e., of the homo-
clinic snaking that is associated with the localized solutions,
have been studied numerically as well as analytically by
developing a one-active site approximation. We have shown
that the approximation can also be used to approximate the
critical eigenvalue of a localized solution. Comparisons of the
analytical results and the numerics show good agreement.

In this work, we mainly only considered time-independent
solutions, where we determined their local (in)stability from
computing the spectrum of their corresponding linear differ-
ential operator. The typical time evolution of the unstable
solutions, which is rather related to global dynamics, is
depicted in Fig. 18, where an unstable solution would settle
into a stable neighboring one.

Discussing time-dependent solutions, it is interesting to
study the effect of parametric time-periodic forcing [42] to
the snaking behavior in discrete systems, which is addressed
for future work. The mechanism for snaking or nonsnaking in
discrete systems (in the continuous case, it is discussed in [43])
is also proposed to be studied in the future.
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APPENDIX: ASYMPTOTIC EXPANSION
OF LOCALIZED SOLUTIONS

Defining new variables [44]

X = εn, T = ε2t, r = ε2r1 + r0,

and writing

un(t) = εeiψF (X,τ,T ) + ε2G0(X,τ,T )

+ ε2eiψG1(X,τ,T ) + ε2e2iψG2(X,τ,T )

+ ε3H0(X,τ,T ) + ε3eiψH1(X,τ,T )

+ · · · + c.c., (A1)

where ψ = khn with k being the wave number of the carrier
wave (10), (11), and c.c. denotes the complex conjugation, we
obtain

un±j (t) = εeiψn±j

[
F ± jε

∂F

∂X
+ (jε)2 1

2

∂2F

∂X2
± · · ·

]

+ ε2

[
G0 ± jε

∂G0

∂X
+ (jε)2 1

2

∂2G0

∂X2
± · · ·

]

+ ε2eiψn±j

[
G1 ± jε

∂G1

∂X
+ (jε)2 1

2

∂2G1

∂X2
± · · ·

]

+ · · · + c.c. (A2)

and

d

dt
= ∂

∂t
+ ε2 ∂

∂T
. (A3)

Next, we substitute Eqs. (A1) and (A2) into the discrete Swift-
Hohenberg equation (2) and equate the coefficients of each
harmonic in ψ at each order of ε.

At O(εeiψ ), we have[
1 − r0 + 4

(
cos(kh) − 1

h2

)(
1 + cos(kh) − 1

h2

)]
F = 0.

(A4)

Because F cannot be zero, its coefficient must vanish, which
is satisfied for k and r0 given by Eqs. (10) and (12), or (11)
and (14), respectively.

At O(ε2eiψ ), we obtain[
4 i sin(kh)

h4
(2[cos(kh) − 1] + h2)

]
= 0. (A5)

At O(ε3eiψ ), we obtain

FT = AG1X + CFXX + 3 b3FF 2 + r1F

−
[

1 − r0 + 4

(
cos(kh) − 1

h2

)

×
(

1 + cos(kh) − 1

h2

)]
H1, (A6)

where

A = −
[

4 i sin(kh)

h4
(2[cos(kh) − 1] + h2)

]
,

C = −2

[
cos(kh)(h2 − 2) + 2 cos(2kh)

h4

]
.

By using (A4) and (A7), we can eliminate the coefficient of
H1 and obtain the Ginzburg-Landau equation for F

FT = CFXX + 3b3|F |2F + r1F. (A7)

Because we focus on the time-independent system FT = 0, we
have

C FXX + 3 b3|F |2F + r1F = 0, (A8)

where

C = − (h2 − 4)

h2
(A9)

and

C = 2(h2 − 4)

h4
(A10)

for h � 2 and h > 2, respectively.
The uniform solution of Eq. (A8) is

F (X) =
(

− r1

3 b3

) 1
2

eiφ, (A11)

corresponding to spatially periodic states with period P near
r = 0:

uP,n = 2

(
(r0 − r)

3 b3

) 1
2

cos (khn + φ) + O(r − r0). (A12)

Localized states satisfying F → 0 as X → ±∞ are given by

F (X) =
(

− 2r1

3b3

) 1
2

sech

[
X

(
r1

C

) 1
2

]
eiφ, (A13)

that using (A1) leads to the solution (23).
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