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Abstract

The research reported in this thesis is aimed at developing and demonstrating the performance of
a p-i-n / vertical cavity enhanced (VCE) photodetector structure with different material
compositions of dilute nitride. The tunable selectivity is taken into account during the
development in order for the VCE photodetector to be able to perform as a tunable receiver. In
the first part, the performance of p-i-n photodetectors with 10 and 20 quantum wells are
presented. The 20 quantum well photodetector exhibits the highest ever reported quantum
efficiency of 80% at -5V bias for applications at 1.0um wavelength. However, variation in the
absorption’s thickness equates to a trade-off between speed, bandwidth, noise-equivalent-power,
and detectivity. A GalnNAs/GaAs VCE photodetector with an internal gain of 1.55 for room
temperature operation at 1.3um wavelength is next demonstrated. This is the first internal gain
ever reported using a GalnNAs VCE photodetector with a 1.7nm FWHM and an overall
quantum efficiency of 67%. The proposed VCE photodetector of GalnNAs/GaNAs showed
impressive multiplication at a low reverse bias of 0.5V. The internal gain is detected to be 2.45 at
-2V bias with a responsivity of 1.63A/W for room temperature operation. The responsivity and
gain of the sample can be enhanced by increasing small range of temperature but then suffered
from temperature-induced broadening of the full width half maximum (FWHM). Finally, an
avalanche VCE photodetector is proposed, where the preliminary outcome shows the current
oscillation behaviour under illumination at room temperature operation. The sample produces
very low responsivity of 2.15mA/W due to growth problems with the charge layer which affect

the electric field in the multiplication region.



ACKNOWLEDGEMENTS

In the name of ALLAH, the Beneficent and the Merciful, Alhamdulillah, all praises to ALLAH
for the strengths and His blessing in completing this thesis. 1 am very much thankful to my
supervisor Professor Anthony J. Vickers, for his guidance, advice and encouragement throughout
my PhD studies. I would like to thank to Professor Ayse Erol from Istanbul University who has
helped me a lot after my former supervisor, Professor Naci Balkan passed away on June 2015.
Thank you also to Dr. Ville-Markus Korpijarvi and Prof. Mircea Guina from Optoelectronic

Research Centre (ORC), Technical University of Tampere for growing the samples.

My special thanks go to all current and previous members of Optoelectronic Research Group at
the University of Essex; Dr. Hagir Khalil, Dr. Simone Mazzucato, Dr. Benjamin Royall, Dr.
Faten, Dr. Nadir Khan, Dr Marinah Othman and Dr. Mustafa Gunes who helped me for
theoretical and experimental works. Particular thanks go to Mr. Adrian Boland-Thoms for his
help in cleanroom as well as extensive technical support. | am also grateful to all my colleagues

and friends at University of Essex.

My wonderful wife, Nurulain Samat deserves enormous amounts of my warmest appreciation.
She has been so amazing over the past years that there are no words to describe how grateful |
am to her, except to say that I love her very much. To my two daughters (Anis and Areen) who

have to sacrifice living separately from me for few months, I love both of you.

Finally, 1 am forever indebted to my wonderful parents (Nordin and Noor Jannah) for their
everlasting love, support and prayers that make this dream come true. I can’t thank them enough
for everything that they have done. Thanks to all my siblings (Fakhrin, Akhyar and Syazwan)
which without their encouragement, support and understanding it would have been impossible

for me to finish my study.



Symbols used in Thesis
Fundamental Constants

c speed of light in a vacuum = 3x108m/s

€0 Electric constant = 8.85x102 m3Kgls*A?
h Plank’s constant = 6.63x10*m?kg/s

h Planks constant / 2w = 1.055x10*m?kg/s
Ks Boltzmann’s constant = 1.38x 1022 Kgs?K?
q Elementary charge = 16x10%°C

List of Symbols

A Area of the sample

o Absorption coefficient

Ole Electron impact ionisation rate

Bn Hole impact ionisation rate

Cnm Fitting parameter in BAC model

X Electron affinity

Ea Effective band gap of a quantum well

Ec Conduction band level

Ev Valence band level

Er Fermi level

Eq Band gap

Ei Threshold energy for ionisation

Em Extended state in the conduction band

En Extended state in the nitrogen localised state

Eimp Impact ionisation energy

G Generated rate for the electron-hole pair

Gn Minority electron generation rate

Gp Minority hole generation rate

Y Fitting parameter for effect of N concentration on localised acceptor level En
n Emission efficiency

Pnro Probability non-radiative processes independent of temperature
Pr Probability for a radiative transition

Po Optical beam intensity

J Current density

Jdark Dark current density

Jsc Short circuit current density

Jo Saturation current coefficient

Jog Photogenerated current density

Jaiitf Diffusion current

ks Thomas-Fermi screening wave number

A Wavelength

Ade De-Broglie wavelength

Lw Quantum well thickness

Lo Barrier thickness

d depletion width

Hw Carrier mobility in the well

Lb Carrier mobility in the barrier

Hh Hall mobility

m’e Electron effective mass



Hole effective mass

Electron-hole effective mass
Electron effective mass at the well
Hole effective mass at the well
Carrier density in the well

Carrier density in the barrier
Refractive index

Optical bowing parameter

Photon energy

Wavelength

Mean free path

Acceptor concentration

Donor concentration

Conduction band density of states
Valence band density of states
Intrinsic carrier density
Photogenerated electron population in p-type material
Carrier density in the well

Carrier density in the barrier
Incident power

Output power

Responsivity

Detectivity

Thermal escape rate from quantum well
Tunnelling rate from quantum well
Radiative recombination rate

Total recombination rate
Non-radiative recombination rate
Conductivity

Temperature

Minority carrier lifetime

Electron lifetime

Hole lifetime

Average scattering time

Voltage

Applied voltage

Built in voltage of a pn junction
Hall voltage

Total voltage across the depletion region
Maximum power point voltage

Vun = CNM\/;

Drift velocity

Depletion width

Depletion width of the n-type side of the pn junction
Depletion width of the p-type side of the pn junction
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CHAPTER 1

Introduction

1.1  Thesis Outline

Chapter one starts off with an overview of the outline of the thesis. It then looks at the
background of fibre optic communication system and the GalnNAs material. The incorporation
of Antimony into the dilute nitride material and the usage of GaNAs have been discussed. A
review of the development of the GalnNAs-based cavity enhanced photodetector, as well as the
research objectives, concludes the chapter.

Chapter two focuses on the materials and devices for optical communication and the
semiconductor principles, with particular emphasis on the photodetectors. This chapter also
presents the theoretical calculation for dilute nitride bandgap that will be used to design the
active region for the proposed device, beginning by introducing some basic concepts of the material
and the quantum well, followed by discussions on theories used in the calculations, taking into
account the effect of the quantum confinement with varying nitrogen composition.

Chapter three mainly covers the design and modelling of the GalnNAs(Sb)/GaNAs
vertical cavity enhanced (VCE) photodetector. Discussions will include the additional inputs
made during the development process of the devices. All the numerical formula used along the
entire process are laid out in this chapter as well. Chapter four mainly focuses on the
experimental works and includes an overview of the growth technique using the molecular beam
epitaxy (MBE). The theoretical background, and justification, for the experimental work carried
out, have also been included.

Chapter five covers the results of both the growth samples and other samples used.
Discussions and analysis of every experiment are detailed, along with comparative studies
between the devices. The proposed device’s performance will then be elaborated upon from the

view of vertical cavity enhanced (VCE) photodetectors.



Chapter six presents the proposed avalanche photodetector design and structure
development based on the VCE photodetector design described in chapter three, and includes a
discussion on the initial experimental results. Finally, chapter seven concludes the thesis with a

summary of the work done, along with suggestions for future work.

1.2  State-of-the-art

The idea of optoelectronic devices was raised in the late 1980s. However, it has turned out to be
one of the intensely pursued research fields within the most recent decade, driven principally by
the rapid development of the communication technology. As internet-based communications
continue to grow, and transistor sizes reduces according to Moore’s law, the conventional
technology based on copper has been pushed to its breaking point and could no longer fulfil the
demand for high-speed and large bandwidth. Underlying this condition, optoelectronic devices
are destined to have an imperative role in present day communications system owing to its high
speed transmission and excellent low-noise properties. Recent developments have proven that
optoelectronic devices could deliver low-cost and high-performance solutions for the
communication technology such as chip-to-chip, fibre-to-the-premise, and intra-chip
applications(tl.

At present, the majority of data transmission corresponds to the minimum optical loss
window for silica optical fibres. Therefore, various optoelectronic devices have been developed
within the said optical windows wavelength such that they can be directly connected to external
servers without wavelength conversion, where here, photodetectors are placed at the end of the
optical path to convert optical into electrical signals, with the conversion quality greatly affecting
the overall performance of the entire system. An ideal photodetector ought to have a high
responsivity and quantum efficiency, low dark currents and noise level, a high detection speed,

large bandwidth and low applied voltage-bias supplies. However, the most important principle



for a photodetector is its compatibility with the optoelectronic integrated circuit (1C) technology.
Even though most of the main substrate used for ICs is Silicon, some of the 111-VV compounds of
the periodic table such as Gallium Arsenide (GaAs), are preferred for high-speed integrated
circuits. GaAs has some electrical properties that are superior to that of the Silicon. It has higher
saturated electron velocity and higher drift mobility, allowing it to function at much higher
frequencies or higher speed digital devices 2. GaAs devices generate less noise than Silicon
devices and can be operated at higher power levels than the equivalent Silicon device because of
higher breakdown voltages. Furthermore, GaAs substrates have the advantages of low cost and
large area in wafers.

The integration of commercial GaAs electronic (Metal-Semiconductor-Field-Effect-
Transistor, MESFET) ICs has reached very-large-scale integration (VLSI) levels in recent years.
This integration uses only noncompliant metals in contact with the semiconductor as well as
Silicon 1C upper-level interconnect and passivation technologies 1. These advances provide
much higher levels of optoelectronic integration through epitaxial growth of the HI-V
heterostructures on the GaAs-based VLSI electronics and simultaneously overcoming the
materials problems inherent in growing the I11-Vs on Silicon ®l. Most 10-Gbps application
specific integrated circuits (ASICs) have been implemented on GaAs and Silicon Germanium
(SiGe) technologies with 0.5 pm line width 1,

GaAs devices are relatively insensitive to overheating owing to their wider direct energy
bandgap. Therefore, GaAs can be used to absorb and emit light efficiently compared to Silicon
that has an indirect bandgap. The regularly embraced photodetection system exploits the inter-
band transition from the band gap of a semiconductor to retain the photon. Additionally, the
photodetection wavelength can be adjusted by choosing semiconductor materials having a
suitable band gap, or creating the band gap with band engineering techniques. InxGa;-xAs alloy is

currently the most mature and commercialised material system for photodetection at



telecommunications wavelengths. The InxGai—«xAs based photodetector currently outperforms
Silicon and Germanium owing to its direct band gap properties and relatively large absorption
coefficient. The band gap of InxGai—xAs can be tuned for longer wavelength than 1um although
this will result in lattice mismatching with the GaAs based substrate.

A 15 pm thick graded InxGaixP buffered on a GaAs substrate was effectively
demonstrated to overcome the ~4% lattice mismatch at 10-Gbps operation of the
Inos3Gao47As/GaAs p-i-n photodiode ©1. However, the whole procedure is relatively expensive
and involved a complex fabrication process in comparison to InP substrate application. The
InxGai—xAs based on InP substrate has demonstrated high responsivities exceeding 1 A/W [,
high quantum efficiencies of more than 90% 78l low dark currents of less than 10 pA "9, large
bandwidths up to 100 GHz B9 and high speeds up to 50 Gb/s (12 for telecommunication
technologies. However, the limitation of having an 8.1% lattice mismatch between InP and
Silicon % and a 3.9% lattice mismatch between InP and GaAs [l makes it difficult to integrated
InxGai-xAs based photodetectors with other optoelectronic ICs.

The introduction of a small amount of Nitrogen (so-called dilute nitride) into the
InxGai—xAs material offers the flexibility of tailoring both the bandgap and the lattice parameter
to better match the GaAs substrate. GalnNAs/GaAs has a much larger conduction band offset
due to the decreased curvature of the new conduction band in dilute nitrides. This consequently
increases the electron effective mass. With a deeper quantum well and increment of electron
mass, GalnNAs provides a better confinement of the carriers in quantized sub-band and a
better match of the valence band and conduction band densities of states. These properties
allows the GalnNAs quantum wells to produce a much larger gain compared to a bulk
semiconductor medium, and leads to a better room temperature operation especially when

using the cavity based structure. Hence, the ability of resonant cavity photodetector using



GalnNAs quantum wells technology enhancement is expected to outperform the delinquent of

the current Silicon and InP technology.

1.3  Background

Back in the early 90’s, the interchange texts or messages via emails and World Wide
Web pages were enough for people to communicate with each other. However, in the coming of
the 21% century, people started to share high quality files (video and pictures) over the internet.
The development of new generations of internet services such as YouTube, Facebook, E-bay and
Bit-Torrent motivates the users to share high definition (HD) movies, watch live streaming
video, do online shopping, and play online games. Thus, this critical situation has led to the need
for higher bandwidth requirements and the need of internet upgrading mainly in the Metro Area
Network (MAN) and the Local Area Network (LAN). The upgrading has motivated a great deal
of effort into the development of smaller and faster electronics devices. The limitless desire for
such devices has driven an increasing demand for a greater capacity of information processing
and high-speed data transmission. In low cost data transmission applications, such as fibre to the
home, LAN, and free-space optical interconnects, devices operating with emission at 0.85um
wavelength is a widely used technology. The devices are appropriate for short distance multi-
mode fibre based interconnects because of their low output power and cost. Optical fibres can
transmit light over a wide range of wavelengths up to near infrared application. Longer
wavelengths application in the range of 1.3 to 1.55um provide for longer transmission distances
(hundred kilometres) at high bit rates due to diminished effects from attenuation and dispersion.
This further enhances network speed and efficiency by reducing the need for additional
components such as repeaters or amplifiers. Therefore, longer wavelength operating devices are
desirable in developing fibre-optic communication of MAN 81, The operation at the 1.3um or

1.55um of telecommunication windows has been used because of the minimum dispersion at



1.3um and the minimum attenuation at 1.55um. However, the telecommunication window of
1.55 pm is already very heavily utilised in long haul communication systems 61, while 1.3um is
more suited for MAN networks. Moreover, many of today’s medium haul systems operate in
the 1.3um window, and if transceiver systems could be made economical, then they could be
used in local area networks.

The fibre-optic communication system comprises a transmitter, an optical fibre channel
for light transmission, and a receiver. A photodetector is used to convert the optical signals into
electrical signals at the receiving end. The operating wavelength of a photodetector is based on
the bandgap of the absorption material. Commonly, the InP and Silicon based semiconductor
material such as InGaAs or InGaAsP 11729 is used. However, those materials are typically
influenced by a strong dependence of temperature 2t and relatively small conduction band
offset 2% Increasing temperature reduces the available gain because the efficiency decreases
due to electrons leaking out of the quantum well (QW). Thus, an external cooling package is
needed to minimise the thermal-related problem and ensure a stable operation. This however
increases the cost because expensive thermoelectric cooling systems often dominate the cost of
individual components. Furthermore, the current commercial InP based photodetectors are
already costly in nature because of the high substrate cost and expensive processing technology.
Other than the cost issues, the InP based materials also have low refractive index contrast value
for cavity mirrors application which are important in cavity devices such as vertical cavity
surface emitting laser (VCSEL) 24, Vertical Cavity Semiconductor Optical Amplifier (VCSOA)
[25] and Vertical Cavity Enhanced Photodetector (VCEPD) or known as Resonant Cavity
Enhanced Photodetector (RCEPD) [?81. The refractive index contrast for the Silicon and InP
based systems such as GalnAsP/InP and AlGalnAs/AlInAs are small, and need more than 50
pair of mirrors to contain sufficient light for reflectivity application ], Therefore, a GaAs based

structure is introduced to offer a more economical solution for lower cost of fabrication process,



and an easy growth and reliable processing of the AlAs/GaAs pairs for the Distributed Bragg
Reflector (DBR) system due to better lattice matching. The AlAs/GaAs mirror system has high
refractive index contrast and high thermal conductivity thus the incident light confinement
within the cavity requires the use of less than 30 pairs. In addition, GaAs-based material systems
have better thermal conductivity than InP and Silicon based materials which helps to enhance the
heat dissipation [?8],

Even though GaAs based materials have advantages over InP and Silicon based
materials, the composition of Indium for InGaAs bandgap of over 1um results in a lattice
mismatched alloy to the GaAs. This led to significant effort towards introducing Nitrogen into
the InGaAs materials to provide absorption up to the near infrared wavelength, known as dilute
nitride B3I, Interest in quaternary dilute nitrides for long wavelength application began in the
mid 90’s after Kondow et.al. published results on the quaternary alloy, GalInNAs 2930 This
novel alloy allowed independent control over the In:Ga and N:As ratios. Increasing the In:Ga
ratio causes a reduction in bandgap and an increase in lattice parameter, while increasing the
N:As ratio also causes bandgap reduction, but will decrease the lattice parameter. Therefore,
GalnNAs gives the flexibility of tailoring both the bandgap and lattice parameter due to the
flexibility of material composition which makes it possible to be used for lasers B! and
photodetectors 2 applications. The materials were expected to have very good temperature
characteristics resulting from the predicted large electron confinement. In addition, being
based on GaAs, dilute nitrides would be easily integrated with the established GaAs
technology including DBR mirrors. However, producing high quality dilute nitride has proven
to be difficult, with increasing nitrogen fraction resulting in reduced optical quality [2% 33-371,
Post-growth annealing was soon found to improve the optical quality but the increase in optical
quality was usually accompanied by a blue shift [/ which partly offsets the red shift induced

by nitrogen incorporation. Despite these problems, early research led to the demonstration of a



range of devices and a gradual improvement in material quality 8. As for the compositions of
GalnNAs near 1300nm emission, the band discontinuity is typically around 80% in the
conduction band B, This research on GalnNAs has also revealed that it has a larger conduction
band offset and a larger electron effective mass than GalnAsP 2% 49 thus providing better
confinement for electrons and better match of the conduction and valence band densities of
states, leading to better temperature stability, higher operating temperature, and higher
efficiencyl.

In the GalnNAs material system, Indium atoms are used to counter-balance the tensile
strain induced by the incorporation of Nitrogen. However, when Antimony is used in place of the
Indium atoms, due to its properties as a reactive incorporation 2%l and its large atomic size, it
allows for more room for Nitrogen to be incorporated without excessively increasing the lattice
free energy. Nevertheless, the growth of dilute nitride materials, such as GaNAsSb and GalnNAs
at low temperature (<500°C) and the difference between the size of nitrogen atoms and the size
of replaced group-V atoms lead to the formation of mid-gap arsenic antisite and nitrogen-related
defects (81, These defects contribute to such materials having short carrier lifetimes [“>-5% and
low photoluminescence (PL) efficiency Y. In addition, the presence of Antimony during
GalnNAs growth has been thought to act only as a surfactant to improve quantum-well (QW)
planarity and PL 5253 \/. Gambin et. al. observed a sharp increase in radiative recombination
with high Indium samples beyond 1.3um and found it to not only act as a surfactant, but is a
significant alloy constituent, further red-shifting the optical emission 4. The need of high
concentration of Indium (30-40%) for longer wavelength operation has resulted in a high
compressive strain in the QW even with the lattice constant reduction from Nitrogen
incorporation, while the addition of Antimony, affects the strain effect to the GaAs barriers in
dilute nitride even though it offers an important step toward achieving a high optical quality in

quaternary dilute nitride QWs. Thus, GaNAs barriers were proposed as a way to compensate this



high compressive strain, by providing an opposing tensile strain below and above the
GalnNAs(Sb) layer 5% |n addition to improving the quality of a GalnNAs(Sb) single QW,
strain compensation provided by GaNAs barriers also helps with growing multiple QWs. These
occurrences have been demonstrated by a few researchers using three well (of high quality)
grown QWSs of GalnNAs(Sb) for VCSEL application %61 and single QW for high performance
edge-emitting lasers 2631, However, the quality of GaNAs itself remains relatively poor with a
high concentration of point defects [#4%¢1. The small bandgap of GaNAs also means smaller band
offset between GalnNAs(Sb) and GaNAs layers, resulting in more carriers in the GaNAs barriers
when compared to the GaAs barriers.

The advantages of GalnNAs material for longer wavelength and DBR technology brings
with it an improvement in the development of the resonant cavity enhanced devices, especially
the RCEPD. Many of the fundamental physical concepts required for resonant cavity devices
have been known for over a century. It started in the 19th century when Charles Fabry and
Alfred Perot developed the Fabry-Perot etalon, consisting of two reflecting surfaces placed in
parallel. An etalon is a device consisting of two reflecting glass plates, employed for measuring
small differences in the wavelength of light using the interference it produces. This interferential
phenomenon has since resulted in numerous applications, especially in optical device technology
[67-68] |n terms of the RCEPD, the resonant cavity is essentially a Fabry-Perot etalon where the
resonance condition of the etalon is the operating wavelength of the photodetector. RCEPDs are
considered promising candidates for high speed optical communications and interconnections
operating in the near infrared. In these high performance photodetectors, high speed, high
external quantum efficiency and wavelength-selectivity can be achieved simultaneously because
of the constructive interference occurring within the DBR cavity to enhance the amplitude of the
internal optical field %°1. The optical and electrical path lengths can be decoupled to break the

trade-off between bandwidth and quantum efficiency in a standard bulk p-i—n structure.
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Furthermore, the quantum well structure is inferior in absorption efficiency and high speed
performance compared to the bulk p-i-n structure, while the optical coupling normal to the
surface makes RCE structures physically compatible with VCSEL due their inherent features
such as narrow spectral line width and easy coupling [™l. For high speed photodetectors, the
optimum absorption coefficient due to thickness is typically required so that a bottom DBR with
a reflectivity close to 99% is essential for unity quantum efficiency 72,

There have been limited studies on quaternary GalnNAs based cavity enhanced
photodetector for 1.3um operation in the literature. Heroux et al. made the first attempt and
reported a remarkable quantum efficiency (QE) of between 48% and 72% at considerably high
bias voltages up to -7V with a rather large FWHM of 11nm [3l. However, the method they used
to obtain quantum efficiency is not mentioned explicitly which put some doubt on the figures
given for efficiency. Furthermore, the FWHM of the QE is very poor which is associated with
bad DBR quality. RuiKang et al. demonstrated the operation at 1.3um with three 6.8 nm wide
QWs sandwiched between 11 and 5 pairs of GaAs/AlGaAs top and bottom mirrors, respectively.
Their device shows a low quantum efficiency of 12% with a 5.8nm full width at half maximum
(FWHM) "4 in part due to the small number of QWs in their device where the incident light is
not fully absorbed. Furthermore, the small number of pairs for the top and bottom DBR mirrors
of their device produces very low reflectivity, which might not be suitable for 1.3um optical
communication systems which required high selectivity. The most recent work was by A.
Pfenning et. al. on the adaptation of resonant tunnelling diode in the cavity. However, as their
device demonstrated a very low QE of 18.3% operated at -3V reverse bias [’ it could not be
considered in applications for optical communication systems.

The application of long-haul fibre optic communication systems for high bandwidth are
always affected by signal losses, hence a photodetector with internal gain is essential to amplify

the signal. Therefore, an avalanche photodiode (APD) is chosen in order to reduce the number of
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repeaters and amplifiers. The multiplication region of an APD plays an important role in the
determination of gain, multiplication noise and gain-bandwidth-product (GBP). The impact
ionisation parameter is the key for an APD which with a high impact ionisation coefficient, will
contribute to lower multiplication noise and higher bandwidth. APD structures requires that p/a
~ 0 (pure electron ionisation) or o/p =0 (pure hole ionisation), where o and p are the electron and
hole ionisation coefficient, respectively. Low noise and high gain-bandwidth product have been

reported on APDs with multiple multiplication regions 7631,

1.4 Thesis Motivation and Objective

1.3um photodetectors plays an important role in the expansion of fibre optic systems into
mid haul (<10km) data communication networks. Most of the mid haul fibre optic systems
operate at wavelength of 1.3um. Common fibre optic systems are employed in long haul data
communication systems such as intercontinental networks and intercity networks. Due to the
increasing demand for bandwidth which can no longer be met by the copper wires, the use of
fibre optics has been expanded to MAN. The current InP and Silicon based semiconductor
devices are known to incur high production costs due to the complex and expensive fabrication
processes involved B4l with poor reflectivity performance of the DBR technology. Thus, the
development of optical semiconductor device has been optimised to overcome the requirement
of a high speed and higher bandwidth at low cost production. The novel quaternary GalnNAs
material system that can be lattice matched to GaAs based devices has been introduced as a
contender to replace the InP and Silicon based technology. Recent years have witnessed the
realization of the promising potential of GalnNAs-based devices to be used in optical
communication for near infrared application. Furthermore, the GalnNAs enables the use of high
reflectivity (of over 99%, with lesser number of pairs) GaAs/AlAs DBR mirrors due to lattice

matching with GaAs. The use of this DBR is important in developing the structure of the vertical
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cavity enhanced (VCE) photodetector devices. A cavity device is preferred due to its ease of
coupling characteristic and narrow spectral line width output. Additionally, the device which is
able to operate with internal gain is favoured to amplify low signal during longer transmission.
The GalnNAs material has been extensively used for laser and photodetector applications
for many years. However, its competency for cavity photodetector at 1.3um wavelength
operation is still being a big question. Research have shown negative but promising results. As of
2014, GalnNAs based VCE photodetector with internal gain for operation at 1.3um is yet to be
demonstrated. Hence, the aim of this thesis is to develop and demonstrate the performance of a
vertical cavity structure based on quaternary dilute nitride (GalnNAs) material with internal gain
at 1.3um operation for optical communication. The work done in this thesis is mainly focused on
the photodetector’s main parameters such as quantum efficiency, sensitivity, selectivity, Noise
Equivalent Power (NEP), and possible gain at room temperature operation. The tunable
selectivity approach has been considered during the development of the VCE photodetector as an
alternative method towards improving the quantum efficiency and sensitivity if required. The

photodetector structures reported in this thesis are entirely surface illuminated.
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CHAPTER 2

Literature Review

2.1  Review of Materials and Devices for Optical Communications

Since the demonstration of the first laser in 1958 ! and the first forward-biased GaAs p-n
junction in 1962 [ optoelectronics, which deals with the interaction of electronic, light and
optical processes ], has made enormous progress. Optoelectronic devices are based on
semiconductors, which are the materials that bridge the gap in electrical conductivity between
metals and insulators [ ranging between of 10 to 10° Q'cm™ B, Elemental semiconductor
such as Silicon which is the leading material in microelectronics, has an indirect bandgap 1.
This means that the minimum of the conduction band and the maximum of the valence band do
not have the same wave vector, so any optical transition near the bandgap energy requires an
additional conservation of momentum. Typically this additional momentum comes from
phonons. Since the additional energy associated with this particle is lost as heat to the lattice, the
devices based on these materials have very weak interaction with light and therefore are not
suitable for efficient optical applications. As an example of indirect semiconductor, the band
structure of Silicon is represented in Fig.2.1(a).

Direct bandgap compound semiconductors are ideal for optoelectronic applications.
Composed of elements from different columns of the periodic table, they offer the possibility to
design the electronic properties of the material alloy by altering the alloy composition and
properties, in a process called “bandgap engineering”. Direct gaps result in a much stronger
optical absorption and emission. The reason for this is that the photon has negligible momentum.
Optical transitions, in the simplest model, involve raising an electron from the valence band into
the conduction band. Such transitions, which generally conserve momentum, are always vertical
when viewed in a band structure diagram, whereby in a direct gap semiconductor, they occur

near the bandgap energy (for k=0).
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Figure 2.1: Band structure of (a) Silicon and (b) GaAs €]

The most common and useful compound semiconductors in optoelectronics are the 111-V
materials made from elements from the Group 11l (Ga, In, Al) and the Group V (As, P, Sb, N) in
the periodic table, such as GaAs. The elemental semiconductors Si and Ge are the Group 1V
material that has been widely used as photodetectors as well. I1-VI materials and, to a lesser
extent, IV-VI materials (for example PbTe), can also be used, but usually for different
applications. However, the remarkable advantage of the 111-VV modulation doping is the reduced
remote impurity scattering 'l due to the spatial separation of the carriers and their parent
dopants, thus leading to increased carrier mobility. The remote impurity scattering can be further
reduced by inserting a spacer layer, which is normally an undoped part of the barrier.

This research project is limited to the 111-V compounds. Of all the 111-V semiconductors,
GaAs has been extensively studied, especially in the 1980s 8l and it is now the most used
material in optoelectronics. The bandgap structure of GaAs in Fig.2.1(b) and that of the Silicon’s
in Fig.2.1(a) shows the difference between direct and indirect semiconductors. Nowadays the
optical and electrical properties of GaAs have been well understood and a lot of devices have

been successfully developed based on this material.



17

Normally the selection of semiconductor compounds for optoelectronic devices is based
on a few reasons :- the combination of different materials used that allows control the of the flow
of the electrons and holes in the devices, energy bandgap and mirror structures that can be
designed and fabricated (it is possible to make structures in which only certain sections absorb or
emit light at the wavelengths of interest with the other parts being transparent) and the ability to
confine the carriers in advanced thin layer semiconductor materials.

The most important relation in this design connects the lattice of a certain compound with
its expected bandgap energy. Fig.2.2 shows the resulting graph for the various semiconductor
alloys. In the figure, the possible binary and ternary alloys are represented by direct and indirect
bandgap material. For example, the line connecting GaAs and InAs represents the direct bandgap

of GalnAs compound.
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Figure 2.2: Bandgap vs. lattice constant for various semiconductor materials [
The facility of making a certain alloy depends upon the chemical properties of the
individual components. This growth process is much easier when the alloy parental materials
have similar ionic radius and electronegativity, for example when replacing Ga with Al in GaAs

to form AlGaAs. If this is not the case, then the components are said to have a large miscibility
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gap and alloy growth becomes difficult. Instead of forming miscible (random) alloys, these
materials tend to form clusters or phase separated layers, resulting in poor quality devices. In
addition, the simple lattice constant versus energy bandgap relation ceases to be valid once phase
separation occurs. The only way around this is to use non-equilibrium growth conditions so that
the natural repulsion of the materials can be overcome and a metastable random alloy can be
formed 1,

The lattice constant is very important in deciding the type of heterostructures which can
be made. In most cases, to successfully grow one crystalline material on another, the lattice
constants of the two components need to be very close 9. If they are not, the junction may have
a very large number of crystalline defects, which will often (though not always) stop the device
from functioning as desired. In light-emitting devices, for example, a large number of defects
will usually lead to a short device lifetime, rendering the device useless. However, it is possible
to grow very thin layers even when there is substantial lattice mismatch, known as strain.
Proposed in 1982 by G.C. Osbourn ', strain became a new and additional tool to modify band
structures in a predictable and useful way, increasing the number of semiconductor alloys that
could be fabricated [*>131, The layer thickness above which defects and imperfections start
appearing when an epilayer with lattice constant aw is grown on a substrate with lattice constant

as is called critical thickness dc where ¢ is in-plane strain defined as [*4I;

a’W
d.~—— ....(2.1
c 2|€| ( )
with
a,—a
g=— ....(22)
w

Fig.2.3 represents the different possible strain conditions when growing one semiconductor on a
different one, together with the corresponding implications on the alloy bandgap profile 12, In

the presence of the strain, the valence band splits into heavy hole (Exn) and light hole (ELn)
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levels removing the degeneracy at zone centre (k=0). Under tensile strain, the band gap is
reduced and the light hole band moves towards the valence band edge, while under compressive
strain, the bandgap increases and the heavy hole moves towards the valence band edge 3,
Compressive strain (stress) breaks the cubic symmetry of the lattice resulting in the splitting of
the degeneracy, which is known as the splitting-off energy. Compressive strain takes place when
a semiconductor layer of a larger lattice constant is grown on a layer that has a smaller lattice

constant. Vice versa, the tensile strain is constructed.

! | \ ! H \
Lattice matching Compressive strain Tensile strain

Energy
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Figure 2.3: Deformation of the epilayer lattice under different strain conditions, and
consequences on the bandgap profile 4]

The issues of lattice mismatch has brought many further development in material system
for communication devices. At present, InGaAs is the most promising and commercialised
material system compared to Silicon and Germanium technology. The tuneable band gap of
InGaAs from 850 nm to 3600 nm makes it suitable for a wide range of photodetection
applications. The performance of InGaAs applications has been briefly explained in the previous

chapter. However, InGaAs material photodetector is difficult to be integrated with other
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complementary-metal-oxide-semiconductor (CMOS) and GaAs technology due to the lattice
mismatch between Silicon, GaAs and InP. At present, Germanium is becoming a very
competitive semiconductor material due to the smaller lattice mismatch with Silicon substrate
(approximately 4.2%) thus resolving the compatibility issue with the CMOS circuits. Ge-on-Si
photodetectors have shown as good as performance to the InGaAs photodetectors with a high
quantum efficiency of 90% %1, high responsivity of 1.76 A/W at a 5V input voltage 161, high
speed of 43 Gb/s, bandwidth of more than 30 GHz "], and low dark currents of 0.2 pA [ being
reported in literature. In addition to the Silicon photodetector being impeccably compatible with
just CMOS components, its photodetection wavelength is fair at below 1100 nm [i9. The
manipulation of Silicon band structure such as via doping or surface engineering are required to
enable sub-band gap photon absorption. At this time, only the all Silicon mid-bandgap
absorption (MBA) photodetector structure can be compared with the commercialised InGaAs
photodetectors. Comparable outcomes reported for certain performances include high
responsivity between 0.5-10 A/W at a high input voltage of 60 V 2%, bandwidth of more than 35
GHz 1 and low bit-error-rate of less than 107%2 22, Other structures such as surface state
absorption (SSA) 2324 internal photon emission (IPE) 125281 or two-photon absorption (TPA) 2%
331 photodetectors are still limited by low responsivity and quantum efficiency.

On the other side, HgCdTe is possibly the most favourable of other semiconductor
material for near infrared photodetection application in the spectrum of 0.7-2.5 um. The direct
bandgap semiconductor with good lattice-matching between HgCdTe tertiary alloy and the
CdznTe substrate ensures high-quality crystal growth. In fact, it is the only material that
maintains approximately the same lattice constant regardless of the composition of each element
while having reasonable dielectric permittivity and low thermal expansion coefficient to ensure a
small device capacitance and overall device stability 4. At present, the development of the

HgCdTe photodetector has reached the third-generation products 31, The tremendously small



21

ionisation ratio of 0.1 for HgCdTe avalanche photodetector structure leads to a high quantum
efficiency of more than 90%, high responsivity of more than 13 A/W, low dark currents of less
than 60 nA, and large gains of more than 100 B4, However, the large mismatch of CdTe with
Silicon and GaAs makes HgCdTe challenging to integrate with other integrated circuits and the
toxic nature of Hg raises serious safety issues during the fabrication.

Another material option is that of the low dimensional materials such as graphene and
carbon nanotube (CNT) which while are still in their early stages, have shown potential in the
development of nanoscale high performance photodetectors. Graphene’s unique band structure,
ultrafast carrier mobility with tunable optical properties via electrostatic doping and good
stability enables it to outperform other semiconductor materials for optical communications
applications . In addition, graphene has very good compatibility with Silicon substrate,
making it convenient for low-cost and large-scale integration into the CMOS circuits E7-%. Thus
far, a bandwidth of 40 Gb/s I and sensitivity of 107 A/W ® have been separately
demonstrated in laboratories for the graphene photodetectors. Challenges in graphene technology
includes the ability to increase the responsivity without sacrificing the bandwidth and effective
detection area. As well as the need to improve the fabrication process for mass production prior
to commercialisation. However, the inversely proportional relationship between the bandgap
(0.2-1.5eV) to its size and dimension makes the CNT capable for a wide spectral of
photodetection 2. While the substantial columbic interaction between the electron and hole due
to the strong quantum confinement in 1D binds them into excitons. That can undertake
multiplication for better sensitivity and response speed [“3l. A responsivity of 0.9-1.8 A/W has
been demonstrated from visible to near-infrared for a CNT bolometric p-n diode “4. However,
the bandwidth of the CNT photodetector is usually limited within the megahertz range, delaying

its application in telecommunication systems that are near the infrared region.
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As shown in Fig.2.4, in the long-haul telecommunication systems, the lines at 1300nm
and 1550nm wavelength represent the historical minimum of the earlier fibre’s absorption
spectrum although worldwide the current systems are in fact operating in either the 2" window
(1280-1325nm) or the 3™ one (1530-1565nm). The window from 1350nm to 1450nm is not

available because of higher attenuation over most of the region.
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Figure 2.4: Absorption spectrum of different optical fibres [“°]

This entire broadband is now available for optical data transmission. Therefore, the
optoelectronic market, on which success depends upon the development of optical fibres,
requires new semiconductor materials with fundamental bandgap energy in this spectrum range,
ultimately in order to obtain tunable long-wavelength semiconductor lasers and detectors.
Recently, there has been an increase in the demand for components for the metro and local
networks of devices operating at 1.3um, because at this wavelength the fibre dispersion

coefficient is zero (Fig.2.5). Even if dispersion-shifted fibres are available at 1.55um, for
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submarine long-haul links (such as the transatlantic links), it is more economical to use the

already installed fibres (operating at 1.3um) rather than lay new ones (operating at 1.55um) [61,
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Figure 2.5: Dispersion coefficient versus wavelength in optical fibres. Red line represents the
dispersion shifted case, and blue line is the zero-dispersion wavelength 471,

A typical optical communication system consists of 3 major components: signal
transmitter (e.g. laser), signal transportation medium (e.g. optical fibre) and signal receiver (e.g.
photodetector). Photodetector speed and sensitivity are the key issues in long-haul fibre optic
communication systems [“8l. Owing to its internal gain which results from impact ionisation, the
avalanche photodetector (APD) is frequently the detector of choice over p-i-n photodetectors
which have no gain, and therefore, low sensitivity. The multiplication region of an APD plays a
critical role in determining the overall gain and gain-bandwidth product (GBP). Both the
multiplication noise and the gain-bandwidth product of APDs are determined by the ratio of the
electron and hole impact ionisation coefficients, which for most 111-V compounds, approaches
unity at high electric field intensities. In the case where only one type of carriers (for example
electrons) is involved in the impact ionisation process, noise-free and wide bandwidth

photodiode will be obtained while for the holes the ionisation coefficient is zero. Common APDs
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for wavelengths beyond 1.1um use separate layers for light absorption (narrow bandgap) and
carrier multiplication (wide bandgap). Control of the electric field at the interface between the
layers is critical. Currently most optical communications systems mainly makes use mainly
InGaAs/InP APDs.

There has also been interest in devices which rely on resonant cavity effects to enhance
their performance. Goedbloed and Joosten [“)1 demonstrated the first application of the resonant-
cavity photodetector in 1976 that exhibited interference waves in its responsivity when
illuminated with light of varying wavelength at the Philips Research Laboratories. Since then,
the resonant-cavity-enhanced (RCE) photodetectors have established substantial attention and
several works have demonstrated various degrees of enhancement in comparison to previous
generations of photodetectors %%, Normally, semiconductor photodetectors require a large
absorption region for sufficient light collection. Larger absorption region increases the transit
time and decrease the speed. Therefore, the trade-off between efficiency and speed is a limiting
factor for conventional photodetectors [%¢-51. This trade-off can be avoided by manipulating the
properties of a resonant cavity. Typical a RCE photodetector mostly consists of an absorption
layer placed into a vertical cavity with an optimized period of top and bottom (distributed Bragg
reflectors) DBRs. The DBR materials must have a lattice constant very close to that of the
substrate so that several microns can be grown with very little strain, preventing the formation of
structural defects. DBRs are beneficial because light which is not absorbed in the first pass is
reflected back into the absorption layer, repeatedly until absorbed. The cavity will enhance the
light field at a specific wavelength within the absorption region and enables efficient light
absorption even with a thin absorption region. Resonant-cavity enhancement also enables
wavelength selectivity meaning the photodetector is highly sensitive at a specific wavelength

while remaining unresponsive to off-resonance wavelengths.
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The most widely used semiconductor materials for optoelectronics applications at 1.3um
and above are grown on InP substrate. However, it is quite difficult and a high-cost task to
fabricate an InP-based RCE photodetectors because the InP-based vertical cavity devices have
some disadvantages such as non-monolithic growth process and poor reflectivity performance of
the DBR mirrors. The most common mirror systems in InP-based material are the GalnAsP/InP,
AlGalnAs/AlInAs and AlGaAsSb. The refractive index contrast of GalnAsP/InP and
AlGalnAs/AllnAs systems are very small and more than 50 mirror pairs are needed to contain
sufficient light in the cavity . Moreover, poor temperature characteristic also creates the
requirement to be cooled . As an alternative, the practice of using Si-based dielectric mirrors
makes the grown InP-based devices more complicated and costly 62621,

The novel GalnNAs compound material grown on GaAs substrate is another alternative
approach to overcome the problem. The fact that GaInNAs can be grown being lattice matched
with GaAs enables the use of GaAs/AlAs DBR stack. It consequently make the growth process
of GalnNAs-based devices monolithic. In addition, the combination of GaAs/AlAs DBR stack
produce a high refractive index contrast. Hence, it is possible to use less periods of GaAs/AlAs
dielectric mirrors in the device design to achieve a reflectivity of over 99% compared to the

number required for InP-based vertical cavity devices.

2.2 Semiconductor Principles

The working principle of a semiconductor photodetector is based on the photoelectric
effect. It is the most commonly employed in engineered devices which was first initiated by
Einstein in 1905 who claimed that a photon absorbed by a material creates an electron-hole pair.
This section present a brief review about semiconductor photodetectors and dilute nitride.

When a large number of atoms are brought together to form a crystal, their orbital

combine and energy levels will split into a large number of allowed bands. The highest full band
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is known as the valence band while the lowest empty band is called the conduction band. The
minimum amount of energy required to move an electron from the valence band to the
conduction band of the semiconductor material is called the bandgap of the material, Eg.

As mentioned previously, the lattice constants of different semiconductor materials
should match when they are grown on top of each other to prevent a large number of defects.
However, growing thin layers such as quantum wells is possible to embody large mismatch in
the lattice parameter of the barrier without many defects 3. This is used in some types of
devices to modify the band structure Y. The lattice constant is related to the bandgap where the
increased spacing between atoms will generally result in a decrease in bandgap.

Mainly the semiconductor is categorised by intrinsic semiconductor and extrinsic
semiconductor. An intrinsic semiconductor is an undoped semiconductor such a Silicon. This
means that holes in the valence band are vacancies which are created by electrons that have been
thermally excited to the conduction band. On the other hand, an extrinsic semiconductor is a
doped semiconductor where holes or electrons are supplied by a foreign atom acting as an
impurity which is able to deeply modify its electrical properties making its presence important in
devices such as diodes 9, transistors 4, lasers %1 and solar cells [,

In order to produce current, a photodiode cell must first convert the incoming photons
into free carriers via the absorption and generation process where a photon passing through the
semiconductor is absorbed and in doing so gives its energy to an electron in the valence band. If
the energy given to the electron is equal or more than that of the direct bandgap of the material,
or if phonons are available to give the electron the momentum to make an indirect transition, the
electron is promoted to the conduction band. The free electron will live for a finite amount of
time before it recombines, either radiatively or non-radiatively. If a photon has energy greater
than the energy bandgap, it will be absorbed and creating a mobile carrier above the conduction

band. However, the excess energy will be lost in a femto second timescale through the emission
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of phonons until the carrier reaches the bottom of the conduction band where it will experience
the same lifetime as an electron generated there 7. A photon which has energy less than the
material bandgap, to a first approximation cannot be absorbed and will be transmitted through
the material.

Therefore, the ability of a semiconductor to absorb a photon of a given energy is
dependent on its direct and indirect bandgaps and is given by its absorption coefficient, c.
Fig.2.6 shows the absorption coefficients of some IlI-V and group IV materials which are
commonly used in photodiodes. In Fig.2.6, all but Silicon and Germanium are direct gap
materials. Above the bandgap, the absorption coefficient of direct gap materials is between
10*cm™ and 106cm™.
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Figure 2.6: The absorption coefficient Versus Photon Energy for materials often used in
photodiode. All materials shown are direct bandgap except Si and Ge [,
Even though Germanium is an indirect bandgap material, its absorption coefficient is similar to
that of a direct bandgap material due to its indirect gap being only 0.14eV lower than its direct

bandgap [%81. The value of absorption coefficient has a large effect on the design structure, with
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indirect bandgap semiconductors needing much thicker devices to absorb more photon. The
photon excited minority carriers will only exist for a finite period of time t, called lifetime,
before recombination takes place. For the highest possible efficiencies, both radiative and non-
radiative recombination should be minimal as carriers which recombine do not make a
contribution to the photocurrent. However, radiative recombination is the most preferred

mechanism as it enables the emitted photon to be absorbed again !,

2.3 Carrier Generation and Recombination

Generation is the electronic excitation process to increase the quantity of an electron from
the conduction band to the valence band, which stimulate an electron—hole pair, or gap from
valence band into a confined state in the band hole, or from a limited state into the conduction
band. These processes require an input energy.

Recombination is the relaxation process to reduce the number of carriers by decaying
them from a high energy state to a lower energy state. Again, this may be from band to band,
conduction band to trap state, or from trap state to valence band. In order to drop from the
conduction band to the valence band, an electron needs to transfer its excess energy through the
recombination process. The released energy can be given up either as a photon (radiative
recombination), or as heat through phonon emission (non-radiative recombination), or as kinetic
energy to stimulate an electron-hole pair (impact ionisation), or as kinetic energy to another free
carrier (Auger recombination). For every generation process there is an equivalent recombination

process.

2.3.1 Radiative Recombination
Radiative recombination is the recombination mechanism that dominates in direct

bandgap semiconductors, the most noticeable example being the light created from a light
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emitting diode (LED) [/, There is more than one mechanism for radiative recombination. Band-
to-band recombination occurs when the free electrons at the bottom of the conduction band
recombine with the free holes at the top of the valence band, resulting in the emission of a
photon with energy identically equivalent to the bandgap, or conduction band-to-acceptor,
donor-to-acceptor, and donor-to-valence band. All these main mechanisms are depicted in
Fig.2.7. In indirect band gap materials the band-to-band recombination process is slow since it

involves phonons and other scattering processes, resulting in reduced radiative processes.
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Figure 2.7: Schematic of radiative recombination processes (a) band-to-band transition
(b) electron-to-acceptor transition (c) hole-to-donor transition (d) donor-to-acceptor
transition (e) exciton recombination.

Excitons are electron-hole pairs bound by their mutual Coulomb interaction. If the
exciton is not trapped by another centre then it is called a free exciton, which has the ability to
move through the crystal. On the other hand, the exciton localized in the vicinity of a lattice
defect or an impurity such as an ionised donor, acceptor or neutral atom is called a bound
exciton. During radiative carrier recombination, excitonic transitions may contribute to the

emission spectrum.

2.3.2 Non-Radiative Recombination
This is the recombination between an electron and hole where the energy of the electron-

hole is released either via phonon emission or hot electron or hole excitation, in lieu of photon
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emission 273l The two main non-radiative processes are Shockley-Read-Hall (SRH) [ and

Auger recombination ", Some of them are illustrated in Fig. 2.8.
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Figure 2.8: Schematic of non-radiative recombination processes (a&b) band-to-band Auger

(c) electron-to-acceptor Auger (c) hole-to-trap and electron-to-trap Auger (d) donor-

to-acceptor Auger

Auger recombination is the inverse of the impact ionisation process, involving the

interaction of three carriers when the electron and hole recombine. Rather than emitting the
excess energy as heat or as a photon, their energy is transferred to a third carrier in the
conduction band. This electron then thermalises back down to the conduction band edge. A non-
radiative process is most important in heavily doped/excited and narrow bandgap material (e.g.

InAs). It strongly depends on the bandgap and the temperature which can be described by 761,

—AE
Pnr = Pnro€kBT .....(2.3)

where pnr is a coefficient independent of temperature (T=0), kg is Boltzmann constant, and 4E'is
activation energy. In experimental studies of non-radiative processes, some parameters such as

emission efficiency (n) and carrier life time. In general, the emission efficiency can be described

by:

Pr

=—T .24
pT' + pnr

n
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where pr is the probability for a radiative transition. Hence the emission efficiency involving
thermally activated non-radioactive transition would be in the form:

1

n = e (2.5)

- —AE
1+ Cexp(—
p( kBT)

where C = pnro/ P 1S @ constant. There are many reasons for having nonradioactive
recombination, such as lamentable material quality, high lattice mismatch between the structure

and grown layer, intentional or unintentional impurities which produce localised trap states in the

forbidden bandgap, and native defects such as vacancies, interstitials and anti-side defects.

2.4 Photodetector

The most important part of information processing is the detection of the received
information. This is done using field effect transistors (FETS), bipolar junction transistors (BJTs)
and diodes in electronic applications. These devices all have high gain, low noise and ability to
tune and act as powerful detectors of information. However, these devices are not suitable for
detecting signals with optical frequencies of more than 10* Hz. The detection of optical
information requires conversion of optical signal to electrical signal, which can then be
processed by electronic devices. Photodetectors are the devices that measure photon flux or
optical power by receiving optical signals (energy of absorbed photons) and converting them to
electrical signals. Therefore, optical detectors based on photon effects which contribute to the
photocurrent are preferred due to the very broad information bandwidth. Moreover, the
availability of different types of semiconductors and the narrow optical bandwidth can be
tolerated.

The photodetector operation utilises the photon effects based on the absorption of
photons where the energy and momentum must be conserved. In such p-n or p-i-n junction diode

type of detectors, the operation is based on the inter band (valence to conduction band)
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absorption of light in the intrinsic (depletion) region of p-n junction. Fig.2.9 represents the
conduction and valence band energies (separated by the energy gap, Eg,) in the intrinsic region of

such a junction.
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Figure 2.9: Photo-generation and motion of carriers under the influence of an applied electric
field

A photon with energy, hv higher than bandgap energy, Eq is absorbed and then transfers
an electron from the valence band into the conduction band, leaving a hole in the valence band.
If there is an externally applied voltage to the p-n junction, the photo-generated electron hole
pair will be able to move into their respective electrodes (electrons to anode and holes to
cathode). Therefore when the anode and cathode are connected to the voltage supply, there will
be current flow in the external circuit. The amount of current that can be generated depends on
various factors such as the photon intensity, photon to charge carrier conversion factor (quantum
efficiency), and the wavelength of the incident photons. The wavelength of photons above which
they cannot be absorbed by the semiconductor is called the cut off wavelength. It is determined

by the band gap energy of the semiconductor via [€%:

h
Acutoff = E_; (26)

The number of photons incident on the detector is defined as flux, @ [©11:

I
q)o —_— E .....(2.7)
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where | is optical energy incident on the detector per unit area per unit second and hv is the
energy of each photon. Most photons will be absorbed close to the surface of the photodetector
because the absorption coefficient is high (especially for higher energy photons) and most
carriers will be generated at a short depth from the surface. Therefore the detector will not be
thick and bulky as long as the photo generated carriers are not created too close to the surface
where they can recombine with the surface states resulting in a loss of mobile carriers. Hence,
reduced thickness is an important requirement for photodetectors.

This is associated with the RC time constant of the detector. If the detector has a thicker
depletion region, the resistance will be high and therefore the RC time constant (response time)
will be long as well. Long RC time constant is not desirable and can be detrimental in high speed
optical communication systems where high speed operation is essential to receive the digital
signals arriving at frequencies greater than hundreds of GHz in modern optical communications
networks. In an ideal photodetector, the photo-generated carrier density must be much higher
than the thermally generated free carrier density. The Fermi-Dirac distribution function
determines the thermal generation of electrons from valence into conduction band. In the
intrinsic region of a photodetector, finite temperatures will excite electrons into the conduction
band leaving holes behind. If there is an external electric field, these carriers similar to the photo
generated carriers, will contribute to the current. As a result, there are two components to the
current flow in the detector given by [21;

J = Jenr +Jpge oo (2.8)
where Jpgc IS the current due to the photo generated carriers and Jur is the current density due to
the thermally generated carriers. In order to have a sensitive detector, Jog must be bigger than Jxr.
However, for a given semiconductor, this is not always an easy condition to satisfy, especially
when the detector is designed for operation at long wavelengths (hence small band gap for the

semiconductor). The thermally generated current density is given by [821:
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Jenr = e(Menrble + Denrttn) - (2.9)

where e is the electronics charge, nwr and pwr are the thermally generated electron and hole
densities, e and pn are the electron and hole mobilities and E is the applied electric field. If the

focus is on the electrons only, the thermally generated free electron density can be written as ['®:

n%, = N.N,exp (— i—i) e (2.10)
where Nc and Ny are the effective density of states and T is the temperature. According to Eq.2.8
to Eq.2.10, at above room temperature, there will be a large density of thermally generated
carriers across the band gap giving rise to large dark current, while for low photon intensities, Jir
in Eq.2.8 may be comparable to Jygc. For detectors with longer wavelengths, this may become a
more serious problem and the dark current may actually exceed the photocurrent. One possible
solution is to cool down the detector. According to Eq.2.10, cooling down the detector will
reduce nun and Jwr. However, the band gap of semiconductors increases with decreasing

temperature according Varshni’s equation [ as below:
aT?
Ey(T) = E,(T=0)~ 1 ...(211)

where Eg(T) and E, are the band gap at a finite temperature T, and when T becomes zero
respectively. The parameters a and £ are material constants, the values of which depend on the
semiconductor. Therefore if excessive low cooling temperature is used, the detector may be able
to detect the desired long wavelengths. As a result one has to compromise between the detector

sensitivity (temperature) and operating wavelength.

2.5  p-i-n Photodetector

The p-n junction photodetector may be referred to as the p-i-n photodiode if intrinsic
region is placed within the depletion length, in between the junction of the p and n regions.
When the junction is applied with reverse-biased, Vi, a reverse current (leakage or the dark

current), l, flows through the circuit. Its value can be obtained from the diode equation as '



35

L[(V) = LW + Li(-W,) ....(2.12)
where I, and I, are the generated current and W, and W, are the depletion width at the p an n
regions respectively. The detection process in the p-n photodiode takes place in the intrinsic
absorber region (the depletion width) in the junction as illustrated in Fig.2.10. Assuming that the
light is incident on the p side of the junction of the reverse biased diode as shown in Fig.2.10 (a),
if the photon energy is greater than the band gap of the semiconductor, then the incident optical
power P, will be absorbed according to [#41:
Pupsorvea = P-(1 —7m)(1—e™d) ....(2.13)
where a is the absorption coefficient, d is the width of the depletion width, and r is the
reflectivity at the air-semiconductor interface respectively. If an anti-reflective coating is used, r
is less than 1 and the expression becomes [841;
Papsorpea = Po(1—e™%4)  ....(2.14)

Each absorbed photon creates an electron and hole pair. Consequently, the electron-hole
pair generation will have the same positional dependence as the photon absorption as shown in
Fig.2.10 (b). Additionally, as shown in Fig.2.10 (b, c), electrons and holes will be created
throughout the structure; in the depletion (intrinsic) region as well as in the p and n regions of the
junction. Electrons and holes created by photons within the diffusion length of the depletion
region and those within the depletion region will be swept across the depletion region under the

influence of the high electric field.
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Figure 2.10: Applied reverse biased voltage under illumination. (a) Diagram of reverse pn
junction with applied electric field (b) electron and hole pair generation in p,
intrinsic (depletion) and n region (c) Optical power absorption and the electron hole
pair generation as a function of distance from the top surface (d) The electric field
distribution along depletion region [

A photocurrent will flow in the load resistor. The magnitude of the photocurrent will be
proportionate to the optical incident power. Assuming that an antireflective coating is utilized,

the expression for photocurrent is [:

P-
L =e (E) (1—ed) ....(2.15)
where n, = e (%) is the incident photon number per second (incident photon rate). This implies

that the photocurrent increases with increasing light intensity as depicted in Fig.2.11.
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Figure 2.11: Photocurrent in a p-i-n photodetector with P3>P2>P1

2.6 Quantum Efficiency and Responsivity
The quantum efficiency, n corresponds to the ratio of photogenerated electron-hole pairs

per incident photon. It can be defined as Y,

2

=1-e % . .. (216)

[T |

T']:

>
<

where |, is the photogenerated current , Po is the incident optical power, hv is the the photon
energy, a is the absorption coefficient and d is the width of the depletion region. In an ideal
detector without internal amplification, 1 should be as close to 1 as possible. Responsivity, R, is
defined as the current produced at the output of the detector per optical power incident on the
detector and can be written as [8%;

I en enr e
= —p = = — = — — e~ad
R=F=— =t —(1-e) ...(217)
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This equation implies that the responsivity increases linearly with the wavelength of the
incident photons but abruptly tends to zero when the incident photon wavelength exceeds the cut

off wavelength of the semiconductor.

2.7  Rise Time and the Bandwidth

Besides as the quantum efficiency and the responsivity, the rise time and the bandwidth
of a photodetector are two other important characteristics. In order for a detector to be of use in
high speed optical communication systems, its rise time needs to be short and the bandwidth to
be high. The typical photodiode junction as shown in Fig.2.10 (d) with an external load
resistance of R. can be thought of as an RC circuit where the capacitance, C is the junction

capacitance that can be associated with the depletion width, W as follows [7I:

2¢é&0
W=Wn+Wp={ o Vbi

1
NA ND E

where Wi is the depletion width of the n region, W, is the depletion width of the p region, ¢ is the
relative permittivity, e is the material permittivity, Vi is the applied reverse biased, Na is the
acceptor density, and Np is the donor density. As the reverse bias voltage is increased, the
depletion width will also increase. The junction then will be observed as a parallel plate
capacitor as in Fig.2.12 where the separation of the parallel plates, d corresponds to the depletion
(intrinsic) layer width, W of the junction. For a junction with acceptor (donor) concentration on
the p side being much higher than the donor concentration on the n-side (p-type), the depletion

width can be estimated to:
1

2&& 1 \2
W = Wn,p = TVbim (219)

The simplification of Eq.2.19 into the capacitance per unit area expression can be written as:

1

]E e (220

C [eeoND,A
A | 2V,
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In order to achieve high speed detection, the capacitance, C value should be small (typically a
few pF), and a large reverse voltage bias applied. To obtain the small value of C, the area, A
should be smaller and an optimised intrinsic width, d is applied to reduce the RC delay time. For
p-i-n photodetector, capacitance, C in Eq.2.20 can be written as junction capacitance, Cj and RC
delay, trc can be obtained from following equation B1:

Ep&rA
G =3

.. (2.21)

where A is is the cross sectional area, & is the permittivity of the material, & is the permittivity
of the vacuum and d is the depletion region. The bigger area will create a higher capacitance

hence resulting in a longer delay time and lower bandwidth.
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Figure 2.12: The p-n junction looks like a parallel plate capacitor with the area of the plates, A

and the separation of the plate, d.

The time dependence of the electrical signal, Vout Which is produced by a step-like light signal

incident on the detector as in Fig.2.10 (a, d) [ can be expressed by:

t
Vo= Vo (1 - e‘%) . (223)
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where the time constant 1 is the sum of the RC time constant, 1. and the transit time of charge

carriers 7, = - across the length of the device written as:
d

T=Tgpc + Tty ...(2.24)

The cut off frequency of the detector when RC delay dominates can be calculated by [B11:

R;e, €. A
= (2.2
fre = g (2.26)

For the maximum bandwidth application, a direct connection to the measurement device
is used by having a 50Q input impedance. The RL can be maximised to increase the amount of
voltage for a given input light if bandwidth is not important such as the continuous wave
measurement. The high frequency response limitation of the photodetectors also depends on the
transit time, tir of the carriers (especially holes) across the absorption layer when the transit time
delay dominates. In this case, the average saturated drift velocity, vsa of the slower carrier (hole
saturated drift velocity) becomes the important parameter to determine the high frequency
response of the photodetectors. The longer depletion width will have a bigger transit time hence

a decreased bandwidth. Thus, the transit time limited cut off frequency, fir can be expressed

asl®6l:

ty = — .. (2.27)

VUsat

fe. ..(2.28)

- 21ty
In the condition where neither the RC delay nor the carrier transit time delay dominates, the cut

off frequency of a p-i-n photodetector can be stated as [#1:

1
Af =g rey (229

B 27 (ter
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2.8 Avalanche Photodetector

The wide use of p-i-n photodiode in optical communication systems is due to its low
noise, high speed and low dark current. However, it operates at low bias without internal gain.
Therefore, a photodetectors with high internal gain is desired when very low levels of light are to
be detected in order to improve the sensitivity. The high internal gain can be obtained by an
avalanche photodiode (APD). APD operates by converting each detected photon into a cascade
of moving carrier at voltage levels close to the breakdown. The charge carriers therefore
accelerate and acquire enough energy to excite new carriers via the process of impact
ionisation!®,

Impact ionisation is the process in a material by which one energetic charge carrier can
lose energy by the creation of other charge carriers. For example, in semiconductors, an electron
(or hole) with enough kinetic energy can knock a bound electron out of its bound state (in the
valence band) and promote it to a state in the conduction band, creating an electron-hole pair. If
this occurs in a region of high electrical field, it will result in avalanche breakdown. This process
is exploited in avalanche diodes, by which a small optical signal is amplified before entering an
external electronic circuit. In an avalanche photodiode, the original charge carrier is created by
the absorption of a photon. In some sense, impact ionisation is the reverse process to Auger
recombination.

Fig.2.13 shows the schematic drawings of fundamental material parameters
multiplication process for a~p and o >> . o and B are the impact ionisation coefficients of
electrons and holes, respectively. The impact ionisation coefficients are the reciprocal of the
average number of electron-hole pairs created per unit distance travelled by electrons and holes
due to the electric field before they impact with the lattice to produce secondary electron-hole
pairs. a and B can also be defined as ionisation probabilities per unit length (rates of ionisation,

cm™). In Fig.2.13(a), since a ~ B, the number of secondary electron-hole pairs generated by
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electrons and holes are roughly equal. In Fig.2.13(b), since o >> B, a chain of impact ionisation
events is initiated under high electric field caused by electrons. At the end of the avalanche
process, five electrons are collected resulting in an avalanche gain of five. These electric field
dependent coefficients are subjected to bandgap energy of semiconductor for impact ionisation
[ Semiconductors with wide bandgaps require high electric fields to initiate the impact

ionisation process.

< E field < E field

Electron :
Injectioni L

p* |

\Depleﬁon Region
Boundary Boundary
() (b)

Figure 2.13: Avalanche multiplication process for (a) a~ B and (b) o>> p [

Most of the ionisation is achieved by electrons when holes do not ionise appreciably. The
avalanching process then proceeds principally from the p-side to the n-side. Therefore, it is
desirable to fabricate APD from materials that only permit one type of carrier (either electrons or
holes). If electrons have the higher ionisation coefficient, for example, optimal behaviour is
achieved by injecting the electron of a photo carrier pair at the p edge of the depletion layer and
by using a material whose value of a is as low as possible.

As for any photodetector, the geometry of the multiplication (avalanche) region should be
thin to minimize the possibility of localized uncontrolled avalanches (instabilities or micro

plasmas) being produced by the strong electric field. Greater electric-field uniformity can be
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achieved in a thin region. These two conflicting requirements call for an APD design in which
the absorption and multiplication regions are separated, Separate-Absorption-Multiplication-
APD (SAM-APD). Photons are absorbed in a large intrinsic or lightly doped region. The
photogenerated carriers drift across it under the influence of a moderate electric field, and finally

enter a thin multiplication layer with a strong electric field where avalanching occurs.

2.9 Impact lonisation

As discussed in the previous section, the phenomenon used to understand the carrier
multiplication is the impact ionisation process. Over the past two decades, impact ionisation in
quantum well devices has been investigated by several groups % where it operates with strong
electric fields and high drift velocities in the conduction band, resulting in electron-hole pairs 31
and avalanche breakdown. In this case, the impact ionisation threshold energy is defined as the
minimum energy needed for impact ionisation to occur and comparable to the energy bandgap.
As a result, it may be categorised as a band-to-band process, or band-to-trap process, depending
on whether the second carrier is initially in the valence band and makes a transition from the
valence band to the conduction band, or whether it is initially at a localised level (trap, donor,

acceptor), making a transition to a band state as illustrated in Fig.2.14. 84,

Conduction band I A I A

Valence band (I) ,|,

(a) (®) ©

0

Figure 2.14: Schematic of impact ionisation processes (a) the hot electron impact ionisation of a
trapped electron (b) the hot electron impact ionisation from the valence band

(c) the hot hole impact ionisation of a trapped hole.
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Impact ionisation of shallow impurities is responsible for the impurity breakdown at low
temperature, where less energy and carrier heating is necessary for the carriers to be ionised.
Band-to-band impact ionisation eventually induces the avalanche breakdown. Therefore, the
shallow impact ionisation process can occur for fields starting from a few 100 V/cm, while the
band-to-band impact ionisation process typically requires fields which are in the range of a few
10° V/em.

In 1980, Juska and Arlauskas ¥ founded the first clear experimental observation of
impact ionisation in semiconductor, which was confirmed by further experimental studies 561,
Baraff [l successfully calculated the impact ionisation rates in semiconductors, by computing
numerically a free-carrier energy distribution function from the Boltzmann transport equation.
The results show a quadratic fit curve and have been frequently used to interpret experimental
data for several decades. The central assumptions of Baraff’s theory are the following: (i) while
drifting, electrons can gain energy only from the external electric field, (ii) electrons are subject
to elastic scattering collisions characterised by their kinetic energy, which does not exceed the
optical phonon energy, and (iii) carriers with Kinetic energy above the optical phonon energy
undergo inelastic collisions only by emitting an optical phonon of the constant energy. The
impact ionisation takes place immediately after the electron acquires the kinetic energy equal to
the ionisation threshold energy.

Ridley 3 suggested an analytical solution for the ionisation process known as a lucky-
drift model as an alternative to the numerical Baraff curves. According to this model, the
dominant contribution to the impact ionisation probability comes from the carriers, which upon
drift in the electric field, undergo many collisions which destroy the momentum but enable the
threshold energy for ionisation to be reached. These phenomena are investigated by measuring
light emission in between 1.1 eV to 3.1 eV energy range for different points in the electrical

characteristics 8. This model was further advanced by Burt % and tested against a kinetic
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Monte Carlo simulation %, The argument for ionisation presented by Ridley and Marsland 14
using Burt's version of lucky drift fitted the experimental results. The excellent fit of the
experiment obtained confirms that the nature of impact ionisation is best modelled using the
lucky drift method. A Monte Carlo simulation was used by Shichijo and Hess [ in 1981 to
include the full band structure in the impact ionisation calculation. They showed that, under
special conditions, the space charge associated with spatial oscillation of the field occurs.

The lucky-drift theory was offered as a simple method to calculate the impact ionisation.
Later, this method was modified to include low probability of impact ionisation at threshold
compared to relaxation energy [®8. No significant inconsistency was found between the
simulation results from Baraff, Ridley, and Burt. Hostut and Balkan %1 reported light emission
from an n-doped GaAs layer associated with impact ionisation when the device was biased in the
positive regime. They showed that the light emission is due to the recombination of the impact
ionisation of holes and the travelling space charge of electrons. The responsivity as a function of
impact ionisation was first represented by Levine et. al.l%l in 1987. All these phenomena
studies of impact ionisation in solid states has led to an application in optoelectronics and in
medical imaging applications [05-06],

The impact ionisation process in multiple quantum well infrared photodetectors (QWIPS)
was first studied by Dong et.al. 11 using an InGaAs/GaAs semiconductor sample. It is
noteworthy that the recombination time of an electron-hole pair is in the order of nanoseconds
[198] and the capture time of an electron back into the well is in the order of picoseconds %9,
Consequently, in most investigations, the recombination process has been overlooked, while the

capture process plays an important role.



46

2.10 Photocurrent Resonant Tunnelling

Thermionic emission and tunnelling are the two main dark current mechanisms in
GalnNAs/GaAs and GaAs/ Gai-yAlyAs barrier structures. The former becomes dominant at high
temperature and low voltage, while the latter becomes dominant at low temperature and high
voltage. Most previous studies used the standard thermionic emission % theory to analyse the
dark current as a function of temperature (I-T characteristics) measured in various barrier
structures (111131 However, for thick barriers, in which the electron mean free path is much
smaller than the barrier thickness, collisions in the barrier are expected to dominate the vertical
transport. In this case, the drift-diffusion theory is more appropriate to evaluate the thermally
activated current 3116l \When there are unintentional doped acceptors in the well, they will
interact with the existing electrons in the quantum well (QW) via diffusion, and hence create a
negative space charge in the barrier. The effect of negative space charge is to increase the barrier
height for thermionic emission over the barrier [1*5 1171 and that will lead to change in the
potential profile. Bishop et al. [*16: 1181191 showed that, at high temperatures and low voltages,
when thermionic emission dominates over the whole structure, most of the applied voltage is
dropped across the QW.

Tunnelling is the process whereby a quantum particle can cross a potential barrier, which
classically would be completely impenetrable because of its higher energy, to a state of equal or
lower energy. The wave function of the particle extends either into, or through, the barrier when
the barrier potential is finite. A non-zero particle current density through the barrier then results
from the tunnelling process. Quantum mechanical tunnelling has been the basis of many
semiconductor devices, starting with the Esaki tunnel diode, named after its inventor Leo Esaki
[120-121] “\When a particle interacts and is confined by two or more barriers of finite height and
least thickness, its wave will be multiplied off each potential barrier by tunnelling. When the

confining region's dimension is some multiple of the wavelength, the particle "resonates” in the
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regions where its energy is greater than the local potential. At these wavelengths, the tunnelling
current is amplified. Both these size quantization effects and resonance comes from the same
source: the constructive interference of forward and backward waves. This is the source of the
quantized energy levels that result from the confinement of the particle.

Resonant tunnelling figures prominently during the transportation of carriers through the
semiconductor super lattices. It is also central to the application of these structures as electronic
devices. Tunnelling calculations for semiconductor super lattices can provide this information
and can be implemented in design of improved structures. By finding the transmission
coefficient through the structure as a function of energy, one can locate the energy levels of the
resonances. It is also possible to find the effects of an external electric field on the transmission
coefficient as proposed by F. Capasso et.al. 1221231,

Resonant tunnelling occurs when the energy of the bound state in the barrier corresponds
with the bound state at the well, or when the carrier density in the barrier exceeds that in the well
layer. Because of the finite well thickness and narrow state in the well, the current tunnelling
from the localised state into the well can be observed as a sharply peaked function of the voltage
drop across the barrier. If the voltage is increased beyond the resonance peak, the current drops,
as does the electron density in the quantum well. However, electron resonant tunnelling has been
observed by L.L. Chang et. al. !>l in double barrier structures of AlGaAs/GaAs. Fox et al. 12
used tunnelling from the lowest sub-band to explain the results of photon generated carrier
sweep-out measurements on samples with varying barrier thicknesses.

The resonant tunnelling of electrons between the valence band states and the conduction
band due to a space charge potential has been theoretically and experimentally studied for a
GaAs quantum well structure %1 An applied reverse voltage tends to deplete the n-type layer,
and the Fermi level in the conduction band moves below the Fermi level in the valence band at

the p-side, as shown in Fig.2.15 resulting in possible tunnelling of occupied valence states into
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the empty sub-band conduction band. The build-up of electronic space charge in the QW with
double barrier devices when resonant tunnelling occurs was established by Kuan et. al [*2”], This
space charge can be transferred through barriers of different thickness or different potential

heights.

- \
E\'

Figure 2.15: Energy band diagram of a p-n junction under applied reverse bias

For optical confinement reasons the quantum wells have a lower band gap than the rest of
the cell. However, electrons can escape out of the wells after gaining enough energy from
photons, thus contributing to the extra current. Geisz, and Friedman 12 initiated a technology
that enhanced the quantum efficiency of solar cells by using quantum wells. The p-i-n QW
consisted of a p-i-n semiconductor structure with a material of a lower bandgap added into the
intrinsic region to confine the electrons to two dimensions. The quantum wells will absorb
photons with lower energy than the bulk bandgap, to get higher currents by increasing the
spectral response of the solar cells. The fields maintained across the intrinsic region cause photo-
generated carriers that escape from the well to drift to the appropriate region before recombining,
leading to an increase in the output current with high quantum efficiency [*2 The performance
and characteristics of the p-i-n multi quantum well (MQW) devices, for various QW
configurations, in relation to the dynamics of capture, escape, absorption and recombination of
carriers in the quantum wells have been investigated 2% It is relatively straightforward to show
that the combination of the QWs and the barrier as the intrinsic region will enhance the p-i-n

device current, and the output voltage is determined by the variation in the electrons and holes
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Fermi level separation across the cell, as reported by M.A. Fox et al. [*%]. They pointed out that
in practical situations, the p-i-n device provides a high output voltage by improving the

photocurrent over the QW structure material.

2.11 Dilute Nitrides Semiconductors

Significant effort has gone into understanding the physical origin of the Nitrogen (N) -
introduced effects on the electronic structure of the 111-V dilute nitride alloys. While the presence
of minute amounts of N in GaAs results in bandgap reductions of GaAs1.xNx at about 0.1eV per
% of N for x < 0.03 [*39 the addition of Indium into GaNxAsi.x compensates the nitrogen-
induced contraction of the lattice parameter 31 while further reducing the bandgap, making it
possible to grow lattice-matched GalnNAs/GaAs material systems which have energy gaps in
the long wavelength range. These findings have generated significant interest and opened up the
interesting possibility of using N containing group I11-V alloys for various long wavelength
optoelectronic applications %2134, Contrary to the general rules of I111-V alloys where the
bandgap increases with the decreasing lattice constant, a small amount of nitrogen incorporated
into GaAs or GalnAs dramatically decreases the bandgap as depicted in the Fig.2.16, due to the
large electronegativity of N and its small size that could cause a very strong negative bowing
parameter.

By incorporating nitrogen and indium into GaAs, GalnNAs will produce the rapid
decrease of bandgap to reach the long wavelength emission region with simultaneous control
over bandgap and lattice constant. This allows growth of very deep GalnNAs/GaAs quantum
wells, which has been proven to have excellent high temperature performance. GalnNAs is a
potential material for a multi-junction stack as well as a metastable material system that can be

grown lattice matched to GaAs or Germanium substrates for telecommunication application.
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Figure 2.16: Bandgap versus lattice constant for the selected 111-V alloys 1331,

Majority carrier electron transport is still controversially discussed in the literature and is
thought to be strongly influenced by the quaternary composition, resulting in different bandgaps
as well as by the post-growth annealing procedures, resulting in different distribution of the
alloying elements. Minority carrier transport might be governed by intrinsic structural
characteristics of the dilute nitride material systems, namely a chain-like ordering of N in the
growth direction. This configuration, which reduces the strain energy of the crystal, might act as
a non-radiative recombination centre and/or a carrier trap. Dissolution of this N-ordering by
annealing in quaternary material via altering the N-neighbour environment to an In-rich one,
results in improved minority carrier properties (%1,

The introduction of dilute concentrations of nitrogen into I11-V materials is known to
cause a large drop in the electron mobility. In addition to the scattering from nitrogen sites and
clusters, the conduction band becomes highly non-parabolic, which further affects the transport
properties (37, The causes of this mobility drop appear to be two fold. Firstly, the introduction of
nitrogen is known to have a profound effect on the conduction band, manifesting most obviously

in the large redshift of the energy gap 3. This phenomenon is well explained by the band anti-
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crossing (BAC) model due to Shan et al. *°1 which predicts a splitting of the conduction band
around a localised nitrogen energy level. Secondly, whilst polar-optical phonon scattering is
usually the dominant scattering process at room temperature in polar semiconductors, it has been
predicted by Fahy and O’Reilly [*° that it is scattering from nitrogen complexes that will limit
the mobility in dilute nitrides.

The addition of nitrogen also has a large impact on the carrier dynamics, often resulting
in a considerable increase in shallow traps, which readily capture excitons. A number of
mechanisms have been proposed to explain the creation of shallow traps, which gives rise to
localised states. Many of these are associated with deposition problems, such as well width
fluctuations and compositional inhomogeneities, caused by the large miscibility gap associated
with the incorporation of nitrogen. However, some of these growth issues are not intrinsic to
dilute nitrides and advances in deposition technology have shown that these associated problems
can be significantly reduced 44,

In order to obtain GalnNAs based devices operating at 1.3 um, it is essential to
incorporate a substantial amount of either Nitrogen (N) or Indium (In) in QW materials.
However the optical quality and performance might be degraded. Thus, roughly 30% of Indium
is required by keeping the Nitrogen amount low. Incorporation of Indium into GaAs will
increase the strain by lowering the conduction band (Cg) and increasing the valence band (V).
By incorporating Nitrogen into GalnAs, the tensile strain will be increased by lowering both the
Ce and Vg since the Cg falls more expeditiously because of the high effective mass. This
incorporation is a difficult task to achieve, as integrating tiny fractions of nitrogen in GalnAs
results in a rapid reduction in the fundamental bandgap energy and lattice match to the GaAs
(Fig.2.16). It elevates huge bowing in the energy which alters the optical properties of the

materials for variations in the bandgap energy profile.
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The effect of Nitrogen on the bandgap appears to be seen entirely in the conduction band.
In order to amend the performance of such devices, it is convenient to increase the fraction of
Indium in the sample, so the quantity of nitrogen composition is reduced. Unfortunately, as
explained before, this solution leads to an incremented strain between the GalnNAs quantum
wells and GaAs barrier, which can lead to an incremented number of misfit dislocations. W. Li
[146-147] proposed a solution for this quandary by utilising a strain compensated GalInNAs/GaNAs
quantum well structure. The GaNAs barrier can a result in reduction of the barrier potential. The
GaNAs layers can act as a source of nitrogen, significantly reducing Nitrogen out-diffusion from
the well. Finally, the presence of tensile strain in GaNAs barriers could balance the highly
compressive strain for least defects in GaInNAs/GaNAs as compared to GaInNAs/GaAs.

It has been discovered also that an excess flux of Antimony (Sb) introduced in the growth
process enhances the optical properties of GalnNAs/GaAs, where Sb acts in a surfactant-like
manner 12481 Jowering surface free energy and supressing surface diffusion, thus preventing 3D
growth, island formation, and phase separation [*4%l. All these advantages are visible in the PL
spectrum of the GalnNAs(Sb), which enhances with increasing Sb flux as shown in Fig.2.17. All
these characteristics make GalnNAs(Sb) more attractive and perhaps more competitive than the
novel GalnNAs material. A further research on other Il1-V semiconductor compounds with
Antimony added have been done, such as GaNAsSbh 150151 which has been also used as a
barrier for long wavelength GalnNAs:Sb based MQWs 52153 with an Indium incorporation of
46% [ However, in the GaNAsSh material system, antimony (Sb) atoms are used to counter-
balance the tensile strain, instead of the indium atoms. Nevertheless, the presence of Sh atoms

promotes the incorporation of N atoms and decreases the nitrogen-related defects 1591,
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Figure 2.17: 300K PL of various GalnNAs:Sh/GaAs QW samples at different Antimony, Sb
beam fluxes [156]
2.11.1 Effects of Nitrogen in GalnNAs
The most common and useful compound semiconductors in optoelectronics are the 111-V
materials, made from the elements from the Group Il (Ga, In, Al) and the Group V (As, P, Sb,
N) in the periodic table. GalnNAs/GaAs QW based devices were originally proposed as
replacements for GalnAs/InP QW based devices, due to their reduced temperature sensitivity™].
The most interesting material in the dilute nitride family is gallium indium nitride
arsenide (GalnNAs). The first quaternary GaxInixNyAsiy alloy was first proposed by M.
Kondow 2% jn 1995, Since then, it has been the subject of much research and development. The
composition of GalnNAs enables it to be fairly closely lattice matched to GaAs and to have a

direct band gap in the range of telecommunications wavelengths (1.25-1.65 um), as per required
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in many network applications. By incorporating a small percentage of nitrogen, significant
changes occur in the band structure as compared to GaAs. These include an increase in the
electron effective mass (%%, nonlinear pressure dependence of the bandgap ™2, a large redshift
of the bandgap 3% 141 the addition of N-induced formation of new bands, and a strong line
width broadening of all the transitions 1631, There are many models used to understand the
unusual behaviour observed in dilute nitride alloys. One of the models was based on the
assumption that the GalnNAs emission energy was decreasing linearly with increasing nitrogen
content [*841 varying this shift from 100 meV to 160 meV 1631 per 1% of incorporated nitrogen.

Another similar approach was the virtual crystal approximation (VCA) for GalnNAs.
According to this approach, a non-linear bowing parameter (%1, varying between 14 meV ¥ to
22meV 1671 was introduced to explain the non-linear behaviour of the material’s bandgap in the
presence of nitrogen. This model was disproved by later experiments that revealed a clear
reduction of the bowing parameter with increasing nitrogen content [*6. Furthermore, these
models ignore the effects on the bandgap induced by strain and quantum confinement in the
sample. It is considered reliable with QW containing structures. The other band structure theory
used to describe the electronic structure was based on an experimentally observed band-anti-
crossing (BAC) effect. This model has been extensively used in this thesis.

The key to understanding the unusual properties of the GalnNAs alloys is the large
difference in size and electronegativity of the Arsenic (As) and Nitrogen (N) atoms [145 69 The
covalent radius and electronegativity of N are 0.65 A and 3.04, respectively compared to those of
1.15 A and 2.18 for As. A large difference in the atomic size causes deformation of the crystal
lattice and the larger electronegativity of nitrogen leads to an increased charge transfer from the
neighbouring Ga atoms to the N site. These cause a large composition-dependent bandgap
bowing parameter. The energy gap of a ternary material can be derived with an optical bowing

parameter:
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E;(AxB1-xC) = xE5(AC) + (1 = x)E;(BC) —bx(1 —x)  .....(2.30)
This equation describes the energy gap variation as a function of the alloy composition x,

where E;(AC) and E;(BC) are the energy gaps of the constituents AC and BC of a ternary alloy

A, B;_,C respectively, and b is the optical bowing parameter. The optical bowing parameter of
conventional semiconductor alloys is composition independent and small (b~0.477eV in
GalnAs) 189 U, Tisch et. al. " has suggested an empirical double exponential composition
dependence of the bowing parameter. According to their model, the bowing parameter reaches
40 eV for dilute compositions of 0.1 %, and decreases strongly with increasing nitrogen molar
fraction reaching a constant value of 7.5 eV for x > 8 % 7%, An increase of the effective mass in

the GalnNAs alloys compared to GalnAs has also been predicted by different theories 17,

2.11.2 Band Anti-Crossing Model

A number of theoretical approaches have been applied to explain the optical bowing in
dilute nitride alloys 7. A band anti-crossing (BAC) model has been highly successful in
describing a wide variety of experimentally observed phenomena such as band edge energies,
their variation upon annealing, the band gap bowing parameter, pressure dependence of the band
gap, and an enhancement of electron effective mass, the electronic structure, and explaining the
properties of 111-V dilute nitrides as well as other mismatched alloys. It allows calculation of the
strength of the optical transitions in bulk materials 14143 and the transition energies between
electronic states in QWs. The first BAC model was proposed by Shan et al. 3% 161 which
describe the electronic structure of GalnNAs alloys in terms of the interaction between the
elongated conduction-band state with localized nitrogen impurity states, resulting in a splitting of
the conduction band to the E. and E+ bands, and a reduction of the fundamental bandgap. The E+
transition is blue-shifted and the E. transition is red-shifted from the nitrogen resonant level with

increasing nitrogen concentration. When the extended state in the conduction band and the
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nitrogen localized state are empowered with the energies of Em and En, respectively, the
approximate solutions of the coupling between the two states are established from the two-state-
like eigenvalue as 39

Ey
HBAC(y)=(VNA:4 g:) el (231)

Under the assumption of low nitrogen concentrations in the group V sub-lattice sites [°°I:

Vam = Cypfy .. (2.32)
where Cwn is the coupling parameter that illustrates the combination between conduction bands
and valence bands of extended heavy hole (HH) states, light hole (LH) states, and spin-orbit
split-off (SO) states [*%] and y is the nitrogen concentration in the 111-V-N alloy. The symmetry
of the lattice break due to the presence of Nitrogen which generates a highly localised impurity-
like-state in the host materials conduction band then leads to a mixing of the electronic states and
subsequent formation of the E+ and E. bands. Mathematically, by solving the eigenvalue for
Eq.2.31, it is evident that the BAC model predicts the splitting of the conduction band into two

sub-bands, where the formula for the lower E+ and upper E. sub-band is given by [13% 173:

E Ey+Ey \/(EN — Ey)? +4C5yy
+ =
- 2

e (233)

where Ev and En are the energies of the GalnAs matrix conduction band edge and of the N level
relative to the top of the valence band [*°l. This equation clearly indicates that the lower sub-
band E. shifts downwards with increasing nitrogen concentration. This is responsible for the
decrease in the band gap, hence the emission energy. R. Potter 1% developed a different
theoretical model, based on parabolic bands and the BAC model for the splitting of the
conduction band. A schematic of the band structure for bulk GalnNAs with the Eun and E:

levels is shown in Fig.2.18.
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Figure 2.18: Dispersion relation for the conduction band structure of Gao.selno.04No.01ASo0.99 Near
the I'- point (k = 0) calculated with the BAC model. A parabolic approximation for

the conduction band of GalnAs was used 1741,

In most semiconductors, the electron effective mass is observed to decrease with
decreasing bandgap. However, for cases when the bandgap is decreased by adding a small
amount of nitrogen, we can conclude that the effective mass will decrease with the nitrogen
fraction. The value of the electron effective mass has been obtained by using indirect
measurements based upon quantum confinement (171, This BAC model will be used in chapter 3
to estimate the composition of Indium and Nitrogen of the GalnNAs material to achieve the

bandgap equivalent to 1.3um wavelength.

2.12  Summary

An overview of various material systems for semiconductor photodetector performance
have been discussed. The materials could be either lattice-matched with GaAs, as in the case of
the dilute nitrides, or metamorphic, as in the case of either InGaAs or Silicon. The

semiconductor physics principles such as lattice constant, diode junction, impact ionisation and
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tunnelling photocurrent have been presented. The next chapter will discuss about the device

design and modelling of the structure for vertical cavity enhanced photodetector.
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