No effect of feedback, level of processing or stimulus presentation protocol on perceptual learning when easy and difficult trials are interleaved.
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Abstract

The role of feedback during training is a topic of great theoretical importance in perceptual learning. Feedback can be provided externally by the environment or internally by the observer. In order to evaluate the effectiveness of learning with internal versus external feedback, we performed a large multi-level experiment, varying the type of training task (Motion or Form), the level of processing (Local or Global), the presence of feedback (With or Without) and finally the method of stimulus presentation (Adaptive staircase or Method of constant stimuli). 140 participants were randomly assigned to one of ten groups and undertook 3 days of training in one condition only. Detection thresholds were measured daily before and after training with a pre- and post-assessment. A 75% detection threshold was calculated and used to estimate that day’s training levels (65% and 85% accuracy for difficult and easy trials respectively). The group trained with MOCS were presented with predefined randomly interleaved easy and difficult trials ranging from 50% to 95% stimulus intensity. Our findings indicate that improvement was generally robust across training-tasks, processing levels and feedback conditions. This suggests that internal reinforcement is as effective as external feedback in a discrete-noise-paradigm for local and global tasks when easy and difficult trials are interleaved.
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Introduction

The role of feedback in perceptual learning is a topic of rich theoretical and empirical importance, in understanding the scope and mechanisms of neuroplasticity (Seitz et al., 2006; Shibata et al., 2009; Herzog et al., 2006; Dosher & Lu, 1999; Herzog & Fahle, 1997). Training-induced improvement in perception has been found across all perceptual modalities,
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including sight (Karni & Sagi, 1991), touch (Dinse et al., 2003), taste, smell (Wilson & Stevenson, 2003; Chu et al., 2016) and hearing (Harrison et al., 2005). These improvements can have important benefits in fields including radiography (Kundel et al., 2007), optometry (Sterkin et al., 2018), sports science (Deveau et al., 2014) and education (Kellman, 2013; Ahissar, 2007).

The rate and efficiency of perceptual learning can be improved if external feedback is provided to the observer (Herzog & Fahle, 1997; Garcia et al., 2013; Dobres & Watanabe, 2012; Herzog & Fahle, 1998). Feedback refers to any signal that provides the observer with information about the quality of their behaviour or response towards a target (Dosher & Lu, 2017). Typically in studies of perceptual learning, feedback is provided in forced choice experiments via an auditory or visual cue to inform the observer as to the accuracy of their response. However, perceptual improvements have also been reported in learning experiments in the absence of external feedback (Ball & Sekuler, 1982; Fahle, 2005; Liu et al., 2010; Petrov et al., 2006; Vaina et al., 1998; Shiu & Pashler, 1992). Furthermore, learning does not always occur, even after extensive training with explicit feedback (Cumming et al., 1998). External feedback is therefore neither necessary nor sufficient for learning to occur. Nevertheless, establishing its role in learning is important in understanding the mechanisms of perceptual learning, and in devising efficient and effective training strategies.

Despite this, the role of feedback is typically not of primary interest in perceptual learning studies, so its role is still to a large degree unclear. Only a handful of studies have explicitly manipulated the use of feedback in learning, and these have produced some conflicting and equivocal results regarding the necessity of feedback (Seitz et al., 2006; Liu et al., 2012; Asher et al., 2019; Herzog & Fahle, 1997; Shibata et al., 2009; Liu et al., 2014; Aberg & Herzog, 2012). These studies are difficult to compare, owing to a variety of methodological differences employed, such as the psychophysical methods and corresponding measures of learning; the methods used to deliver feedback; the level of difficulty; and the nature and complexity of the perceptual task.

**Psychophysical procedures**

Multiple psychophysical procedures, and criteria for demonstrating successful learning, have been employed in these studies. Some vary the stimulus level over time so as to ensure a constant level of performance, and track the resulting change in the stimuli needed to maintain this performance level (Petrov et al., 2005, 2006). Other studies keep the stimulus level constant and measure how performance changes over time (Vaina et al., 1995; Herzog & Fahle, 1997), or present a fixed range of stimuli and measure changes in threshold (the stimulus needed to ensure a criterion level of performance) (Liu et al., 2012; Karni & Sagi, 1991; Ahissar & Hochstein, 1997). Typically, the effect of feedback is strongest when provided after each trial. However, providing an indication of the proportion of correct trials at the end of a block can also improve learning, albeit to a lesser extent (Shibata et al., 2009; Aberg & Herzog, 2012). Herzog & Fahle (1997) evaluated the role of feedback, using a vernier acuity task by training six groups of participants around threshold. Learning improved substantially with feedback. There were large individual differences in performance for those who trained without feedback; some showed a small improvement, others did not
improve, got worse or oscillated. This has raised interesting discussions on persistent and transient learning (Aberg & Herzog, 2009; Dosher & Lu, 2017). Learning has also been found in the absence of external feedback (Ball & Sekuler, 1982; Fahle, 2005; Liu et al., 2012; Petrov et al., 2006; Vaina et al., 1998; Shiu & Pashler, 1992), specifically when the task is easy, but not when only difficult trials are presented (Liu et al., 2010). While learning without feedback has been found when easy and difficult trials are interleaved (Fahle & Edelman, 1993; Liu et al., 2012), this is not always the case (Seitz et al., 2006; Asher et al., 2019).

Studies have also varied the stimuli and task used in training. Liu et al. (2012) found perceptual learning without feedback on a task requiring the discrimination of the orientation of a noised-masked target. Seitz et al. (2006) studied the role of feedback using two tasks. In the first, observers reported the direction of motion. Task difficulty was manipulated by varying the contrast of the stimulus, with 10 contrast levels presented. Observers showed significant improvement after one day of training when trial-by-trial feedback was provided, but not when there was no feedback. In the second task, observers reported the orientation of a bar stimulus, and task difficulty was manipulated by the addition of a random dot mask, with 8 levels of signal-to-noise ratio. After 10 days of training, they again found improvement in performance only if feedback was provided. Liu et al. (2012) found perceptual learning without feedback, provided that the training contained the appropriate combination of task difficulty levels. They used a similar task to Seitz et al. (2006), in which observers judged the orientation of a target that was masked by noise. However, rather than presenting fixed levels of signal-to-noise ratio, they used an adaptive staircase technique to maintain the performance level at either 65% or 85% accuracy. They found an improvement in performance at both stimulus levels after training without feedback, but only if both easy (85% accuracy) and difficult (65% accuracy) trials were included in the training.

In a typical perceptual learning experiment, such as those described above, the observer performs a forced-choice discrimination task, and learning is measured as an increase in accuracy. This improvement can be understood as the result of an updating of the weights connecting the encoded stimulus, via a multi-level neural network of visual processing and categorisation (Petrov et al., 2005; Dosher & Lu, 2009). These weights can be updated to reinforce those connections that lead to successful classification, and to diminish those that do not. When external, trial-by-trial feedback is provided, this may be used to guide the learning process. In the absence of external feedback, it has been proposed that easy trials can act to ‘bootstrap’ the more difficult trials (Fahle & Edelman, 1993; Petrov et al., 2005) proposed that, in the absence of external feedback, weights are updated under the assumption that the response is accurate. If performance is sufficiently accurate prior to training, this will result in perceptual learning.

Learning with easy and difficult exemplars

A wealth of perceptual learning studies support the idea that training on easy-to-discriminate trials facilitates learning for difficult trials (Ahissar & Hochstein, 1997; Liu et al., 2010, 2012; Liu & Weinshall, 2000; Garcia et al., 2013). In an orientation discrimination task, Ahissar & Hochstein (2004) manipulated task difficulty by decreasing the stimulus processing time available between the presentation of a target and a distractor, and found that, as difficulty
increased, improvement was slower and specific to the trained orientation. However, in the conditions with increased time between stimuli and distractors, which increased the number of correct responses, learning was quicker and transferred across orientations. Training was also more effective when there was a gradual transition from easy to difficult trials (Ahissar & Hochstein, 2004). Investigating the time course for learning to detect global form in Glass patterns, Garcia et al. (2013) found that, consistent with prior evidence, training on easy tasks facilitated performance on later difficult trials. They also found that performance improvements were greater with those observers trained on difficult tasks, even when those trained with easy tasks received twice as much training (Garcia et al., 2013). Similarly, Liu et al. (2012) found that when training on an orientation discrimination task that was set at a low accuracy (65% correct), learning only occurred when external feedback was provided. In contrast, when high accuracy (85% correct) trials were used, performance improved whether feedback was present or not. When high and low accuracy trials were mixed, performance improved for both of the accuracy levels, for both the feedback and the no-feedback conditions (Liu et al., 2012). In contrast to studies that find improvement after gradually transitioning from easy to difficult trials (Ahissar & Hochstein, 2004; Garcia et al., 2013), difficult and easy trials were randomly interleaved. This suggests that the presence of easy trials may be sufficient to provide internal feedback, and bootstrap more difficult trials.

Talluri et al. (2015) proposed a reweighting model of perceptual learning in which the degree of reweighting is moderated by the confidence in the perceptual decision on each trial. This allows greater reweighting when confidence is higher, and the response thus more likely to be correct. In this model, confidence is quantified as the strength of the output response of the network. Alternatively, it is possible that explicit meta-cognitive signals of perceptual confidence (Mamassian, 2016) are used to guide reweighting. It is known that choice-based decisions may be influenced by internal body states via interoceptive information (Gu & FitzGerald, 2014), which can act as an internal sense of subjective confidence (Herzog & Fahle, 1997; Petrov et al., 2005). A recent fMRI study observed that brain areas typically associated with reward signals from externally generated feedback signals, were also activated when confidence was high (Guggenmos et al., 2016). Confidence based perceptual learning may occur as a result of the brain reinforcing those behaviours that produce states of high confidence, and reducing those that result in low confidence (Guggenmos et al., 2016; Ott et al., 2018). This evidence is in line with computational models that suggest a relationship between learning as a result of decision confidence (Talluri et al., 2015) and increased probabilistic inference (Beijani et al., 2011).

The influence of meta-cognitive confidence signals could potentially explain why learning does not always occur when external feedback is provided. Whereas Liu et al. (2012) used just two stimulus levels during training and found perceptual learning without feedback, Seitz et al. (2006) used multiple levels, and only found learning when feedback was provided. Similarly, Asher et al. (2019) assessed the role of external feedback in a global motion task. Stimuli were presented at multiple levels, using the method of constant stimuli, and learning only occurred when feedback was provided. Although the overall performance level of 75% was the same as that of Liu et al. (2012), one key difference is that Asher...
et al. (2019) presented stimuli at 7 levels, while Liu et al. (2012) used just two. This difference may be important since confidence ratings are only accurate when stimulus levels are easily distinguishable. When presented with multiple stimulus levels, observers tend to be overconfident in difficult trials, and underconfident in easy trials (Zylberberg et al., 2014). This predicted inaccuracy in confidence judgements would reduce the efficiency of learning, if it is taken into account during reweighting (Talluri et al., 2015). This would then account for the robust learning found when only two stimulus levels were presented during training (Liu et al., 2012), and the lack of learning found with the multiple stimulus levels used in the method of constant stimuli (Seitz et al., 2006; Asher et al., 2019).

Level of processing

Another important consideration when understanding the role of feedback in perceptual learning is the nature of the task and level of processing required. Visual processing is understood to be functionally specialised, hierarchically organised and connected by feedforward, feedback and lateral connections between areas (Zeki, 2003; Newsome et al., 1989; Maunsell et al., 1990; Britten et al., 1993; Rudolph & Pasternak, 1999; Felleman & Van Essen, 1991; Lennie, 1998; Livingstone & Hubel, 1988; Callaway, 2004). The receptive fields of neurons become more functionally specific the higher up the hierarchy they are (Zeki, 1978), and their size and function differ based on their location and specialisation. For example, the receptive fields in the lowest cortical areas, V1 and V2, represent simple visual dimensions, such as the position, orientation and scale of local image features (Zeki, 2003; Lennie, 1998; Gilbert et al., 2001), over a small area of the visual field (Furlan & Smith, 2016; Lamme, 2003; Simoncelli & Heeger, 1998). By contrast, receptive fields in higher cortical areas such as V3, V4 and V5, are much larger, and pool the incoming sensory information from lower level receptive fields (Burr & Thompson, 2011; Gilbert et al., 2001) across features such as space, time, speed, direction of motion and spatial frequency (Burr & Thompson, 2011; Gilbert et al., 2001; Felleman & Van Essen, 1987; Furlan & Smith, 2016; Hubel & Wiesel, 1965; Mikami et al., 1986; Movshon et al., 1978; Sillito et al., 2006; Zeki, 1974).

Local and global tasks have been developed in order to selectively assess these levels of processing (Newsome et al., 1989; Braddick, 1993; Gilbert et al., 2001; Bex & Dakin, 2002; Ostwald et al., 2008; Amano et al., 2009; Burr & Thompson, 2011; Nishida, 2011). It should be noted that formal definitions of tasks for “local” and “global” processing do not exist, and the distinction between the two is not always clear cut, and therefore we propose these working definitions of local and global processing tasks. A local processing task is comprised of a signal that is congruent across all dimensions, and could, in principle, be performed using a single feature of the stimulus. In contrast, the stimulus elements in a global processing task is comprised of a signal that is incongruent (e.g. noisy) across its dimensions (i.e. spatial and/or temporal). In this situation the task could not be reliably performed using a single feature of the stimulus (see figure 1). Neural responses to a local task will be highly congruent across stimulus elements, a global task will have lower congruency (e.g. containing noise) of stimulus elements across spatial locations.
Figure 1: Typical motion tasks, where a number of dots (white) are presented on screen, observers are required to integrate the signal across all spatial locations and determine the general direction (left/right) of motion (arrows indicate the trajectory). (a) A local processing motion task comprised of up-leftward motion from the vertical mid-point. All the stimulus elements move coherently across spatial locations. (b) When only supplying one (randomised) dot direction discrimination is not impeded. (c) A global processing motion task, comprised of a signal (congruently moving elements) and noise (incongruently moving elements). An observer will need to integrate the conflicting signal across the spatial location (i.e. direction of motion). (d i-iv) Making a direction judgement from one randomised dot would not lead to reliable performance.
Stimuli choices for this set of experiments

In order for all of our experimental conditions to be as similar to each other as possible, we considered the motion and form tasks widely used in the literature. There is general consensus in what defines a motion task; i.e., elements moving in the same direction or varied directions. Global motion is typically assessed using random dot kinematograms (RDK) that implement one of two common strategies to create incoherent motion. The first strategy creates incoherent motion by initially setting the direction of motion of each individual dot as the signal direction. This is then perturbed by an additional noise direction, for example sampled from a Gaussian distribution of directions (Newsome et al., 1989). In this case, each dot carries both the signal and the noise. The signal direction is defined as the mean direction across the whole population of dots. Difficulty is increased by manipulating the standard deviation of the distribution of directions presented (Tibber et al., 2014). This type of task is often referred to as an equivalent-noise paradigm (Mansouri & Hess, 2006; Dakin et al., 2005; Tibber et al., 2014) and operates as a “population-vector-average” which determines a weighted average of the strength of the neural responses (Dakin et al., 2005).

In a second variant, dots are randomly segmented into signal and noise categories. All signal dots move in the same direction, and the noise dots move in random directions. The observer’s task is to determine the signal direction (Scase et al., 1996). A further complexity in this case is that, in addition to the integration of signal dots across the stimulus, these need also to be segmented from the noise dots (Braddick, 1993). Difficulty is increased by reducing the ratio of signal-to-noise dots and operates using a “winner-take-all” strategy, which identifies which directionally-tuned channel is the most active (Dakin et al., 2005).

We define a comparable working definition for this as discrete-noise paradigm.

However, for shape, the definition is more complex. Tasks have been developed to understand how local orientation signals make a global percept of a shape or structure (Badcock et al., 2013; Chung & Khuu, 2014). In these tasks, a local signal is defined by orientation, either of small, oriented targets (Braddick et al., 2000), or by pairs of dots (diapoles) to generate a global structure (Ostwald et al., 2008). Glass patterns (Glass, 1969), for example, use random dots to generate a global form pattern (i.e. concentric, radial, hyperbolic etc) (Wilson & Wilkinson, 1998). Global form tasks may be complicated further if the signal is defined by a pattern in which the direction of motion or orientation is not the same in all parts of the stimulus (Graziano et al., 1994; Braddick et al., 2000). By varying this direction across the stimulus, the signal might for example define a spiral, or a diverging or converging motion pattern.

In order to create a directly comparable stimulus across tasks and processing levels, that also avoids the complexities of equivalent noise paradigms and shape patterns, we selected a discrete-noise paradigm that defines the ratio of signal to noise. Since our local task contains 100% signal we manipulate difficulty by reducing discriminability to chance performance (left/right decision).

The distinction between local and global tasks has been considered in the context of perceptual learning. Ahissar & Hochstein (2004) noted that, since the global stages of processing integrate over space and scale, they tend to have broader tuning properties. As such, any learning associated with the global stage of processing is predicted to transfer more
broadly to stimuli with different characteristics. Asher et al. (2019) showed that learning for global motion exhibits the spatial frequency tuning of the global stage of processing. Levi et al. (2015) showed transfer of learning from a global motion task to other, unrelated tasks including contrast sensitivity, and Huxlin et al. (2009) showed perceptual relearning following training with global motion stimuli in cases of cortical blindness. Despite the potential for greater generalisation of learning when trained on global tasks, there is also evidence that greater plasticity exists in the early, local stages. Watanabe et al. (2002) found greater perceptual learning as a result of passive viewing for local than for global tasks. This reduced plasticity for global motion stages may reflect the greater complexity of processing, requiring the integration and segmentation of information, and therefore the more indirect link between the encoded visual stimulus and the decision making stage.

Summary

There are conflicting results from studies that report on perceptual learning when easy and difficult trials are interleaved without trial feedback (Liu et al., 2012) and those that do not (Asher et al., 2019; Seitz et al., 2006). However, owing to the variation in the methods it is difficult to directly compare the findings of these studies. In order to disentangle the conflicting results, we considered a number of factors that may account for the differences in the findings; including (i) the level of processing (local/global) and the type of task (motion/form), (ii) the provision of trial-by-trial feedback and (iii) the method of presentation of the stimuli (e.g. adaptive staircase or MOCS), and designed tasks to be as similar as possible.

Aims

The aim of the current study was to assess two factors which affect the ability of the visual system to learn in the absence of external feedback. The first factor is the distinction between local and global processing stages. Given the greater plasticity of local processing stages (Watanabe et al., 2002), we predict that external feedback will be more critical for perceptual learning for global than for local tasks.

The second factor is the nature of the psychophysical procedure used during training. While some studies have used just one or two stimuli during the training stage (e.g. Liu et al. (2012)), others have presented many levels, for example when using the method of constant stimuli (Asher et al., 2019; Seitz et al., 2006). While this might seem a minor methodological detail, it may have important implications for accurate meta-cognitive confidence judgements (Zylberberg et al., 2014), and thus the ability to update network weights appropriately on the basis of accurate responses (Talluri et al., 2015). These factors may be responsible for the inconsistent results found in previous studies (Seitz et al., 2006; Liu et al., 2012; Asher et al., 2019).

We performed three experiments to address these two questions. In the first experiment, we assessed the importance of feedback in perceptual learning for local and global form tasks, following training using a combination of easy and difficult trials. In the second experiment, this was repeated for local and global motion tasks. In our third experiment, we assessed perceptual learning for the same global motion task, but used the method of constant stimuli.
to present the training trials. We predicted that perceptual learning would be successful in all cases when external feedback was provided. When no feedback was provided, we expected learning to be reduced or absent (i) for global compared with local tasks, and (ii) when training used the method of constant stimuli.

General Methods

Participants

140 observers from the University of Essex participated in the study, in one of ten conditions, resulting in a total of 14 observers in each condition. All observers had normal or corrected-to-normal vision and were paid for their participation or received course credit. The procedures were approved by the University of Essex University Ethics Committee (JA1609). All observers gave informed written consent.

Apparatus

Stimuli were presented on a 27” iMac with a display resolution of 2560x1440 pixels and 60 Hz refresh rate. Stimuli were generated and presented with Matlab 2015a, using the Psychophysics Toolbox extensions [Brainard, 1997; Kleiner et al., 2007; Pelli, 1997] on a 2.7 Ghz IMac running OSX 10.9.5. Stimuli were viewed from a distance of 500 mm, and one pixel subtended 1.6’(arcminutes).

General Stimuli and Procedural information

Stimuli were 4.8’ × 4.8’ square white dots displayed within a black 7.95 ° × 7.95° square region in the centre of a black screen. For the motion conditions, there were 225 white dots and for the form tasks there were 225 white dot pairs (450 dots). Half of the observers were provided with trial-by-trial feedback during the training blocks. When feedback was present, this was provided as an immediate auditory beep after each trial, a high pitched tone for a correct response (2000Hz for 100ms), and a low pitched tone for an incorrect response (200 Hz for 400 ms). No feedback was provided for any group during the pre- and post-assessment phases.

The general procedure for all conditions was identical. Observers were trained for three consecutive days on one condition only, either with or without feedback. Each observer completed daily baseline measures before and after training for the same task, without feedback (see Figure 2). All observers were briefed orally, read written instructions on the task and finally completed a short demonstration. All testing was performed in a dark room and observers were regularly prompted to check their distance from the screen with a measured piece of string that was affixed to the monitor. A 30 second break was provided before and after the training block, and 10 second breaks were provided in between each of the 12 training blocks, although observers were advised that they could take longer breaks if required.

Each day of data collection consisted of (1) one block of trials to estimate the threshold followed by (2) 12 blocks of training trials and finally (3) one block of trials to estimate the threshold after training.
Figure 2: Psychophysical design and procedure. Larger examples of the stimuli appear later in the text. 140 observers were randomly assigned to one of ten groups and undertook three days of training in one condition only. All observers undertook a daily pre- and post-assessment. The baseline assessments were presented using MOCS at 7 predefined stimulus intensities. A 75% detection threshold was calculated and used to estimate that day’s training levels (65% and 85% accuracy for difficult and easy trials respectively). The group trained with MOCS were presented predefined randomly interleaved easy and difficult trials ranging from 50% to 95% stimulus intensity. There were 12 training blocks with 80 trials each. Feedback was presented only during the training phase, and only to observers in a feedback-present group.
Experiment 1 - Local and Global Form

The individual dots in each pair were separated by 9.6’ (see Figure 3 (a)). Form was defined by manipulating the direction from one dot to the other. In the local task, each dot pair had the same orientation. In the global task, a subset of signal dot pairs had the same orientation, while the remaining noise dot pairs were oriented randomly. So that dot pairs did not overlap, dots were rendered on an invisible grid at the centre of the screen. Each of the square regions was 0.53 × 0.53 ° and contained a single randomly positioned dot pair. Each stimulus was presented for 1 second, and the observers’ two alternative forced choice task was to indicate whether the orientation of the stimulus was rotated clockwise or anti-clockwise relative to vertical. The next trial did not begin until a response was made. A fixation cross was then presented in the centre of the screen for 500 ms, followed by the next trial after a further 500ms pause.

In the pre- and post-training blocks, stimuli were presented using the method of constant stimuli (MOCS), and observers responded by pressing the left or right arrow on the keyboard to indicate the orientation of the stimulus. The order of trials was randomised, and contained 30 repetitions for each of nine stimulus levels (270 trials per block). Testing was performed before and after training each day. For the local task, dots were either oriented on the vertical (0°), or tilted at one of the following angles: ± 5°, 2.5°, 1.25°, 0.625°. For the global task, dot pairs were randomly designated as signal or noise. The number of signal dot pairs for each trial was randomly selected from the predefined levels (5, 10, 15, 37, 60, 75, 100, 125, 150 pairs). The remaining dot pairs were then designated as noise pairs for that trial. All signal dot pairs were orientated either to left or right of vertical at ± 20° for each trial. Each noise dot pair was randomly oriented between 0-360°. Example stimuli are shown in Figure 3 (b). No feedback as to the accuracy of responses was provided in the pre- and post-training blocks in any of the conditions.

Following the pre-training block, a cumulative Gaussian curve was fit to each observer’s responses each day using the Palamedes toolbox (Prins & Kingdom, 2009) in order to determine 65% and 85% correct discrimination thresholds, which defined the difficult and easy trials respectively for the training blocks (Liu et al., 2012).

The training task used the same stimuli as the pre- and post conditions, however stimuli were presented at one of two levels, 65% and 85% accuracy, as determined at the levels described above. A QUEST procedure was used to maintain the stimuli at the appropriate performance level throughout the block (Watson & Pelli, 1983). Trials from the easy and difficult staircases were interleaved. At the start of each new block, thresholds returned to the original level determined for that day during the pre-training block. Training consisted of 12 blocks with 40 trials for each level, with a total of 80 trials within each block (960 trials per day). For half of the observers in each of the local and global conditions, trial-by-trial feedback was provided during the training blocks, as described above.

Experiment 2 - Local and Global Motion

For the motion condition, stimuli were presented for 750ms and moved a distance of 3.2’ in each frame. In the pre- and post-training blocks, for the local task, all the dots moved upwards in the same direction at one of 9 angles either oriented on the vertical (0°), or tilted
Figure 3: (a) Local Form stimuli in which all dots are oriented leftwards at 1.25° from the vertical. (b): Global form stimuli in which signal dot pairs are indicated in yellow (oriented 20° towards the right), and the remaining noise dot pairs are randomly oriented. Stimuli for the motion tasks where arrows indicate the trajectory of motion. (c) Local motion stimuli where all dots are moving upwards and are oriented leftwards at 5° from the vertical. (d) Global motion stimuli where signal dots move rightwards and noise dots move in random directions. Stimuli have been simplified (by reducing the number and increasing the size of dots) for illustration purposes.
at one of the following angles: ± 1.25°, 3.5°, 7.5°, 12.5°. Observers were required to indicate whether the dots were moving left or right from the vertical (see Figure 3 (c)). For the global task, dots were randomly designated as signal or noise. Signal dots moved to the left or right of vertical at an angle of ± 20°. Noise dots moved in a random direction uniformly selected from 0-360°. Each dot maintained the same trajectory, but had a limited lifetime of 4 frames. The next trial only began after a response was made, preceded by a fixation cross for 500 ms, and a further 500ms pause. The task was to identify the direction (either left or right of vertical) of coherent motion provided by the signal dots (see Figure 3 (d)).

As in the form task, test stimuli were presented before and after training, using MOCS and responses were made using the left or right arrow on the keyboard, also containing a randomised order of trials with 30 repetitions (270 trials). A cumulative Gaussian curve was fit to responses from the daily pre-assessment each day to determine a 65% and 85% correct discrimination threshold for use in the training blocks. The training task was conducted using the same QUEST methods outlined in the form task.

**Experiment 3 - Global Motion using MOCS training**

For Experiment 3, pre- and post-assessments were identical to those used for experiment 2. However, to evaluate any training differences between methods of presentation (staircase or MOCS) these groups where trained using predefined randomly interleaved motion coherence levels. Training levels were identified by fitting a psychometric curve on the post-assessment results from the observers in the global motion condition from Experiment 2 to establish the mean number of dots required to achieve a percentage of correct responses ranging from 50% to 95% correct in increments of 5%. Coherence was defined at 8 levels (27, 28, 49, 78, 106, 135, 163, 210) which designated the number of signal dots present for that trial. Trials were presented randomly using MOCS for 10 repetitions at each signal level. Training consisted of 12 blocks with a total of 80 trials within each block, and 960 training trials daily.

**Results**

Observers completed a pre- and post-training session on each of the three days of training, which have been modelled as sessions 1-6. The daily pre- and post-assessments for the local tasks were evaluated in terms of the number of right-click responses (left vs rightward oriented) and the change over the six sessions. For the global tasks we evaluated the proportion of correct responses and the change over the six sessions. Test data were modelled using a generalised mixed effects model (detailed below) and a threshold estimate at 75% accuracy was calculated for comparison. When comparing session 1 performance across feedback groups, it is important to remember that the test-phase was identical for all groups. Thus any performance differences between feedback groups reflect random variation amongst observers.

Training was delivered using a staircase method where stimulus intensity was set to obtain an accuracy rate of 65% (difficult) and 85% (easy). In order to compare the training
Table 1: Critical $t$ values for the JZS Bayes Factor Values (Rouder et al., 2009, p.232)

<table>
<thead>
<tr>
<th>$N$</th>
<th>10</th>
<th>3</th>
<th>1/3</th>
<th>1/10</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.40</td>
<td>3.15</td>
<td>4.97</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.89</td>
<td>2.73</td>
<td>3.60</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.20</td>
<td>2.64</td>
<td>3.26</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.51</td>
<td>2.68</td>
<td>3.17</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.69</td>
<td>1.72</td>
<td>2.76</td>
<td>3.20</td>
</tr>
<tr>
<td>200</td>
<td>1.08</td>
<td>1.90</td>
<td>2.86</td>
<td>3.27</td>
</tr>
<tr>
<td>500</td>
<td>1.44</td>
<td>2.12</td>
<td>2.99</td>
<td>3.38</td>
</tr>
</tbody>
</table>

and test data, we calculated the 75\% threshold for the training results (midpoint between 65\% and 85\%).

Finally, to determine the strength of evidence for our results, we computed a Scaled JZS Bayes Factor using a one sample Bayesian t-test with the default standardised effect size $\delta$ for the Bayes factor t-test (Cauchy: 0, 0.707). The $BF_{10}$ was calculated for each interaction (see Table 1 for the critical values for $t$) using the calculator for t-tests located at hich uses version 0.9.8 of the BayesFactor package (R version 3.3.2 (2016-10-31)) on i386-redhat-linux-gnu) (Rouder et al., 2009).

Experiment 1 - Local and Global Form

Local Form

For local orientation training data the daily performance average was calculated for each feedback group, showing the average degree of tilt (right or left) from the vertical required to achieve an accuracy of 65\% and 85\%, during training.

For the local orientation pre- and post-assessment we modelled the proportion of rightward responses as a function of stimulus orientation using a general linear mixed effects model (GLMM) using MATLAB (maximum likelihood model) with a probit link function. Groups were modelled independently. Model comparisons were undertaken for a restricted model (containing only the fixed effects of session and stimulus intensity) and a full model which also included random intercepts, and slopes for session, defined across observers. A likelihood ratio test (LRT) indicated that in both cases the full model was a significantly better fit than the restricted model (feedback group $\chi^2(3) = 121.6, p < 0.001$, and the no-feedback group $\chi^2(3) = 74.8, p < 0.001$). The model comparison is reported in Table 2 (a & b).

There was a significant improvement in performance as a result of training for the feedback group $\beta = 0.01988; t(752) = 5.9717; p < 0.001$, and the Bayes Factor value (BF) showed strong support for the alternative hypothesis, that there was an increase in the slope of the function, (indicative of learning). The analysis for the no-feedback group also showed significant improvement in performance $\beta = 0.015686; t(752) = 3.852; p < 0.001$, with BF strongly in favour of the alternative hypothesis (an increase in the slope of the
Table 2: Model comparison for local orientation discrimination where \( N = 14 \) for each condition (feedback and no-feedback)

(a) Feedback group (df=752)  

<table>
<thead>
<tr>
<th>Fixed Effects</th>
<th>Restricted Model</th>
<th>Full Model</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta ) Lower CI Upper CI pVal</td>
<td>( \beta ) Lower CI Upper CI pVal</td>
<td>tStat BF model</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.0740 0.0185 0.1295 0.009</td>
<td>0.0830 -0.0227 0.2187 0.290</td>
<td></td>
</tr>
<tr>
<td>Session</td>
<td>-0.0021 -0.0167 0.0125 0.780</td>
<td>-0.0025 -0.0224 0.0174 0.804</td>
<td></td>
</tr>
<tr>
<td>Stimulus</td>
<td>0.1599 0.1249 0.1769 &lt; .001†</td>
<td>0.1567 0.1335 0.1799 &lt; .001†</td>
<td></td>
</tr>
<tr>
<td>Session × Stimulus</td>
<td>0.0208 0.0134 0.0281 &lt; .001†</td>
<td>0.0199 0.0133 0.0264 &lt; .001†</td>
<td></td>
</tr>
</tbody>
</table>

Random Effects:  
- Intercept: NA 0.2408  
- Session: NA 0.0287  
- Error: 0.1212 0.1063  
- AIC: 643.43 527.88

(b) No-Feedback group (df=752)  

<table>
<thead>
<tr>
<th>Fixed Effects</th>
<th>Restricted Model</th>
<th>Full Model</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta ) Lower CI Upper CI pVal</td>
<td>( \beta ) Lower CI Upper CI pVal</td>
<td>tStat BF model</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.0168 -0.0371 0.0707 0.541</td>
<td>0.0184 -0.0741 0.1109 0.696</td>
<td></td>
</tr>
<tr>
<td>Session</td>
<td>-0.0056 -0.0197 0.0084 0.433</td>
<td>-0.0066 -0.0278 0.0146 0.543</td>
<td></td>
</tr>
<tr>
<td>Stimulus</td>
<td>0.2507 0.2190 0.2824 &lt; .001†</td>
<td>0.2512 0.2222 0.2801 &lt; .001†</td>
<td></td>
</tr>
<tr>
<td>Session × Stimulus</td>
<td>0.0153 0.0065 0.0240 0.001</td>
<td>0.0157 0.0077 0.0237 &lt; .001†</td>
<td></td>
</tr>
</tbody>
</table>

Random Effects:  
- Intercept: NA 0.1498  
- Session: NA 0.0321  
- Error: 0.1095 0.0998  
- AIC: 720.76 651.92

(c) Three way GLMM (df=1504)  

<table>
<thead>
<tr>
<th>Fixed Effects</th>
<th>Restricted Model</th>
<th>Full Model</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta ) SE tStat pVal</td>
<td>( \beta ) Lower CI Upper CI</td>
<td>tStat BF model</td>
</tr>
<tr>
<td>Intercept - Group 0</td>
<td>-0.0326 0.1301 -0.2510 0.802</td>
<td>-0.2877 0.222</td>
<td></td>
</tr>
<tr>
<td>Intercept change - group 1</td>
<td>-0.0252 0.045 -0.5597 0.578</td>
<td>-0.1134 0.0631</td>
<td></td>
</tr>
<tr>
<td>Session</td>
<td>0.0588 0.0842 0.6985 0.485</td>
<td>-0.1054 0.223</td>
<td></td>
</tr>
<tr>
<td>Stimulus</td>
<td>0.5334 0.0836 9.1554 &lt; .001*</td>
<td>0.2777 0.429</td>
<td></td>
</tr>
<tr>
<td>Group × Session</td>
<td>0.0099 0.0282 0.3522 0.7248</td>
<td>-0.0454 0.0553</td>
<td></td>
</tr>
<tr>
<td>Group × Stimulus</td>
<td>0.0157 0.0190 0.8278 0.480</td>
<td>-0.0215 0.0529</td>
<td></td>
</tr>
<tr>
<td>Session × Stimulus</td>
<td>-0.1042 0.0228 -4.6165 &lt; .001*</td>
<td>-0.149 -0.0599</td>
<td></td>
</tr>
<tr>
<td>Group × Session × Stimulus</td>
<td>0.0125 0.0112 1.1167 0.2643</td>
<td>-0.099 0.0343</td>
<td></td>
</tr>
</tbody>
</table>

Bayes Factors (BF) along with their t-statistic are reported in the final column. A thresholds reflects the point of intersection between the slope and stimulus intensity, where Group-by-Stimulus is the interaction between the feedback and no-feedback groups on Day 1. Session-by-Stimulus is the change in slope across time collapsed across groups. Finally, the three-way interaction Group-by-Session-by-Stimulus is the between group interaction in the change in slope across time. BF are reported for each interaction function). Finally a three-way analysis, with additional fixed effects of group, group-by-stimulus, group-by-session and group-by-stimulus-by-session was used to determine if the rate of learning differed between the feedback and no-feedback groups. The fixed effects are reported in full in Table 2(c). There were no significant differences between the two groups, with the BF favouring the null for all between groups comparisons (no significant difference between groups).

Global Form (Orientation)  

For the global orientation training data a daily performance average was calculated for each feedback group, showing the average number of signal dot-pairs (out of 225) required to correctly identify the direction of orientation (left or right) at performance accuracy of 65% and 85% correct. For the global orientation pre- and post-assessment, we modelled the proportion of correct responses as a function of stimulus coherence (number of signal dot pairs), using a
Figure 4: Estimated 75% test and training thresholds for local form (a & b) feedback group and (d & e) no-feedback group. Threshold is the degree of tilt required (from the vertical at 0°) in order to make a correct left vs right orientation decision. Error for plots (a & d) are 95% bootstrap confidence intervals. Error for (b & e) is ± standard error of the mean. Plot (c) shows the percentage of change across the 6 testing sessions.
Figure 5: Estimated 75% test and training thresholds for global form (a & b) feedback group and (d & e) no-feedback group. Threshold number of coherent dot pairs (out of 225) required to make a correct left vs right orientation decision. Error for plots (a & d) are 95% bootstrap confidence intervals. Error for (b & e) is ± standard error of the mean. Plot (c) shows the percentage of change across the 6 testing sessions.
Table 3: Model comparison for global orientation discrimination where \( N = 14 \) for each condition (feedback and no-feedback)

### (a) Feedback group (\( df=752 \))

<table>
<thead>
<tr>
<th>Fixed Effects</th>
<th>Restricted Model</th>
<th>Full Model</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>( \beta )</td>
<td>Lower CI</td>
<td>Upper CI</td>
</tr>
<tr>
<td></td>
<td>-1.1282</td>
<td>-1.2788</td>
<td>-0.9775</td>
</tr>
<tr>
<td>Session</td>
<td>0.0190</td>
<td>0.0197</td>
<td>0.0577</td>
</tr>
<tr>
<td>Stimulus</td>
<td>0.0132</td>
<td>0.0112</td>
<td>0.0152</td>
</tr>
<tr>
<td>Session × Stimulus</td>
<td>0.0010</td>
<td>0.0005</td>
<td>0.0016</td>
</tr>
<tr>
<td>Random Effects:</td>
<td>Intercept</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>0.1345</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AIC</td>
<td>1271.50</td>
<td></td>
</tr>
</tbody>
</table>

### (b) No-Feedback group (\( df=752 \))

<table>
<thead>
<tr>
<th>Fixed Effects</th>
<th>Restricted Model</th>
<th>Full Model</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>( \beta )</td>
<td>Lower CI</td>
<td>Upper CI</td>
</tr>
<tr>
<td></td>
<td>-0.9956</td>
<td>-1.1687</td>
<td>-0.8225</td>
</tr>
<tr>
<td>Session</td>
<td>0.0028</td>
<td>-0.0420</td>
<td>0.0476</td>
</tr>
<tr>
<td>Stimulus</td>
<td>0.0121</td>
<td>0.0100</td>
<td>0.0145</td>
</tr>
<tr>
<td>Session × Stimulus</td>
<td>0.0008</td>
<td>0.0002</td>
<td>0.0014</td>
</tr>
<tr>
<td>Random Effects:</td>
<td>Intercept</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>0.1890</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AIC</td>
<td>1455.70</td>
<td></td>
</tr>
</tbody>
</table>

### (c) Three way GLMM (\( df=1504 \))

<table>
<thead>
<tr>
<th>Fixed Effects</th>
<th>Intercept group 0</th>
<th>Intercept group 1</th>
<th>Session</th>
<th>Stimulus</th>
<th>Group × Session</th>
<th>Group × Stimulus</th>
<th>Session × Stimulus</th>
<th>Grp × Sesh × Stim</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>-1.1602</td>
<td>-0.0217</td>
<td>0.0121</td>
<td>0.0140</td>
<td>0.0099</td>
<td>-0.0003</td>
<td>0.0007</td>
<td>0.0004</td>
</tr>
<tr>
<td>SE</td>
<td>0.1166</td>
<td>0.1654</td>
<td>0.0183</td>
<td>0.0009</td>
<td>0.0262</td>
<td>0.0014</td>
<td>0.0003</td>
<td>0.0004</td>
</tr>
<tr>
<td>( t ) Stat</td>
<td>-9.5005</td>
<td>-1.3099</td>
<td>0.6626</td>
<td>14.828</td>
<td>0.3774</td>
<td>-2.0889</td>
<td>2.6695</td>
<td>0.95188</td>
</tr>
<tr>
<td>Lower CI</td>
<td>-1.3889</td>
<td>-0.34606</td>
<td>0.9077</td>
<td>0.012147</td>
<td>0.7509</td>
<td>-0.2089</td>
<td>0.00077</td>
<td>0.0004</td>
</tr>
<tr>
<td>Upper CI</td>
<td>-9.9315</td>
<td>0.30273</td>
<td>0.047562</td>
<td>0.015851</td>
<td>0.06191</td>
<td>0.8346</td>
<td>0.000377</td>
<td>0.001073</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>32.04</td>
</tr>
<tr>
<td>33.6</td>
</tr>
<tr>
<td>1.91</td>
</tr>
<tr>
<td>21.9</td>
</tr>
</tbody>
</table>

**Table notes:** * indicates significant \( p \)-value and † performance increases significantly with increasing stimulus intensity. CI shows the 95% confidence intervals and AIC is the Akaike Information Criterion that was used in the model comparison. Plots (a) and (b) - Model comparison for the GLMM where, the intercept represents the deviation from expected performance on Day 1 (where zero stimulus intensity is at chance performance). session indicates the change in intercept over the six sessions. The Session-by-Stimulus interaction shows the change in the slope of the function across time. A significant positive change indicates evidence of learning. Bayes Factors (BF) along with their \( t \)-statistic are reported in the final column. Bayes Factor above 10 indicate strong support for the model either the Null or Alternative (Alt) which is listed in the model column. Plot (c) - Fixed effects from the three-way GLMM to evaluate group differences. The no-feedback is coded as 0 (reference group) and the feedback groups as 1. A thresholds reflects the point of intersection between the slope and stimulus intensity, where Group-by-Stimulus is the interaction between the feedback and no-feedback groups on Day 1. Session-by-Stimulus is the change in slope across time collapsed across groups. Finally, the three-way interaction Group-by-Session-by-Stimulus is the between group interaction in the change in slope across time. BF are reported for each interaction.
general linear mixed effects model using MATLAB (maximum likelihood model) with a probit link function. The feedback and no-feedback groups were modelled independently. Model comparisons were undertaken for a restricted model (containing only the fixed effects of session and stimulus intensity) and a full model which also included random intercepts and slopes defined across observers. A likelihood ratio test indicated that for both groups the full model was a significantly better fit than the restricted model (feedback group $\chi^2(1) = 59.6, p < 0.001$, and no-feedback group $\chi^2(1) = 77.6, p < 0.001$). The model comparison is reported in Table 3 (a & b). There was a significant improvement in performance for both the feedback group ($\beta = 0.0001; t(752) = −12.582; p < 0.001$), and the no-feedback group ($\beta = 0.00006; t(752) = 2.58; p = 0.009$). While BF favoured the alternative hypothesis (an increase in the slope of the function) for both groups, the evidence was strong for the group with feedback, but weak for the no feedback group. These results are plotted in figure 5 (a & d) for feedback and no-feedback groups respectively. Figure 5 (b & e) shows the training thresholds in addition to the initial pre-test threshold, and the final post-test threshold for comparison. Figure 4 (c) shows the percentage of change across the 6 testing sessions. Finally a three-way analysis with additional fixed effects of group, group-by-stimulus, group-by-session and group-by-stimulus-by-session was used to determine if the rate of learning differed between the feedback and no-feedback groups. No significant differences between the two groups were found and BF strongly supported the null hypothesis (no difference in learning between groups). BF and the full GLMM can be seen in Table 3 (c).

Estimated 75% thresholds and standard errors were calculated using the same bootstrap method reported previously and are plotted in figure 6 (a & d) for feedback and no-feedback groups respectively, and see figure 8 (a & b) for the psychometric fits to the observer data. As in the local task, these results show an improvement in global orientation discrimination thresholds as a result of training, and that while both groups showed evidence of learning, evidence was stronger for the feedback group.

Experiment 2 - Local and Global Motion

Local Motion

For the local motion training data the daily performance average was calculated for each feedback group, showing the direction signal that was required to achieve an accuracy of 65% and 85% in the detection (left or rightwards) for coherent motion based on the deviation from the vertical (upwards).

While one observer in the feedback condition did not finish all three days, the data they did provide were included in the analysis. The model comparison indicated that a mixed effects model was not required, and the best fit contained only the fixed effects of session and stimulus intensity (see Table 4 (a & b)). The LRT indicated that in both cases the full model was not a better fit than the restricted model (feedback group $\chi^2(1) < 0.001, p = 0.999$, and the no-feedback group $\chi^2(1) = 2.5, p = 0.110$).

There was a significant improvement in performance (the proportion of right-key responses as a function of stimulus direction) for the no-feedback group ($\beta = 0.01344; t(752) = 3.492; p < 0.001$) and the BF strongly favoured the alternative hypothesis (a difference in
the rate of learning across the sessions). However, for the feedback group there was no evidence of a change in the slope across sessions ($\beta = -0.00173; t(698) = -0.463; p = 0.644$), and BF strongly favoured the null hypothesis (see Table 4 (a & b)). Finally there was a significant three-way interaction (see Table 4 (c)) between groups ($\beta = -0.01497; t(1450) = -2.810; p = 0.005$) indicating that learning (an increase in the slope of the function) differed significantly between groups. The BF showed anecdotal support for $H_1$ (a difference in learning between feedback groups). Estimated 75% thresholds and confidence intervals were calculated using the same bootstrap method reported previously and are plotted in figure 6 (a & d) for feedback and no-feedback groups respectively and see figure 6 (d & e) for the psychometric fits to the observer data.

When interpreting the difference in learning rate between the two groups, the first point to note is that the experience for all observers in the first test session was identical (see Day 1 (pre) in figure 6 (a & d)). Therefore, the difference in performance between the groups represents natural variation in performance on the task. However, in order to investigate the possibility that the difference in the initial threshold influenced the learning rate, we report here the three-way interaction between group (feedback or no feedback), session, and stimulus level, reflecting the significant negative slope for the no-feedback group (showing perceptual learning) but not for the feedback group (in Table 4 (c)). Initial performance was lower for the feedback group (Group 1) compared to the no-feedback group (Group 0), (see Group × Stimulus $\beta = 0.0457; t(1450) = 2.2671; p = 0.0235$). The analysis indicates that there was a significant difference in the rate of improvement between the two groups. Figure 6 (b & e) shows the training thresholds in addition to the initial pre-test threshold, and the final post-test threshold for comparison and figure 6 (c) shows the percentage of change across the 6 testing sessions.

Global Motion

For the global motion training data a daily performance average was calculated for each feedback group, showing the average number of signal dots (out of 225) required to correctly identify the direction of motion (left or right) at performance accuracy of 65% and 85% correct.

For the global motion pre- and post-assessment we modelled the proportion of correct responses as a function of stimulus intensity (number of coherent dot pairs), using a general linear mixed effects model using Matlab (maximum likelihood model) with a probit link function, however this model was unable to converge. The most likely explanation is because performance even at highest stimulus intensity did not reach the upper asymptote, an underlying assumption of the GLMM (Swanson & Birch 1992). While stimulus levels for all experiments were established through pilot testing the levels, this level of performance was not matched in the global motion experiment. To accommodate the response data we used a nonlinear generalised mixed effects model (NLME) with a probit linking function. Asymptotic performance was included as a free parameter to model the variability in responses. The NLME does not provide a simple measure of significance, and accompanying Bayes Factor, for assessment of the contribution of each parameter. We thus interpret this from the 95% confidence intervals. In order to calculate these we undertook a parametric
Figure 6: Estimated 75% test and training thresholds for local motion (a & b) feedback group and (d & e) no-feedback group. Threshold is the degree of tilt required (from the vertical at 0°) in order to make a correct left vs right motion direction discrimination. Error for plots (a & d) are 95% bootstrap confidence intervals. Error for (b & e) is ± standard error of the mean. Plot (c) shows the percentage of change across the 6 testing sessions.
Table 4: Model comparison for local motion discrimination where \( N = 13 \) in the Feedback group and \( N = 14 \) in the No-Feedback group

<table>
<thead>
<tr>
<th>(a) Feedback group (df=698)</th>
<th>Restricted Model</th>
<th>Full Model</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed Effects</strong></td>
<td>( \beta ) Lower CI Upper CI pVal</td>
<td>( \beta ) Lower CI Upper CI pVal</td>
<td>tStat BF model</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>-0.0247 -0.0800 0.0307 0.382</td>
<td>-0.0247 -0.0800 0.0307 0.382</td>
<td>( -0.46 ) 21.1 Null</td>
</tr>
<tr>
<td>Session</td>
<td>0.0067 -0.0075 0.0209 0.354</td>
<td>0.0067 -0.0075 0.0209 0.354</td>
<td>0.644</td>
</tr>
<tr>
<td>Stimulus</td>
<td>0.2899 0.2609 0.3188 &lt; .001†</td>
<td>0.2899 0.2609 0.3188 &lt; .001†</td>
<td>3.50 17.7 Alt</td>
</tr>
<tr>
<td>Session ( \times ) Stimulus</td>
<td>-0.0017 -0.0091 0.0056 0.644</td>
<td>-0.0017 -0.0091 0.0056 0.644</td>
<td>0.0219</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) No-Feedback group (df=752)</th>
<th>Restricted Model</th>
<th>Full Model</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed Effects</strong></td>
<td>( \beta ) Lower CI Upper CI pVal</td>
<td>( \beta ) Lower CI Upper CI pVal</td>
<td>tStat BF model</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>0.0239 -0.0300 0.0779 0.384</td>
<td>0.0240 -0.0311 0.0790 0.393</td>
<td>0.0817</td>
</tr>
<tr>
<td>Session</td>
<td>-0.0056 -0.0197 0.0085 0.436</td>
<td>-0.0056 -0.0197 0.0085 0.437</td>
<td>0.0817</td>
</tr>
<tr>
<td>Stimulus</td>
<td>0.2442 0.2173 0.2711 &lt; .001†</td>
<td>0.2441 0.2173 0.2710 &lt; .001†</td>
<td>0.0062 0.0852</td>
</tr>
<tr>
<td>Session ( \times ) Stimulus</td>
<td>0.0132 0.0058 0.0207 0.001</td>
<td>0.0132 0.0058 0.0207 0.001</td>
<td>3.50 17.7 Alt</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c) Three way GLMM (df=1504)</th>
<th>Restricted Model</th>
<th>Full Model</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed Effects</strong></td>
<td>( \beta ) SE tStat pVal</td>
<td>Lower CI Upper CI</td>
<td>( t ) Stat BF model</td>
</tr>
<tr>
<td>Intercept - Group 0</td>
<td>0.0240 0.0274 0.8738 0.3824</td>
<td>-0.0298 0.0777</td>
<td></td>
</tr>
<tr>
<td>Intercept change - Group 1</td>
<td>-0.0485 0.0298 -1.2187 0.2232</td>
<td>-0.1266 0.0296</td>
<td></td>
</tr>
<tr>
<td>Session</td>
<td>-0.0056 0.0071 -0.7880 0.4308</td>
<td>-0.0195 0.0083</td>
<td></td>
</tr>
<tr>
<td>Stimulus</td>
<td>0.2441 0.0135 18.0510 &lt; .001†</td>
<td>0.2176 0.2707</td>
<td></td>
</tr>
<tr>
<td>Group ( \times ) Session</td>
<td>0.0123 0.0102 1.2077 0.2273</td>
<td>-0.0077 0.0323</td>
<td>16.3 Null</td>
</tr>
<tr>
<td>Group ( \times ) Stimulus</td>
<td>0.0457 0.0201 2.2671 0.0255*</td>
<td>0.0062 0.0852</td>
<td>2.61 Null</td>
</tr>
<tr>
<td>Session ( \times ) Stimulus</td>
<td>0.0132 0.0037 3.5431 0.0004†</td>
<td>0.0059 0.0206</td>
<td>15.1 Alt</td>
</tr>
<tr>
<td>Group ( \times ) Session ( \times ) Stimulus</td>
<td>-0.0150 0.0054 -2.8107 0.005*</td>
<td>-0.0254 -0.0045</td>
<td>1.50 Alt</td>
</tr>
</tbody>
</table>

Table notes: † indicates significant p-value and ‡ performance increases significantly with increasing stimulus intensity. CI shows the 95% confidence intervals and AIC is the Akaike Information Criterion that was used in the model comparison. Plots (a) and (b) - Model comparison for the GLMM where, the intercept represents the deviation from expected performance on Day 1 (the proportion of right clicks is zero) session indicates the change in intercept over the six sessions. The Session-by-Stimulus interaction shows the change in the slope of the function across time. A significant positive change indicates evidence of learning. Bayes Factors (BF) along with their t-statistic are reported in the final column. Bayes Factor above 10 indicate strong support for the model either the Null or Alternative (Alt) which is listed in the model column. Plot (c) - Fixed effects from the three-way GLMM to evaluate group differences. The no-feedback is coded as 0 (reference group) and the feedback groups as 1. A thresholds reflects the point of intersection between the slope and stimulus intensity, where Group-by-Stimulus is the interaction between the feedback and no-feedback groups on Day 1. Session-by-Stimulus is the change in slope across time collapsed across groups. Finally, the three-way interaction Group-by-Session-by-Stimulus is the between group interaction in the change in slope across time. BF are reported for each interaction.
Figure 7: Estimated 75% test and training thresholds for global motion (a & b) feedback group and (d & e) no-feedback group. Threshold number of coherent dot pairs (out of 225) required to make a correct left vs right motion direction discrimination. The model was unable to converge on a 75% threshold for day1(pre), which suggests that asymptotic performance was lower than 75%. Error for plots (a & d) are 95% bootstrap confidence intervals. Error for (b & e) is ± standard error of the mean. Plot (c) shows the percentage of change across the 6 testing sessions.

Bootstrap of 1000 bootstrap samples from the covariance matrix of the parameter estimates from the NLME. Estimated 75% thresholds and confidence intervals were calculated and are plotted in figure 7 (a & d) for feedback and no-feedback groups respectively. Figure 7 (b & e) shows the training thresholds in addition to the initial pre-test threshold, and the final post-test threshold for comparison and figure 7 (c) shows the percentage of change across the 6 testing sessions. Confidence intervals are illustrated graphically see figure 10 (a & b) for the psychometric fit of the NLME model, and (c & d) for 95% confidence limits for the change statistics for the asymptote and the slope respectively. Test thresholds reduced over the 3 days, and while there was no change in the slope, both groups showed a significant improvement in asymptote. There was no difference in the scale of improvement between feedback or no-feedback groups.
Figure 8: Psychometric fits for all groups trained using an adaptive staircase, the estimated fit has been plotted with the means of the observer responses. For plots (a & b) the mean proportion of right-click responses are plotted as a function of degree of tilt, where a negative stimulus depicts a tilt to the left. The global orientation and motion frames (c & d) depict the mean proportion of correct responses as a function of stimulus intensity. Where higher numbers indicate higher coherence. Groups without feedback are plotted in pink and groups without feedback are plotted in blue. While the regression contained all sessions, performance has only been plotted for the first pre-test and for the final post-test (sessions 1 and 6 respectively). Error for plots (a-c) are ±1 SEM.
Experiment 3 - Global Motion (MOCS vs QUEST)

Global Motion (MOCS)

Unlike the previous conditions, these groups were trained using MOCS. In order to establish an estimated 75% threshold we modelled the training data using the generalised linear mixed effects model previously described, and used the bootstrap method to obtain confidence intervals of the estimation. Similar to the QUEST condition, a generalised model provided a poor fit to the response data. Thus we employed the same method as previously described, an NLME with a probit link function, and 1000 parametric bootstrap samples to estimate the 95% confidence intervals. Estimated 75% thresholds and confidence intervals were calculated and are plotted in figure 9 (a & d) for feedback and no-feedback groups respectively. Figure 9 (b & e) shows the training thresholds in addition to the initial pre-test threshold, and the final post-test threshold for comparison and figure 9 (c) shows the percentage of change across the 6 testing sessions. See figure 10 (a & b) for the psychometric fit of the NLME model, and (c & d) for 95% confidence limits for the change statistics for the asymptote and the slope respectively. Again, test thresholds reduced over the 3 days, and while there was no change in the slope, both groups showed a significant improvement in asymptote. There was no difference in the scale of improvement between feedback or no-feedback groups.

MOCS vs QUEST comparison

Only the test results were compared, and not the training data, to assess the difference of the training methods. There was a significant improvement in asymptotic performance for both groups. However, this was significantly better for the MOCS conditions, both with or without feedback.

Discussion

Understanding the links between feedback and perceptual learning is an important step in creating efficient training protocols. To understand the role of internal and external training signals in perceptual learning, we measured learning for local and global, form and motion tasks, with and without feedback, and compared the method of constant stimuli with an adaptive psychophysical technique.

We predicted that we would find robust perceptual learning with or without feedback for local conditions. In contrast, we predicted that external feedback would be more important for global conditions. This prediction was based on the increased complexity of global tasks, and findings that suggest the early (local) processing stages are more plastic than the later (global) stages. We predicted that external feedback would be more important for global conditions. This prediction was based on the increased complexity of global tasks, and findings that suggest the early (local) processing stages are more plastic than the later (global) stages. Whereas resolving local tasks is simple and relatively stimulus-driven, decisions at the global level require the segmentation and integration of stimulus elements; this added complexity may require external feedback to guide the decision making process. Finally, our predictions were also based on the assumption that learning would be more efficient when an unambiguous, external feedback signal was provided. However, since the majority of our experiments used a combination of two
Figure 9: Estimated 75% test and training thresholds for global motion (a & b) feedback group and (d & e) no-feedback group. Threshold number of coherent dot pairs (out of 225) required to make a correct left vs right motion direction discrimination.* The model was unable to converge on a 75% threshold for day1(pre), which suggests that asymptotic performance was lower than 75%. Error for plots (a & d) are 95% bootstrap confidence intervals. Error for (b & e) is ± standard error of the mean. Plot (c) shows the percentage of change across the 6 testing sessions.
Figure 10: Comparison plots: Psychometric fit and bootstrapped confidence intervals for the global motion conditions. Groups have been merged to show performance based on the presence or absence of feedback. 95% confidence intervals that cross (include) zero are not significantly different. Those that are exclusively within a negative or positive section indicate a significant change in that direction.
stimulus levels (easy and difficult) during training, we did expect some degree of perceptual learning in all cases.

For our local and global form tasks, which required observers to judge the orientation of the stimulus, both groups (feedback and no-feedback) showed a statistically significant improvement across the testing sessions. The improvement across all stimulus intensities was uniform, and there were no significant between groups differences. These results suggest that observers are equally able to rely on internal or external training signals for these two tasks. In both cases, the feedback group showed a larger improvement (compared to the no-feedback group) during both the training and the test blocks. However, the final deviation (the difference between the thresholds on the final day for training and test) was better for the no-feedback group.

For local motion, there was a significant improvement in performance for the no-feedback group, but no change for the feedback group. While we did predict a difference between the groups, we expected that learning would occur with or without feedback, and we expected an improvement rather than reduction in the degree of learning as a result of reliable external feedback. The initial threshold for the no-feedback group was higher than the feedback group, although not significantly so. One possible interpretation of this lack of learning for the feedback group is that the higher initial level of performance did not leave scope for further improvement. In this situation the null result may reflect a ceiling effect in performance.

Global motion used the same adaptive QUEST procedure for training that was employed in all the other conditions, although thresholds increased progressively each day. There was a significant improvement across the testing sessions, most notably in asymptotic performance (indicative of improved detection at higher stimulus intensities), there were no statistically significant differences between the feedback and no-feedback groups. It is interesting that training thresholds increased with each training day, however this is likely explained by the large amount of variation in the pre-test thresholds.

Finally, for global motion (MOCS trained), there was a significant improvement in asymptotic performance, and no statistically significant differences between the feedback and no-feedback groups.

MOCS vs Adaptive staircase

The asymptotic improvement was significantly better for MOCS trained groups than for the QUEST trained groups for both feedback conditions. Again, this pattern of results was not what we predicted. Based on the robust learning found when only two stimulus levels were presented during training [Liu et al. 2012], and the lack of learning found with the multiple stimulus levels used in the method of constant stimuli [Seitz et al. 2006; Asher et al. 2019], we predicted weaker learning for the group trained using MOCS and without external feedback.

We had speculated that MOCS may provide a less reliable training signal than when only two levels of difficulty are provided, due to the increased complexity of metacognitive judgements of perceptual confidence in the former case [Zylberberg et al. 2014]. In a previous study, we found perceptual learning for a global motion task with MOCS training
only when external feedback was provided (experiment 1 (Asher et al., 2019)). Secondly when feedback was removed performance returned to baseline (experiment 2 (Asher et al., 2019)) in some conditions. Thus, in this group we anticipated that with neither a reliable external nor internal training signal would be available. However, the lack of the predicted difference between the training protocols when compared directly in the current study, does not support this position.

The training thresholds for both global motion feedback groups (quest training) increased across the three days. The increasing threshold (reported as 75% accuracy) suggests that, during training, QUEST trained observers required more signal dots each day to maintain an average performance accuracy of 85% and 65% (for easy and difficult trials respectively), compared to the previous day(s). This may suggest that the condition was particularly difficult, and only having two training levels (65% and 85% accuracy) created less certainty. QUEST training levels were based on the training accuracy levels used in Liu et al. (2012), however there is scope to further understand the quantifier for ‘easy’ or ‘difficult’. Importantly, these levels were sufficient for eliciting learning in the test phase. It should also be noted that neither Liu et al. (2012) nor Seitz et al. (2006) included baseline tests before and after training, but based their conclusions on changes in performance during the training itself. Our pre- and post- training blocks were included to provide a more robust test of whether any improvements in performance were retained robustly outside of the training period. In contrast, the MOCS trained groups’ performance was similar throughout the experiment, with both training and test thresholds reducing over the three days. However, the MOCS trained groups were exposed to a broad and consistent range of difficulties in training. The MOCS trained groups were trained on persistent levels stimuli with a full range of levels, including extremely high coherence levels (up to 210 of 225 dots or 93% coherence).

Overall, there may have been a boost to learning within the training blocks for QUEST groups, but this was not maintained when changing the paradigm to MOCS for testing. Interestingly in the global motion conditions, training using a full range of randomly interleaved stimulus levels covering a range of difficulties facilitated learning more than when trained with QUEST.

**Summary**

In general, training using an adaptive staircase at predefined levels of accuracy, interleaving easy and difficult trials, achieved lower thresholds, with and without feedback. While our initial hypothesis had predicted that performance and improvement would be better with trial-by-trial feedback our results suggest that this is not always the case. Generally, these results suggest that when observers are provided with implicit and explicit feedback, they are more reliant on explicit feedback. There is still the benefit from implicit feedback, albeit not consistent across all conditions. These findings are consistent with studies that propose a disassociation between perceptual learning as an increase in perceptual sensitivity or a change to the decision criterion (Aberg & Herzog, 2012; Jones et al., 2015) or transient learning such as priming (Lin et al., 2017; Lin & Murray, 2014). The change to the criterion
is thought to depend on explicitly provided cues, such as trial-by-trial feedback. Furthermore, there is evidence that the decision criterion can change, or be purposely manipulated, from trial to trial \cite{Jones2015, Aberg2012, Herzog2006, Shibata2009}. Reverse feedback, usually for a subthreshold stimulus-level, has been used to change an observer’s subjective criterion decision \cite{Herzog2006, Liu2015} and create transient biases. This would result in short-term learning that is not maintained over time, and may explain results that suggest removing feedback, after training with feedback, “freezes” performance. Research has shown that improvement slows or remains consistent \cite{HerzogFahle1997}, or even return performance to baseline \cite{Asher2019}. This suggests that learning with feedback comes with a “feedback penalty”, when feedback is removed. Where decision learning outweighs sensitivity learning, improvement is transient. However, by interleaving easy and difficult trials, both types of learning appeared to co-exist, albeit without any explicit benefit.

This experiment has not resolved the question raised by the absence of learning in some studies \cite{Asher2019, Seitz2006}. In the current study, there was no deficit from training on interleaved stimulus intensities, when using MOCS. Furthermore, overall performance was better than the QUEST trained groups, both with and without feedback. One difference across the experiments was that while \cite{Asher2019} used used an equivalent-noise task, this study used a discrete-noise paradigm. A discrete-noise paradigm was chosen in order for all our tasks to be as similar across conditions as possible. In a discrete-noise paradigm, signal direction is usually defined beforehand. The observer will know to attend to a set of directions (up/down or left/right etc). There will be a clear and expected signal at the local and global levels. Furthermore, since there is an expectation for the signal it is possible that learning may occur more readily as a result of up-weighting for those receptive fields tuned to those directions, based on (i) probabilistic inference at the sensory processing stages \cite{Bejjanki2011} and (ii) the reentrant (feedback) connections from the global to local levels \cite{Romei2016}. In contrast, performance on the equivalent-noise tasks requires summing the dots across all the directions and there would be spatial overlap in neural populations responding at the local levels. Thus, neither probabilistic inference nor the up-weighting of neural populations would aide in efficiently encoding the mean direction creating a level of uncertainty in prediction and inference. This may indicate that for learning, equivalent-noise paradigms require feedback for learning, but that removing feedback may reduce performance as found in \cite{Asher2019}.

We acknowledge that in some conditions there was variation in the starting thresholds which may have influenced the capacity for learning. However, we chose a repeated measures design to measure learning, which determines the rate in performance across the learning period and the rate of change, regardless of initial level of performance. The nature of our protocol, in which testing and training were integrated with experiments, allowed us to capture the immediate as well as maintained effects of learning. However, this also means that it would not have been possible to pre-allocate observers to groups (so as to remove mean differences) without additional testing that would, in itself, have provided an additional opportunity for perceptual learning.
Finally, there were performance differences between the global motion and global form conditions (direction across space) that may be explained by the additional feature in motion (direction across space and time).

Conclusions

Our findings suggest that improvement for form tasks occurred in all conditions and was robust and similar with or without feedback. For motion tasks, for our stimulus levels, performance was generally high for local motion and but less so for global motion. Ultimately, internal reinforcement is as effective as external feedback when difficult trials are interleaved with easy exemplars and use a discrete-noise paradigm. Despite the theoretical considerations that drove the design of the experiments reported here, there do not appear to be distinct situations in which external feedback is needed for perceptual learning when easy and difficult trials are interleaved. That is, learning was observed for local and global tasks; for form and motion; whether feedback was present or absent; and when using an adaptive training procedure with two levels of difficulty, or when using MOCS. Variations in the importance of feedback both within the current study and across the broader literature appear not to follow any obvious pattern, and may instead simply reflect variability across observers and studies, rather than providing any important theoretical insights.
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