Abstract

Inland transportation of containers contributes significantly to the total cost of container intermodal transportation. For this reason, it has received a lot of attention in the last few decades. While there are many reports of attempts to solve the problem out there, the variants considered are all simpler than the form addressed in this paper. Here, we consider the container transportation problem where pick-up and delivery orders, empty and loaded containers, Discharge and Strip of heterogeneous container types with time windows, are handled with heterogeneous truck fleets that carry one or two 20ft or one 40ft chassis. Moreover, to manage the movement and reuse of empty containers, two strategies for empties, i.e. Depot-turn and Street-turn, are simultaneously allowed in the problem setting. A novel MILP model for this rich transportation problem is developed, which applies to various scenarios, even when some functions/delivery modes/types of container, are disabled. Given the complexity of this problem, exact solution of large instances is not realistic. We, therefore, suggest a novel implementation of the Genetic Algorithm (GA) tailored to this particular problem in its rich form. It differs from existing ones for VRP problems due to the nature of the problem we are considering. Numerical experiments on examples with real geographical data show that combining Discharge and Strip containers in transportation saves on cost and increases fleet utilisation.
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1 Introduction

The inland transportation refers to the delivery of loaded and empty containers amongst port terminals, container depots, rail hubs and customers. Since it contributes between 40% and 80% [29] to the total cost of the intermodal container business and involves large-scale,
combinatorial decision makings, the inland transportation has received a lot of attention in the last decades [28]. The standard sizes of containers used for intermodal shipping around the world are the 20ft and 40ft. Consequently, most truck chassis are designed to carry these two types of containers; the 20ft chassis carries a single 20ft container; the 40ft combination chassis carries a single 40ft container, a single 20ft container or two 20ft containers [25]. Customers are categorized into two classes: importers who receive loaded containers from the port and exporters who send loaded containers to the port. Empty containers are moved between importers, exporters, the port and inland container depots based on the requests of customers. In the container industry, some of the shipping lines own fleets of trucks to perform the transportation, while others outsource it to local haulage companies. This study considers the former case, where the shipping line serves customer demands with its own fleet and decides where to collect/drop empty containers involved in the servicing process.

In practice, two standard container loading/unloading modes are used, i.e., “Strip” and “Discharge”. In the Strip case, a container can be separated from its carrying truck/chassis and be left at its customer location to deal with (loading or unloading). The empty container that is demanded before loading or after unloading can be dropped-off/collected by the same truck or by a different one, depending on which option leads to a lower cost. This process will generate many requests for empties, and normally the customer does not care about where the empty box comes from/goes to. While under the Discharge mode, only the cargo will be loaded onto/unloaded from the delivery truck; containers and trucks are not separated after services. Traditional studies separate these two delivery modes when planning the route. However, there is a great potential in merging all possible types together to capture the practical situation, as both types exist in the demand based on customer choices and do not conflict to deal with on the same truck. Here, we suggest a methodology to plan the joint delivery of both types so as to reduce overall transportation cost. Note that the “Strip” mode may also be referred to as the “drop-and-pull” mode where a container with a chassis is left at a customer; mathematically they are not different when only one container is allowed per truck. However in this study we allow the simultaneous transportation of two 20ft containers on 40ft truck/chassis, which is obviously more complicated than the standard “drop-and-pull” works.

For this purpose, a novel MILP model for combining the inland transportation of heterogeneous (20ft and 40ft), loaded and empty containers under Strip and Discharge modes is developed in this paper. It is then solved using an original implementation of the Genetic Algorithm (GA) for large scale instances. We investigate the delivery process of 12 different order types, which covers all means of container transportation practices, using a heterogeneous fleet consisting of both 20ft and 40ft trucks. The two loading/unloading modes (Strip and Discharge) are examined both separately and jointly to evaluate the benefit of combining them. The two common strategies for managing the empty containers, say the Street-turn where empty containers are collected from import customers and directly delivered to exporter customers to fill with cargos, and the Depot-turn where empty containers can be stored at/collected from inland depots for later usages, are also simultaneously allowed by the model. Time window constraints at customer locations and
port/depots are incorporated in the model.

This article extends the modelling of the complicated real-world operations in container transportation industry by combining all container transportation modes (i.e., Strip and Discharge, loaded and empty, Street-turn and Depot-turn) in routing optimization with both 20ft and 40ft truck/chassis. Methodologically, the suggested MILP model extends all previous works on the modelling of loaded and empty container flows at customer nodes and inland depots, following the Strip and Discharge modes. It is also distinct from existing work on homogeneous chassis (e.g. [45]) because simple decisions on whether one has to visit a depot for empty drop-off/pickup between each pair of nodes become unachievable beforehand; instead, these decisions have to be made through the model according to the load of the truck/chassis and the demand/supply type on customer nodes. The implemented GA approach also, differs from existing approaches to solve VRPTW in its chromosome design and feasibility control after crossover and mutation. With this implementation, problems with 500 orders can be solved in about 1 hour of elapsed time.

Note further that in this study, despite having separate categories for Strip and Discharge containers in the model and solution approaches, we do allow a Strip order to be satisfied in the same way as a Discharge one, i.e. a truck that carries an empty/loaded container to a customer location, waits there for the container to be loaded/unloaded and then departs with the processed one. In this case both parts of the Strip order are performed by the same truck, one right after another, and the waiting time is the same as the processing time of a Discharge order. This means the model selects the suitable transportation modes (i.e. Strip or Discharge) for the so-called Strip orders. On top of this, we also include Discharge orders which are not split from the truck/chassis for practical considerations.

The structure of this paper is as follows. The relevant literature is surveyed in Section 2. The problem is described in Section 3, followed by the optimization model. The GA is explained in Section 4 and computational results are presented in Section 5. Section 6 is the conclusion and future research.

2 Literature Review

Historically, most works on container inland transportation consider one type of loading/unloading rules out of Strip and Discharge. We therefore organise the review accordingly. For the Strip mode (noted in Table 1 as the Strip column), [42] and [19] study the pickup and delivery problem of homogenous containers based on the M-TSPTW (Multiple Traveling Salesman Problem with Time Windows). The former concentrates on the replacement of time-window constraints in its heuristic, while the latter hybridises DP (Dynamic Programming) and GA to solve large scale problems. [7] extends the previous work by considering heterogeneous types of containers and proposes an insertion heuristic, while [27] addresses the problem as full truckload pickup and delivery problem with time windows (FTPDPPTW), which allows the reuse of empty containers based on a 2-stage heuristic. [18] focuses explicitly on the reuse of empty containers in deterministic and dynamic settings. No loaded container movements are considered in this problem. [37] adapts
the initial M-TSPTW with a Tabu Search (TS) heuristic to improve the total operating time of trucks. On the other hand, [2, 3] investigate the same type of problems at multiple planning levels (strategic, tactical and operational). Recently, [36] extends [2, 3] by solving the problem as an asymmetric vehicle routing problem with time window (a-VRPTW) based on an arc-flow formulation.

For slightly different problem set-ups, [41] addresses the transportation of homogenous containers by trucks and trains. A hybrid Tabu Search (TS) method is implemented to solve the problem. [10] as well as [45, 44] examine the delivery and pickup of homogeneous containers under the separation of trucks and trailers (“drop-and-pull”). Both exact and heuristic methods are developed to solve this problem. [43] investigate the transportation of loaded and empty containers. An integer programming model is formulated and solved by GA. Two scenarios are considered by [20] when dealing with the delivery of homogenous containers, i.e. when empty containers are reused by the same owner and when sharing of empty containers is allowed. In [48, 49, 51, 50], the Strip of single- and multi-size containers are investigated. Based on the M-TSPTW model, they develop heuristics to obtain solutions for large size instances. Following the assignment models as proposed in [40, 39] and [31], [46] investigates the inland transportation of loaded heterogeneous containers.

Other papers can be found considering the Discharge mode (noted in Table 1 as the Discharge column). [13] and [17] study the transportation of full truckloads of homogenous containers. [13] solves it as a pickup and delivery problem with time windows (PDPTW) using four different heuristics. [17] solves the problem as a multi-travelling salesman problem with time windows (M-TSPTW) using a Lagrangian relaxation heuristic. Later, [4] and [33] adapt the model in [17] to study the pre- and end-haulage problem for rail container transportation. [26] and [34] study truck appointment systems at the port terminal to reduce waiting costs and emissions. In the work of [22, 21], the delivery and repositioning of loaded and empty containers with homogenous and heterogeneous fleet of trucks are investigated. [38], [35] consider the transportation of containers where trucks and trailers are separated and stored in different depots. [38] solves the problem as a truck and trailer vehicle routing problem (TTVRP), [35] investigates it as an updated multiple travelling salesman problem with time windows (M-TSPTW). [14] considers the delivery of homogenous containers and proposes an assignment model to solve it, which can be adapted to different practical scenarios. Similarly, [12] addresses a heterogeneous drayage problem with a set-covering model. No more than four orders can be satisfied per route since no depot-turn is allowed.

As shown in Table 1, only six articles have considered both cases of Strip and Discharge. [16] and [6] consider the situation where trucks (tractors) and chassis (trailers) are located in different depots. [16] ([1]) consider the delivery of homogenous containers, formulate it as a set partitioning model and solve it using column generation (branch-and-price). [6] solves a heterogeneous container case using a GA approach. Our work is different from [16] and [1] as we consider heterogeneous containers, and is different from [6] ([1]) as they only consider Depot-turn (Street-turn) for empty management while we allow both Street-turn and Depot-turn. Street-turn is a more efficient approach allowing the reuse of
empty containers without going through the depot, which has obvious practical significance. While Depot-turn is also allowed in this study so as to balance the gaps in demand and supply of empty containers. Another closely related article is [24], whose model allows both Street-turn and Depot-turn but to a limited extend; Street-turn is only considered when a perfectly matched pair of empty requests are raised by the same demander, which actually passed the job of matching Street-turn duties to the demander so as to reduce modelling/solution difficulty. Our model, on the other hand, allows an emptied container to be reused by any customer if needed and provides the best match in its solution. In [47], a unified definition of a drayage order is introduced and the drayage problem of homogenous containers is studied. A mixed integer nonlinear programming model based on a determined-activities-on-vertex (DAOV) graph is presented. Later, [11] adapts [47] by formulating an MIP model for the delivery of heterogeneous containers by homogenous fleets (40ft trucks). Only small instances (11 requests) can be solved by this model. In contrast, we consider both 20ft and 40ft chassis for delivery and the GA approach proposed in our work solves instances with up to 500 requests in one hour.

From the methodological point of view, existing methods are not directly applicable to the highly hybrid problem considered in this article. For example, many of the aforementioned works (e.g. [42], [19], [7], [31], [46]) do not distinguish between loaded and empty

<table>
<thead>
<tr>
<th>Literature</th>
<th>Strip</th>
<th>Discharge</th>
<th>Type of Containers</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>[42]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[13]</td>
<td>x</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[19, 18]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[38]</td>
<td>x</td>
<td>✓</td>
<td>heterogeneous</td>
<td>Heuristic</td>
</tr>
<tr>
<td>[16]</td>
<td>✓</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact</td>
</tr>
<tr>
<td>[7]</td>
<td>✓</td>
<td>x</td>
<td>heterogeneous</td>
<td>Exact</td>
</tr>
<tr>
<td>[17]</td>
<td>x</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[10]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[43]</td>
<td>✓</td>
<td>✓</td>
<td>heterogeneous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[26]</td>
<td>x</td>
<td>✓</td>
<td>homogenous</td>
<td>Heuristic</td>
</tr>
<tr>
<td>[48, 49]</td>
<td>✓</td>
<td>x</td>
<td>homogenous &amp; heterogeneous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[51, 50]</td>
<td>✓</td>
<td>x</td>
<td>homogenous &amp; heterogeneous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[4]</td>
<td>✓</td>
<td>✓</td>
<td>heterogeneous</td>
<td>Heuristic</td>
</tr>
<tr>
<td>[6]</td>
<td>✓</td>
<td>✓</td>
<td>heterogeneous</td>
<td>Heuristic</td>
</tr>
<tr>
<td>[20]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact</td>
</tr>
<tr>
<td>[40, 39]</td>
<td>✓</td>
<td>x</td>
<td>heterogeneous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[2, 3]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[37]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[22, 21]</td>
<td>✓</td>
<td>✓</td>
<td>heterogeneous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[41]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[27]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[31]</td>
<td>✓</td>
<td>✓</td>
<td>heterogeneous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[47]</td>
<td>✓</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[45, 44]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[33]</td>
<td>x</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact</td>
</tr>
<tr>
<td>[36]</td>
<td>✓</td>
<td>x</td>
<td>homogenous</td>
<td>Exact</td>
</tr>
<tr>
<td>[14]</td>
<td>✓</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact</td>
</tr>
<tr>
<td>[35]</td>
<td>x</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[34]</td>
<td>✓</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact</td>
</tr>
<tr>
<td>[46]</td>
<td>✓</td>
<td>x</td>
<td>heterogeneous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[12]</td>
<td>x</td>
<td>✓</td>
<td>heterogeneous</td>
<td>Exact</td>
</tr>
<tr>
<td>[1]</td>
<td>✓</td>
<td>✓</td>
<td>homogenous</td>
<td>Exact &amp; Heuristic</td>
</tr>
<tr>
<td>[24]</td>
<td>✓</td>
<td>✓</td>
<td>heterogeneous</td>
<td>Exact</td>
</tr>
</tbody>
</table>

This paper |

| ✓ | ✓ | heterogeneous | Exact & Heuristic |

Table 1: Classification of papers by order mode, container type and solution methodology
containers but consider them in the same fashion as a movement request from one location to another. The approach proposed under this assumption cannot recognise the empty container and therefore ignores the possibility of reusing them. Others who consider empty containers explicitly either forbid the joint movement of empties with loaded ones such as [18], or restrict it only to the Depot-turn such as [37], or assume that each truck delivers a single container at a time such as [27], [45], [2, 3], [36], [16], [20], [6], [47], or only consider Discharge which is much less flexible such as [22, 21]. All these cases reduce the problem complexity significantly due to the obviously less options allowed in forming a valid route. For example, when only one container is allowed per truck, the connection time (including travel and handling) between each pair of locations can be pre-determined according to the type of requests, because to connect certain types of request (e.g. an Import Empty and an Export Full) a depot has to be inserted to allow the pick-up/drop-off of empty containers. This type of pre-processing cannot be performed in our problem setting due to the larger capacity of 40ft truck/chassis, and therefore need to be captured and decided by the model itself. This, obviously, increases the modelling and solution complexity.

In addition to the above, some articles as listed in Table 1 consider the Strip mode where the container/trailer can be removed and separated from the chassis/tractor, while also allowing the truck to wait at the customer location to pickup the same container subject to a longer processing time, if this were beneficial. Such articles include [7] and [45, 44]. Although described differently, our article also covers this type of situation due to the fact that for all Strip orders, we allow them to be delivered separately by different trucks but we do not insist on this structure. In other words, they can also be transported in a similar fashion as the Discharge orders, subject to a longer waiting time (equivalent to that of the Discharge orders). While different from the aforementioned works, our model also includes the orders that cannot be split by definition (Discharge). This type of orders includes specialised containers which are not suitable/safe for removing from chassis, requests from customer locations without desired spaces/equipment to keep/remove containers, or share containers which have to be discharged right away and then continue with the second part of the journey. Also, when considering the delivery of 20ft containers on 40ft trailers (chassis), in many countries we cannot pull two separate trailers but only one 40ft trailer which can carry two 20ft containers. In this case, removing the trailer with the container is not doable, but not all clients’ sites have the equipment for taking the full container off the trailer. Note that although we didn’t state it explicitly, the shared container can also be handled using our model. It can be treated as a standard Discharge order, while in the distance matrix we have the “distance-to” element calculated with its first destination (the sequence of destinations is decided by the First-In-Last-Out (FILO) rule on the cargo) and “distance-from” element calculated with the last destination. The service time in this case should include the discharging time at all served nodes, and the travel time in between.
3 Mathematical Formulation

3.1 Problem Statement

We consider a shipping line managing the transportation of containers (loaded/empty) between the port, inland depots and customers (importer/exporter). Two common types of trucks, i.e. 20ft truck which carries a single 20ft container at a time and 40ft truck which carries a single 40ft container, a single or two 20ft containers at a time are selected to perform the delivery, at cost $\rho_1 = 0.35$ and $\rho_2 = 0.5$ pounds per mile, respectively ([9]). Note that in this cost structure we only meant to capture the vehicle-based cost such as fuel, maintenance and insurance etc., rather than the driver-based costs such as wages. All routes are supposed to start from and end at the port; the travelling cost from the home depot of the trucks to the port is ignored. Both Strip and Discharge containers exist in the transportation request, which can be delivered jointly on the same route if it is profitable.

An order in this study is defined as the request of transporting a 20ft or 40ft container, loaded or empty, from its origin to its destination. Following this definition, let’s standardise the orders generated from each type of Strip and Discharge delivery requests. For a Strip request, each delivery (pickup) of loaded container is accompanied by a request of removing (drop-off) the empty container that is left-over (demanded) to fulfil the whole process. Precedence constraints are necessary to ensure that these requests are carried out in correct sequence. For a Discharge request, the container is not separable from the truck/chassis, which means the empty container that is demanded before (left-over after) service has to be carried by the same truck and the truck has to wait a the customer location for the container to be processed (loaded or unloaded). For all loaded containers both the origin and the destination are known, one of which has to be the port depending on whether it’s an import or export order. Whereas for empty orders, only one end of the origin and destination is known depending on it being an empty pickup or empty delivery (detailed instances are given in Table 2). To meet our aim of dealing with all possible situations, orders are put into 12 groups:

- 20IF_Strip, 20IE_Strip, 20EF_Strip, 20EE_Strip;
- 20IF_Discharge, 20EF_Discharge;
- 40IF_Strip, 40IE_Strip, 40EF_Strip, 40EE_Strip;
- 40IF_Discharge, 40EF_Discharge.

where 20 and 40 indicate the container size, IF is for Import-Full, IE for Import-Empty, EF for Export-Full and EE for Export-Empty. Note that there are no xxIE_Discharge, xxEE_Discharge, because the discharge process has to deal with the empty containers right before/after the contents are loaded/removed from the container. So implicit empty movements for discharge orders can be covered by this categorisation. The developed model and methodology will allow the combination of all these types to construct the cost efficient route.
Given the existence of empty containers, there are two major strategies for storing and relocating them: Depot-turn and Street-turn. In the Depot-turn case (Figure 1), empty containers are stored in the port and/or inland depots. All empty container movements have to originate from or terminate at a depot/port, rather than moved directly from an empty supplier (normally an importer) to an empty demander (normally an exporter). However, in the Street-turn case (Figure 2), the direct movement of empty containers between two customer locations is allowed. It is obvious that the Depot-turn is easier to manage, since the closest container depot for every customer location can be identified beforehand, so all of the empty movement requests come with a fixed origin and destination. On the other hand, the Street-turn case is more efficient, due to the obviously lower number of movements one has to perform. Here, we allow both types of empty movements (Street-turn or Depot-turn), as long as the delivery route is feasible and cost-saving. Note that in the Depot-turn case, balancing the number of empty containers at depots to meet future needs is out of the scope of this research. We simply select the least cost depot to drop/collect the empty container (which might be different from the closest depot from/to the customer who is requesting the empty, depending on the actual route the vehicle is travelling), and assume all empty container depots to have infinite storage capacity.

To illustrate how some orders are dealt with here, we present in Table 2 examples supported by figures. For instance, Order 1 and Order 2 are generated from a single 20ft Import-Full request of the Strip type. Order 1 is an 20IF,Strip order, which is to be picked up from the port and delivered to location L1, whereas Order 2 is the subsequent 20IE,Strip order set for the removal of the empty left at L1. As shown in Figure 3 (Order 1), a truck carries the loaded container, travels from the port to location L1 where the container is removed together with its cargo, and leaves to somewhere else to service another order. The cargo is then removed from the container by the customer leaves an empty container at L1 for later collection. To complete the service, Order 2, an 20IE,Strip, is generated to remove the empty container from L1, which has zero payload and no designated destination. It can be relocated to a depot for later usage, or directly to an empty demander to meet
Table 2: Sample list of orders

<table>
<thead>
<tr>
<th>Order index</th>
<th>Type</th>
<th>Origin</th>
<th>Destination</th>
<th>Payload (kg)</th>
<th>Size (ft)</th>
<th>Precedence</th>
<th>Demonstration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>IF_Strip</td>
<td>Port</td>
<td>L1</td>
<td>13000</td>
<td>20</td>
<td>n/a</td>
<td>Figure 3</td>
</tr>
<tr>
<td>2</td>
<td>IF_Strip</td>
<td>L1</td>
<td>NULL</td>
<td>0</td>
<td>20</td>
<td>Order 1</td>
<td>Figure 3</td>
</tr>
<tr>
<td>3</td>
<td>IF_Discharge</td>
<td>Port</td>
<td>L2</td>
<td>15000</td>
<td>20</td>
<td>n/a</td>
<td>Figure 4</td>
</tr>
<tr>
<td>4</td>
<td>IF_Strip</td>
<td>Port</td>
<td>L1</td>
<td>13500</td>
<td>20</td>
<td>n/a</td>
<td>Figure 5</td>
</tr>
<tr>
<td>5</td>
<td>IF_Discharge</td>
<td>Port</td>
<td>L2</td>
<td>15500</td>
<td>20</td>
<td>n/a</td>
<td>Figure 5</td>
</tr>
<tr>
<td>6</td>
<td>EE_Strip</td>
<td>NULL</td>
<td>L3</td>
<td>0</td>
<td>20</td>
<td>n/a</td>
<td>Figure 5</td>
</tr>
<tr>
<td>7</td>
<td>EF_Discharge</td>
<td>L4</td>
<td>Port</td>
<td>20000</td>
<td>40</td>
<td>n/a</td>
<td>Figure 5</td>
</tr>
</tbody>
</table>

another request. Note that despite drawing two different routes in Figure 3 to demonstrate the process, Orders 1 and 2 can actually be processed by the same truck, either with other orders in between or directly connected. We don’t force Strip orders to be satisfied separately if it is not beneficial. Note also that in practice some Strip orders may not be accompanied by their second part (e.g. Orders 4 and 6 in Table 2). This might be due to the fact that consecutive jobs are performed on other days, and/or the container is owned by the customer. We will cover examples for both cases in numerical study (Section 5).

In contrast to the Strip case, Order 3 is a 20IF_Discharge. A truck carries it from the port to location L2 where its cargo is unloaded, then the same truck moves away carrying the empty container (Figure 4).

Order 1:

Figure 3: Orders out of a Strip request

Order 2:

Figure 4: An example of Discharge order
As said earlier, here we consider the joint delivery of all types of orders following both the Depot-turn and the Street-turn empty strategies. An example route is shown in Figure 5, where the truck performs 20IF_Stripe (Order 4) and 20IF_Discharge (Order 5) orders to L1 and L2, followed by a Street-turn empty (Order 6) movement between L2 and L3, then collects another empty container from an inland depot (Depot-turn) to meet an 40EF_Discharge demand (Order 7) at L4. We see that all delivery possibilities are allowed and combined in the same route and by the same truck.

3.2 Notations and Parameters

Based on the problem description, a decision should be made on how to construct the delivery routes to satisfy all demands with minimum cost. The costs considered are travelling costs of the truck which reflect the mileage/fuel cost and the potential penalty for driving hours exceeding the maximum working time regulation. Note that when empty containers exist and can be reused, the number of possible route configurations becomes very large which prevents the usage or extension of the assignment formula, as is done in [40] and [46]. Therefore, we present a new formulation based on network flow, which extends [11] to include heterogeneous fleets and network flow constraints at inland depots.

Let $N$ be a set of containers which consists of:

- $S_{20}$ for 20IF_Stripe, $E_{20}^+$ for 20IE_Stripe, $S_{20}$ for 20EF_Stripe, $E_{20}^-$ for 20EE_Stripe;
- $D_{20}^-$ for 20IF_Discharge, $D_{20}^+$ for 20EF_Discharge;
- $S_{40}$ for 40IF_Stripe, $E_{40}^+$ for 40IE_Stripe, $S_{40}$ for 40EF_Stripe, $E_{40}^-$ for 40EE_Stripe;
- $D_{40}^-$ for 40IF_Discharge, $D_{40}^+$ for 40EF_Discharge.

Note that the $+$ ($-$) on the top-right corner of the above definitions means that a container is loaded to (removed from) the carrying truck at the customer location in Strip case, or to be filled (emptied) at the customer location in Discharge case.

Every order is associated with a customer location denoted by $L_i$, $i \in N$. This location indicates the destination for IF and EE orders, and the origin for EF and IE orders. Note
that in practice, some customer locations may have more than one container demand. But for the sake of simplicity, in the mathematical model we allocate every order an unique location indicator $L_i$ despite the fact that some $L_i$s may refer to the same location. We use $\phi(i)$ to denote the precedence order of an order $i$, which is non-null for xxEF,Strip and xxIE,Strip orders only. Let $\mathcal{N}_d$ denote the set of inland depots including the port ($L_0$), then the full set of locations is indicated by $\hat{\mathcal{N}} = \mathcal{N} \cup \mathcal{N}_d$. A directed map $\mathcal{A} = \{(L_i, L_j)\} \forall i \neq j \in \hat{\mathcal{N}}$ is formed with all locations. Let $f(L_i, L_j)$ and $t(L_i, L_j)$ denote the travelling cost and time from location $L_i$ to location $L_j$, respectively. Let $\mathcal{H}_1$ and $\mathcal{H}_2$ denote the set of 20ft and 40ft trucks, with per-mile cost $\rho_1$ and $\rho_2$ respectively. 

The handling time at location $L_i$ is denoted by $O_i$, with

$$O_i = \begin{cases} 
0, & \text{if } i \in S_{20}^+ \cup S_{40}^+ \cup S_{20}^- \cup S_{40}^- \cup S_{40}^+ \cup S_{10}^- \cup S_{10}^+ \cup N_d; \\
h, & \text{if } i \in D_{20}^- \cup D_{20}^+ \cup D_{40}^- \cup D_{40}^+. 
\end{cases}$$

Note also that we do allow a Strip order to be processed as a Discharge one (the same truck performs both the loaded and empty trips and waits at customer location while the container is processed); in this case the processing time is $h$ rather than 0. Let $[TW_{Si}, TW_{Ei}]$ denote the time window within which order $i$ has to start processing at its customer location. Like many studies in container shipment (e.g. [7]), we assume the problem is planned on a daily basis. The total daily working time of drivers, which includes travelling time, waiting time and handling time, is restricted by the UK domestic working hour regulation (on-duty hours) for drivers with the longest working time per day denoted by $T_{max}$. If it is violated, a penalty $C$ is incurred per extra working hour per driver.

3.3 Decision Variables

Discrete Variables

- $x_{ijk} = \begin{cases} 
1, & \text{if link } (L_i, L_j) \text{ is travelled by truck } k; \\
0, & \text{otherwise.}
\end{cases}$

- $y_{ijk}, \forall i \neq j \in \hat{\mathcal{N}}, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2$: the number of 20ft containers on truck $k$ when travelling on link $(L_i, L_j)$.

- $y_{ijk}, \forall i \neq j \in \hat{\mathcal{N}}, \forall k \in \mathcal{H}_2$: the number of 40ft containers on truck $k$ when travelling on link $(L_i, L_j)$.

- $z_{ijk}, \forall i \neq j \in \hat{\mathcal{N}}, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2$: the number of loaded 20ft containers on truck $k$ when travelling on link $(L_i, L_j)$.

- $z_{ijk}, \forall i \neq j \in \hat{\mathcal{N}}, \forall k \in \mathcal{H}_2$: the number of loaded 40ft containers on truck $k$ when travelling on link $(L_i, L_j)$.

- $\gamma_{ijk}, \forall i \neq j \in \hat{\mathcal{N}}, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2$: the number of 20ft EF (export full) containers on truck $k$ when travelling on link $(L_i, L_j)$.
Continuous Variables

- $\gamma^2_{ijk}, \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_2$: the number of 40ft EF (export full) containers on truck $k$ when travelling on link $(L_i, L_j)$.

Continuous Variables

- $w_k, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2$: extra working hours beyond $T_{max}$ for driver on truck $k$.
- $\tau_i, \forall i \in \mathcal{N}$: visiting time (service start time) at location $L_i$.
- $\tau_{ik}, \forall i \in \mathcal{N}_d \setminus \{L_0\}, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2$: visiting time at depot $i$ by truck $k$.
- $s_k, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2$: departure time of truck $k$ from the port terminal.
- $e_k, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2$: finishing time of truck $k$ at the port terminal.

3.4 Formulation

The following Mixed Integer Linear Programming (MILP) model is formulated then solved to find the best route to travel by all trucks.

\[
\min \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}, j \neq i} \sum_{k \in \mathcal{H}_1} \rho_1 f(L_i, L_j) x_{ijk} + \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}, j \neq i} \sum_{k \in \mathcal{H}_2} \rho_2 f(L_i, L_j) x_{ijk} + \sum_{k \in \mathcal{H}_1 \cup \mathcal{H}_2} C w_k \tag{3.1}
\]

s.t. \[
\sum_{j \in \mathcal{N}, j \neq i} x_{ijk} = \sum_{j \in \mathcal{N}, j \neq i} x_{jik}, \quad \forall i \in \mathcal{N} \setminus \{L_0\}, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2 \tag{3.2}
\]

\[\sum_{j \in \mathcal{N} \cup \{L_0\}} x_{0jk} = 1, \quad \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2 \tag{3.3}\]

\[\sum_{j \in \mathcal{N} \cup \{L_0\}} x_{j0k} = 1, \quad \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2 \tag{3.4}\]

\[\sum_{j \in \mathcal{N}, j \neq i} x_{ijk} = 1, \quad \forall i \in \mathcal{N} \tag{3.5}\]

\[\sum_{j \in \mathcal{N}, j \neq i} x_{ijk} = 0, \quad \forall i \in S^{-}_{40} \cup S^{+}_{40} \cup S^{-}_{40} \cup S^{+}_{40} \cup D^{-}_{40} \cup D^{+}_{40} \tag{3.6}\]

\[y^1_{ijk} \leq x_{ijk}, \quad \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_1 \tag{3.7}\]

\[y^1_{ijk} \leq 2x_{ijk}, \quad \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_2 \tag{3.8}\]

\[y^2_{ijk} \leq x_{ijk}, \quad \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_2 \tag{3.9}\]

\[z^1_{ijk} \leq y^1_{ijk}, \quad \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2 \tag{3.10}\]

\[z^2_{ijk} \leq y^2_{ijk}, \quad \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_2 \tag{3.11}\]

\[\gamma^1_{ijk} \leq z^1_{ijk}, \quad \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_1 \cup \mathcal{H}_2 \tag{3.12}\]

\[\gamma^2_{ijk} \leq z^2_{ijk}, \quad \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_2 \tag{3.13}\]

\[y^1_{ijk} + 2y^2_{ijk} \leq 2, \quad \forall i \neq j \in \mathcal{N}, \forall k \in \mathcal{H}_2 \tag{3.14}\]
\[
\begin{align*}
\sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} y_{ijk}^1 - \sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} y_{ijk}^1 &= r_1, \quad \forall i \in N \\
\sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} z_{ijk}^1 - \sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} z_{ijk}^1 &= r_2, \quad \forall i \in N \\
\sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} \gamma_{ijk}^1 - \sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} \gamma_{ijk}^1 &= r_3, \quad \forall i \in N \\
\sum_{j \in N, j \neq i} \sum_{k \in H_2} y_{ijk}^2 - \sum_{j \in N, j \neq i} \sum_{k \in H_2} y_{ijk}^2 &= r_4, \quad \forall i \in N \\
\sum_{j \in N, j \neq i} \sum_{k \in H_2} z_{ijk}^2 - \sum_{j \in N, j \neq i} \sum_{k \in H_2} z_{ijk}^2 &= r_5, \quad \forall i \in N \\
\sum_{j \in N, j \neq i} \sum_{k \in H_2} \gamma_{ijk}^2 - \sum_{j \in N, j \neq i} \sum_{k \in H_2} \gamma_{ijk}^2 &= r_6, \quad \forall i \in N \\
\sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} z_{ijk}^1 - \sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} z_{ijk}^1 &= 0, \quad \forall i \in N_d \setminus \{L_0\} \\
\sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} \gamma_{ijk}^1 - \sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} \gamma_{ijk}^1 &= 0, \quad \forall i \in N_d \setminus \{L_0\} \\
\sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} \gamma_{ijk}^2 - \sum_{j \in N, j \neq i} \sum_{k \in H_1 \cup H_2} \gamma_{ijk}^2 &= 0, \quad \forall i \in N_d \setminus \{L_0\} \\
\tau_j &\geq \tau_i + t(L_i, L_j) + O_i - M(1 - \sum_{k \in H_1 \cup H_2} x_{ijk}), \quad \forall i \neq j \in N \\
\tau_{jk} &\geq \tau_i + t(L_i, L_j) + O_i - M(1 - x_{ijk}), \quad \forall i \in N, \forall j \in N_d \setminus \{L_0\}, \forall k \in H_1 \cup H_2 \\
\tau_j &\geq \tau_{ik} + t(L_i, L_j) + O_i - M(1 - x_{ijk}), \quad \forall i \in N_d \setminus \{L_0\}, \forall j \in N, \forall k \in H_1 \cup H_2 \\
TW s_i &\leq \tau_i \leq TW e_i, \quad \forall i \in N \\
s_k &\leq \tau_i - t(L_0, L_i) + M(1 - x_{0ik}), \quad \forall i \in N, \forall k \in H_1 \cup H_2 \\
e_k &\leq \tau_i - t(L_i, L_0) + O_i - M(1 - x_{0ik}), \quad \forall i \in N, \forall k \in H_1 \cup H_2 \\
w_k &\geq e_k - s_k - T_{\text{max}}, \quad \forall k \in H_1 \cup H_2 \\
\tau_i &\geq \tau_{e(i)} + O\phi(i), \quad \forall i \in E_{20}^+ \cup S_{20}^+ \cup E_{40}^+ \cup S_{40}^+ \\
x_{ijk} &\in \{0, 1\}, \quad \forall i \neq j \in \tilde{N}, \forall k \in H_1 \cup H_2 \\
y_{ijk}^1, z_{ijk}^1, \gamma_{ijk}^1 &\in \{0, 1, 2\}, \quad \forall i \neq j \in \tilde{N}, \forall k \in H_1 \cup H_2 \\
y_{ijk}^2, z_{ijk}^2, \gamma_{ijk}^2 &\in \{0, 1\}, \quad \forall i \neq j \in \tilde{N}, \forall k \in H_2 \\
w_k &\geq 0, \quad \forall k \in H_1 \cup H_2 \\
\tau_i &\geq 0, \quad \forall i \in N \\
\tau_{ik} &\geq 0, \quad \forall i \in N_d \setminus \{L_0\}, \forall k \in H_1 \cup H_2 \\
s_k, e_k &\geq 0, \quad \forall k \in H_1 \cup H_2 \\
\end{align*}
\]
Constraints (3.2-3.4) are the standard network flow constraints, which enforce that all trucks start/finish at the port \((L_0)\) and travel through all customer nodes. Note that the port and the depot are all considered as empty container storages so the direct travel from the port to depot or vice versa is not allowed. While we assume the number of trucks to be more than what is needed, the option \(x_{00k}\) is available to allow the surplus trucks to stay at the port. Constraint (3.5) guarantees that all orders are serviced by exactly one truck. Constraint (3.6) enforces that no 40ft orders are serviced by 20ft trucks. Constraints (3.7-3.9) assigns the maximum number of containers on the routes travelled by 20ft trucks (3.7) and 40ft trucks (3.8 for 20ft containers and 3.9 for 40ft containers). Note that having 40ft containers on 20ft trucks is prohibited by the variable \(y, z\) and these constraints. Constraint (3.7) also implicitly imposes the capacity limit of 20ft trucks, whereas for 40ft trucks the capacity limit is enforced by constraint (3.14). Constraints (3.10-3.13) ensure the number of EF (Export Full) containers transported on every route is bounded by the number of loaded containers, which is further bounded by the number of containers on the route. Constraints (3.15-3.20) share the same structures for all containers but the right hand sides depend on the container category. In detail, the vector \((r_1, r_2, r_3, r_4, r_5, r_6)\) indicates the difference between the outflow and the inflow of the containers of the corresponding variable type, which is \((-1, -1, 0, 0, 0, 0)\) for \(S_{20}^+, (1, 0, 0, 0, 0, 0)\) for \(E_{20}^+, (1, 1, 0, 0, 0, 0)\) for \(S_{20}^+, (-1, 0, 0, 0, 0, 0)\) for \(E_{20}^-, (0, 0, 0, -1, -1, 0)\) for \(S_{40}^+, (0, 0, 0, 1, 0, 0)\) for \(E_{40}^+, (0, 0, 0, 1, 1, 1)\) for \(S_{40}^+, (0, 0, 0, -1, 0, 0)\) for \(E_{40}^-, (0, -1, 0, 0, 0, 0)\) for \(D_{20}^+, (0, 1, 1, 0, 0, 0)\) for \(D_{20}^-, (0, 0, 0, 0, -1, 0)\) for \(D_{40}^+, (0, 0, 0, 0, 1, 1)\) for \(D_{40}^-\). Constraints (3.21-3.24) are for inland depots, which reflect the fact that the latter can be used for the collection and drop-off of empty containers but the number of loaded containers remains the same after visiting these inland depots. Constraints (3.25-3.27) are enforced to calculate the start service time (arrival time) at customer nodes. Note that the definition of arrival time for different node types are different. For customer nodes, we only need to visit each by one truck so the visiting time is not indexed by trucks, while for inland depots they might be visited by different trucks at different times, therefore we define a visiting time for each truck in order to capture the full information. The customer time windows are imposed by constraint (3.28). The start and finish times of truck \(k\) at the port are calculated by constraints (3.29) and (3.30). The violation of the maximum working hours is then calculated in (3.31) and penalised in the objective. Parameter \(M\) in constraints (3.25) - (3.30) reflects the latest finishing time of a truck route, which can be defined as the end of the day since we make the delivery plan on a daily basis. (3.32) are precedence constraints.

Despite this MILP model being designed to consider all potential container types, transportation modes and empty movement strategies, it can also be applied to various problem settings. For example, one specific category of containers can be easily removed by setting the corresponding set to empty; the usage of inland depots can be prohibited by removing the set of depots together with constraints (3.21-3.24). This means the formulation can also be used to solve problems with Strip-only or Discharge-only orders, problems containing only 20ft or 40ft containers, problems with or without empty containers, problems with or without inland depots, etc. Note, however, that in each case the proposed model is still...
very complicated. Indeed, the container transportation problem with only one category of containers is NP-hard [31]. As it is not likely to find exact solutions to the model in reasonable times, in the next section we design a solution methodology based on the Genetic Algorithm (GA) to solve large scale problem instances.

4 Genetic Algorithm Approach

The idea of GA is due to [15]. It emulates approximately the process of biological evolution. GA has been used widely to solve difficult combinatorial optimization problems ([8], [32], [23]). To implement GA, an initial population of solutions is randomly created reflecting the nature of the problem. These solutions are then evaluated for fitness usually using the objective function and the results of certain feasibility checks. Then the genetic operators (crossover, mutation and reproduction) are applied to create offspring of the selected solutions in the current generation to populate the next generation, based on their fitness values. The process continues until some stopping criteria are satisfied, of these is often the maximum number of generations.

A generic representation of the deployed GA approach is shown in Figure 6. The explicit components of our implementation of GA for solving the above model are described in more details below.
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Figure 6: Generic flowchart of GA

A generic representation of the deployed GA approach is shown in Figure 6. The explicit components of our implementation of GA for solving the above model are described in more details below.
4.1 Chromosome representation of the problem

Traditionally, in transportation (vehicle routing) problems, a chromosome represents the final routes that each vehicle travels. However, this approach is not suitable here because of the very limited capacity (up to 2 containers per truck at a time) which can be easily violated when applying crossover and mutation operators. Also, since Street-turn and Depot-turn are both allowed for empty containers, it is hard to predict the length of a route. Therefore, in this study, we propose a different approach for chromosome definition. We use the chromosome to represent the sequence following which orders are to be considered in the “sequential insertion” method as described in Algorithm 1, below. In other words, the chromosome here can be represented by a permutation of all orders, without identifying which order is to be serviced by which truck. Therefore the chromosome has the same length as the number of orders. However, this chromosome representation omits many vital information such as the specific route travelled by each truck, the arrival time of each order, etc. We deal with these aspects in the “sequential insertion” method as proposed in Algorithm 1. This algorithm converts chromosomes into executable routes, which are feasible in terms of vehicle capacity, but may violate some others such as the fleet size, precedence and time window constraints (which will be penalized later in the fitness function).

In detail, the “sequential insertion” method constructs full delivery routes by inserting depots (D) and port (P) into the chromosome. Based on the current capacity usage of the considered truck, it checks if the next order can be satisfied with the remaining capacity (or availability of empty containers) on this truck. If yes then it moves one digit forward, updates the capacity usage and checks the next order. If not then it checks whether the infeasibility is caused by empty containers (on the truck or yet to be collected to meet an empty delivery request). If yes then it finds the nearest inland depot to drop/collect empty container(s), otherwise (which means there are too many loaded containers to be delivered to the port) it inserts the port to finish the route of this truck and activates the next truck to do the subsequent tasks. Note that when we use this insertion algorithm the truck size is always assumed to be 40ft. Every time a port is inserted, this means a full truck route is obtained, the actual truck size is then known based on the maximum capacity that is needed to execute the route.

We illustrate this insertion process on a 12 order scenario. The scenario involves two depots (D1, D2), a port (P) and 4 trucks (2 × 20ft, 2 × 40ft). As shown in Figure 7(A), a chromosome is a random permutation of all orders. To make it an executable delivery plan, we insert the port (P) and depots (D1, D2) into the sequence so as to separate the chromosome into sub sequences, each representing a feasible route for a truck to travel (Figure 7(B)). More explicitly, the first truck (Truck1) starts from the port (P), taking a 20ft loaded Strip container to deliver to location L1, then travels to location L3 to collect a 20ft empty container. Since the next task is to deliver a 40ft empty container to location L7 and there is no 40ft empty containers on the truck but only a 20ft empty, the truck visits Depot (D1) to drop the 20ft empty on it and collect a 40ft empty for the following order. This “check and insert” process continues until accommodating order 6, when a
Algorithm 1 - Sequential insertion method

**Step 0:** Let $n$ denote the total number of orders. Let $s$ denote a random permutation of order indices (chromosome). Set digit counter $i = 1$.

**Step 1:** Indicate truck usage by two variables and initiate them to zero:

- Initial_load records the number of loaded and empty containers when truck depart from the depot;
- Current_load records the number of loaded and empty containers after servicing the order under consideration.

**Step 2:** while $i \leq n$

- **Step 2.1:** Find the type of order $i$.

- **Step 2.2:** According to the type update the Initial_load and Current_load of truck usage parameters.
  
  - if the updated Initial_load and Current_load is not violating the capacity of the truck (40ft by default) then set $i = i + 1$ and go to Step 2;
  
  - elseif the updated Current_load is negative – the order $s_i$ is an empty delivery, there is empty space on the truck without empty containers (or the empty container size doesn’t match):
    
    - Find the nearest inland depot (D) to order $s_i$, insert it before order $s_i$;
    
    - Collect the empty container that is needed by order $s_i$ from the depot (and/or drop the empty container that is not needed by order $s_i$) – update Current_load;
    
    - Service order $s_i$ – update Current_load;
    
    - Set $i = i + 1$ and go to Step 2.

  
  - elseif the updated Current_load violates the capacity of the truck but there are empty containers on the truck:
    
    - Find the nearest inland depot (D) to order $s_i$, insert it before order $s_i$;
    
    - Drop all empty containers at the depot – update Current_load;
    
    - Service order $s_i$ – update Current_load;
    
    - Set $i = i + 1$ and go to Step 2.

  
  - else the updated Current_load violates the capacity of the truck but there is no empty containers on the truck: go to Step 3.

**Step 3:** Insert port (P) before $s_i$ – terminate route for the current truck and go to Step 1.

40ft loaded container that occupies the full capacity of the truck is collected and to be delivered to the port (where a route finishes). Since the next order is a 40ft import full,
inserting of which will definitely violate the capacity of the truck, the port (P) is inserted to terminate the route of this truck. A new truck (route) is then considered to service the rest of orders in the chromosome. The process is repeated until all orders are examined, following the sequence stated by the chromosome. In the end, when we have inserted all the port and depots we can then examine each route to see which type of truck (20ft or 40ft) is needed to perform it so as to know the composition of the fleet required. In this specific example, we need three 40ft and one 20ft trucks to perform all tasks.

Figure 7: Sample chromosome representation and the executable delivery route after performing Algorithm 1

Note that the proposed “sequential insertion” method is just a heuristic which cannot guarantee optimality even when the chromosome sequence is derived from the optimal solution. Nevertheless, it is significant for two reasons:

1. It always tries to use the maximum capacity of the truck which is an important feature of the optimal solution.

2. It provides a route to turn chromosomes into feasible solutions which enables the GA approach to explore larger feasible areas within a limited number of iterations.

Traditional chromosome representations for VRP (VRPTW) concentrate largely on distance minimisation, while in container shipping capacity constraints become more vital since the maximum number that can be carried by a truck is just 2. This requires an approach which strives to maintain feasibility, and the “sequential insertion” heuristic is meant to do this.

It is obvious that we cannot foresee the number of trucks we are going to use to execute all routes following the sequence as given in each chromosome. Sometimes we may need less trucks than what are available but sometimes more. However, the infeasibility that can be introduced by a chromosome also boils down to the number of trucks used and the specified time window, rather than creating completely un-executable deliver plans as if we include a certain number of routes/trucks and depot visiting options in the chromosome itself. A large number of infeasible solutions will slow down the convergence process of the GA, that is why we try to avoid infeasibility by running this insertion process to convert a sequence into executable solutions. Figure 7 demonstrates one example of infeasible solution due
to the number/type of trucks needed; three 40ft and one 20ft trucks are needed by this
schedule while two of each type are available according to the initial example setting. This
infeasibility will be penalised in the fitness function together with the violation of time
windows and precedence constraints.

4.2 Constructing the initial population

To construct the initial population for GA, a number of chromosomes are generated by
random permutation of orders. As mentioned before, Algorithm 1 converts the random
permutation into executable routes. Note that we still denote the order permutation
(Figure 7(A)) as a chromosome, rather than the extended executable delivery plan (Fig-
ure 7(B)). So, although the number of trucks used and the number of nodes each truck
visits are unpredictable, all chromosomes still have the same length.

4.3 Fitness function and evaluation

The fitness function evaluates the quality of chromosomes so as to rank them for future
GA operations. The objective of this problem is to minimize the total travelling cost and
working time violation penalty to satisfy all orders. Nevertheless, the quality of a chromo-
some also depends on its feasibility. As said before, infeasible ones can be expected after
inserting port and depots, on the number of trucks used, the violation of time windows and
precedence constraints. For this reason, in the fitness function we add terms representing
the penalty on these terms. We define the fitness function for chromosome \( i \) as:

\[
Fit(i) = OBJ(i) + PENALTY(i) \\
= [TTC(i) + WTP(i)] + [PT20(i) + PT40(i) + PTW(i) + PTP(i)]
\]

where \( OBJ(i) \) is the original objective function which comprises \( TTC(i) \), the total trav-
eling cost of solution \( i \) and \( WTP(i) \), the total penalty cost for violating the maximum
allowed daily working time. \( PENALTY(i) \) includes the penalty for violating the fleet size
constraints with \( PT20(i) \) for 20ft trucks and \( PT40(i) \) for 40ft trucks, that for violating the
time window constraints represented by \( PTW(i) \), and that for violating the precedence
constraints represented by \( PTP(i) \). Note that the per unit penalty for extra trucks are
set to very large values in the numerical experiment so as to avoid the violation of these
constraints. In practice, one can tune this parameter according to needs, such as setting
the penalty to the actual cost of renting additional trucks and extra drivers to perform the
additional route generated by the GA. Note further that in our numerical experiment there
isn’t any case in which a planned route takes longer than the maximum allowed working
time. This rarely happens in practice if we suppose the cost and penalty parameters to
be set to reflect the real situation. However to avoid extreme cases we can also penalize a
chromosome whose working time exceeds an upper bound, e.g. 15 hours where \( T_{\text{max}} = 11 \)
hours. By doing this the fitness value will drive the solution away from planning very long
routes.
4.4 Selection process

The new population of chromosomes/solutions is created by performing certain recombination processes such as the crossover and mutation. An appropriate selection process should be applied to choose parents. In this study, we apply the Roulette Wheel Selection (RWS) approach [30], which selects parents according to their proportional performance; individuals with a smaller fitness value have a higher probability to be selected to generate new offspring.

4.5 Genetic operators

After selecting solutions as parents from the initial population, a new population of offspring (children) can be constructed. Genetic operators, i.e. crossover, mutation and reproduction, are used to create the new population as described later.

4.5.1 Crossover

The “subschedule preservation crossover”, which was designed by [5] as a permutation based operator, is applied to construct new offspring. In this crossover operator a random number of digits are chosen from the beginning of the first parent to start a new child. To complete the first child, the remaining digits are added following the sequence they are seen in the second parent, without repetition. To create the second child the same process is carried out, but starting from the second parent.

Figure 8 and 9 illustrates the crossover process with two sample chromosomes (parents). Firstly, we do a random permutation of the truck routes generated by the “sequential insertion” method before applying the crossover operator, so that any truck route has a chance to be in the front part of the chromosome. These steps are illustrated by Figure (1A-1D) for parent 1 and (2A-2D) for parent 2. Since our “sequential insertion” method checks orders from left to right, the crossover operator keeps the route structure for trucks that are servicing the orders before the crossover point. However, good genes may exist either to the left or to the right of the crossover point. This pre-processing will allow the information carried by the right piece of parent chromosomes to pass down to their children.

Once the permutation is done, we apply the crossover operator to the resulting chromosome (1D) and (2D). Like what is shown in Figure 9, we select a random digit where the chromosome is split into parts, e.g. 4. To generate Child 1, the first four digits (Orders 5, 12, 11 and 8) are copied from Parent 1. Removing these orders from Parent 2 we obtain the remaining part of Child 1, then we connect them together to form Child 1 as shown in Figure 9(3A). In the same way, Child 2 can be created with the same parents (Figure 9(3B)). The full truck routes generated after applying the “sequential insertion” method again are displayed in Figure 9(4A) and Figure 9(4B).
4.5.2 Mutation

In the mutation process, two orders are selected randomly from the same chromosome which is also chosen randomly from the current population. The two orders are then swapped to obtain a new chromosome. As illustrated in Figure 10(A), Order 7 and Order 1 are selected randomly from a chromosome of 9 orders. Then the two selected orders are exchanged to generate a new solution as given in Figure 10(B). When the two selected orders belong to the same category, this mutation operator will not change any other truck routes except the one/two servicing the swapped orders, since the “sequential insertion”
method only considers container types when splitting the chromosome array into executable routes. When the two selected orders to swap belong to different categories, however, the mutation may trigger partial updates of the executable route for all the remaining trucks because some orders might be moved from one truck to another by running the “sequential insertion” method. This provides a higher chance of getting rid of a local optimum.

Figure 9: Crossover of orders

Figure 10: Mutation of orders

4.5.3 Reproduction

This is the operator that allows good solutions to be passed into the new population unchanged. In this study we rank all parents and children after crossover and mutation and select the best performing ones to remain.

4.6 Stopping criterion

The above procedures of our GA are repeated until the stopping criterion is satisfied. For this problem, the stopping criterion used is the maximum number of generations.
In numerical experiments we inspect the decrease in fitness values with the number of generations, to decide how many generations is needed by the algorithm to converge for every specific instance.

Likewise to the MILP, the proposed GA can also be applied to different scenarios, e.g. problems with Strip-only or Discharge-only orders, problems containing only 20ft or 40ft containers, problems with or without empty containers, problems with or without inland depots, etc. The population and genetic operators are both independent of the type of containers/empty strategies under consideration; the only difference is seen in the “sequential insertion” method (Algorithm 1) which converts chromosomes into executable routes. For example, when Depot-turn is disabled in a specific problem setting, the two “elseif” options in Step 2.2 of Algorithm 1 should be removed.

5 Computational experiments

All numerical experiments are carried out on real data obtained from the Port of Felixstowe (PoF), which is one of the largest container ports in the UK. A one-day request list consisting of 1067 orders from/to 346 customer locations are used as the source dataset from which our samples (in various sizes) are generated. The service area considered in the dataset spread over a pre-defined area that can be covered within 10 hours of driving from the port. The original dataset consists of full information about the order destinations, payload weights, assigned time windows and order types. The explicit location of every customer node is not available due to disclosure concerns, while road distances between each pair of locations are known. From this dataset, we randomly pick orders according to the sample size and split Strip orders into two parts as described in Section 3.1. A shipping line, who own a number of 20ft and 40ft trucks is assumed to fulfil the transportation of orders between the port terminal, customers (importers and exporters) and a number of inland depots.

A penalty cost (200 pounds/h) applies for any extra working hours (more than 11 hours per day), according to the UK/EU driving regulation. We assume that the service time at Strip locations is negligible [45] while at Discharge locations it is 2 hours. The average speed of trucks is estimated at 40 miles/h. Both solution approaches (MILP, GA) are coded in MATLAB R2016b and executed on a CPU with an Intel(R)Core(TM)i7-4790 processor. The MILP is solved by CPLEX 12.9. For the GA, each example is solved multiple times (depending on the size of the problem) to eliminate the influence of the randomness. Other parameters of GA, such as the population sizes, number of generations, crossover and mutation rates, etc. are selected specifically for every example.

5.1 MILP and GA on small and medium scale examples

In this section we test the performance of the developed GA approach by comparing its solution with the optimal/best possible solution obtained by solving the MILP using CPLEX. Due to the size limits that MATLAB/CPLEX can deal with, we firstly run experiments
with five orders and then increase the number of orders by five, until MATLAB/CPLEX run out of memory and/or the solution time becomes unbearably long. As said earlier, despite MILP and GA being both developed for the highly hybrid scenario where all kinds of transportation types and modes exist, the resulting model and methodology can also be used to cover simpler cases. To complement the tests, we run experiments in categories according to their problem settings. In Table 3, BLC stands for “balanced number of loaded and empty orders from Strip requests” whereas UBLC stands for “unbalanced number of loaded and empty orders from Strip requests”. In practice, containers could be owned by customers which means a loaded request may not be accompanied by an empty one for every single Strip order. Therefore we proposed the UBLC category to cover the scenario where there are fewer empty requests than loaded ones. Both BLC and UBLC allow the usage of inland depots for empty turn around and/or temporary storage, while another category, STT, is proposed for “Street-turn only” where using inland depot is banned. Finally, category STP stands for “Strip-only” and DSC stands for “Discharge-only”, where only the relevant type of containers are considered. The largest size instance for each category displayed in Table 3 are the largest problem, that can be solved by CPLEX to optimality. The sizes are different due to the different size and difficulty of the test scenarios.

Results are summarised in Table 3. For each instance, the problem index indicates the number of initial transportation requests while the second column shows the total number of orders after splitting Strip requests into loaded and empty ones. The number of orders for each container type are summarised in column number 3-6, in the sequence of (IF, EF, IE, EE) for Strip and (IF, EF) for Discharge. In all testing examples except the STT_x cases (Street Turn), there are four inland depots whose location reflect the real location of the inland depots used by the PoF. The GA results displayed are the average over 20 runs; the averaged cost, standard deviation, the number of runs when GA hit the optimal solution (last column) are reported.

Note that in this study, the number of trucks (routes) to perform the delivery is also selected by the optimization model/approach so the initial fleet number is not a decisive parameter. In all experiments, we set the fleet size by simply assuming that each 40ft container needs a 40ft truck and every two 20ft container require a 20ft truck, since otherwise the surplus constraints such as the time window can hardly be satisfied in general.

The solution time of the MILP using CPLEX depends largely on the specific example while on average it increases with problem size. It is obvious to see that the STT (Street-turn only) and DSC (Discharge-only) cases are relatively easier to solve by CPLEX than other scenarios, mainly due to the smaller number of variables. While for the GA approach, there is no significant differences; a sub-optimal solution can be achieved in a couple of seconds for all instances. The designed GA approach is capable of finding optimal solutions for all small instances across the test scenarios, and its sub-optimality gap is not monotonically increasing with the problem size. Note that there isn’t any case throughout the tests that GA fails to find a feasible solution. There are certain instances where CPLEX finds optimal solution relatively fast but GA get stuck in a local optimum (e.g. STT_20), while instances also exist on which CPLEX takes longer to search through the Branch-and-Bound tree whereas GA approaches the optimal solution in 12/20 runs within
Due to the large size of instances, CPLEX can’t even find a feasible integer solution in only 1 second (e.g. STT.25). Note that the number of used trucks is fractional in the GA solution as reported in the table, since we run the GA for 20 times and take the average. On average, GA tends to use more 40ft trucks than the optimal solution, because the insertion heuristic assumes 40ft trucks are used by default and tries to place as many orders on it as possible. This could be one of the main reason for the sub-optimality gap. In addition, GA performs notably well on Discharge-only instances (DSC_x), no matter whether the numbers of import and export containers are balanced or not.

PLEX is based on Branch-and-Bound which gives intermediate, feasible integer solutions although sometimes it cannot prove their optimality within reasonable time. So on slightly larger instances where MATLAB/CPLEX runs without memory issues, we run another set of tests to compare the GA solutions with the best feasible integer solutions or the tightest LP bound (lower bound for any feasible solutions) that CPLEX can find within limited time. Results are summarised in Table 4. To allow a fair comparison while avoiding CPLEX running indefinitely, for each instance we report the CPLEX solutions after 1,000 seconds and after one hour.

As shown in Table 4, when CPLEX finds feasible integer solutions (not necessarily optimal), GA finds better or close solutions in most instances such as BLix25,UBLix15, UBix20, STP.15 and STP.20. In other cases when GA gives slightly higher gaps (3%-13%) such as for BL30, UB30 and DSC.50, the sub-optimality gaps of the CPLEX solution are close to zero which means they might be the optimal solution but CPLEX needs longer than 1 hour to prove their optimality. However, the running time for GA is just a few seconds compared to the CPLEX running time of 1,000 or 3,600 seconds.

Due to the large size of instances, CPLEX can’t even find a feasible integer solution in one hour of CPU time, for some of them. When CPLEX fails to find any feasible integer

<table>
<thead>
<tr>
<th>Index</th>
<th># Orders</th>
<th>Number &amp; Type of orders</th>
<th>MILP solution</th>
<th>GA solution (average)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td># 20t</td>
<td># 40t</td>
</tr>
<tr>
<td>BLC_4</td>
<td>9</td>
<td>(1,1,1,0)</td>
<td>(1,2,1,0)</td>
<td>(0,0)</td>
</tr>
<tr>
<td>BLC_10</td>
<td>17</td>
<td>(1,3,1,3)</td>
<td>(1,2,1,2)</td>
<td>(1,0)</td>
</tr>
<tr>
<td>BLC_15</td>
<td>23</td>
<td>(0,4,0,4)</td>
<td>(1,3,1,3)</td>
<td>(1.1)</td>
</tr>
<tr>
<td>BLC_20</td>
<td>33</td>
<td>(2,1,2,1)</td>
<td>(8,2,8,2)</td>
<td>(2.0)</td>
</tr>
<tr>
<td>UBLC_4</td>
<td>6</td>
<td>(2,0,1,0)</td>
<td>(0,0,0,0)</td>
<td>(0.0)</td>
</tr>
<tr>
<td>UBLC_12</td>
<td>12</td>
<td>(0,0,0,0)</td>
<td>(0,4,0,2)</td>
<td>(3.1)</td>
</tr>
<tr>
<td>STC_4</td>
<td>8</td>
<td>(1,1,1,1)</td>
<td>(0,1,0,1)</td>
<td>(1.9)</td>
</tr>
<tr>
<td>STT_10</td>
<td>13</td>
<td>(0,1,0,1)</td>
<td>(1,1,1,1)</td>
<td>(2.3)</td>
</tr>
<tr>
<td>STT_25</td>
<td>25</td>
<td>(3.1,3.1)</td>
<td>(1,5,1.5)</td>
<td>(0.1)</td>
</tr>
<tr>
<td>STT_30</td>
<td>30</td>
<td>(3,0,3.0)</td>
<td>(2,6,2.6)</td>
<td>(1.2)</td>
</tr>
<tr>
<td>STT_40</td>
<td>40</td>
<td>(2,1,2.0)</td>
<td>(3.6,0.1)</td>
<td>(2.3)</td>
</tr>
<tr>
<td>STT_39</td>
<td>39</td>
<td>(4,3,1,2)</td>
<td>(5,4,3,3)</td>
<td>(4.4)</td>
</tr>
<tr>
<td>STT_35</td>
<td>42</td>
<td>(4,2,1,2)</td>
<td>(6,3,1,3)</td>
<td>(8.3)</td>
</tr>
<tr>
<td>STP_6</td>
<td>5</td>
<td>(0.0,0,0,2)</td>
<td>(2,0,2.0)</td>
<td>-</td>
</tr>
<tr>
<td>STP_10</td>
<td>16</td>
<td>(1,1,1,1)</td>
<td>(3.5,1,3)</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Comparison of MILP and GA solutions on small scale examples
<table>
<thead>
<tr>
<th>Index</th>
<th>Or-</th>
<th>Orders</th>
<th># 20ft</th>
<th># 40ft</th>
<th># 20ft</th>
<th># 40ft</th>
<th># trucks</th>
<th>cost</th>
<th>time (s)</th>
<th>gap (%)</th>
<th># trucks</th>
<th>cost</th>
<th>s.d.</th>
<th>time (s)</th>
<th>gap from CPLEX</th>
<th># better than CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLC_25</td>
<td>36</td>
<td>(3.4,3.4)</td>
<td>(3,1,3)</td>
<td>(3,4)</td>
<td>(3,4)</td>
<td>10</td>
<td>20</td>
<td>2118.7</td>
<td>1000</td>
<td>8.45</td>
<td>6.2</td>
<td>8.9</td>
<td>2131.2</td>
<td>50.27</td>
<td>6.64</td>
<td><strong>0.59</strong></td>
</tr>
<tr>
<td>BLC_30</td>
<td>46</td>
<td>(3.5,3.5)</td>
<td>(4,4,4)</td>
<td>(6.2)</td>
<td>(2,4)</td>
<td>7</td>
<td>2386.4</td>
<td>3600</td>
<td>0.05</td>
<td>3.66</td>
<td>12.1</td>
<td>2701.2</td>
<td>66.50</td>
<td>7.39</td>
<td><strong>13.19</strong></td>
<td>0</td>
</tr>
<tr>
<td>BLC_35</td>
<td>49</td>
<td>(2,6,2,6)</td>
<td>(3,3,3,3)</td>
<td>(4,4)</td>
<td>(9,9)</td>
<td>5</td>
<td>8</td>
<td>2080.0</td>
<td>3600</td>
<td>4.92</td>
<td>6.2</td>
<td>8.9</td>
<td>2131.2</td>
<td>50.27</td>
<td>6.64</td>
<td><strong>0.59</strong></td>
</tr>
<tr>
<td>BLC_40</td>
<td>52</td>
<td>(4,8,4,3)</td>
<td>(5,4,4,1)</td>
<td>(8,3)</td>
<td>(4,4)</td>
<td>5</td>
<td>20</td>
<td>1302.2</td>
<td>1000</td>
<td>23.64</td>
<td>2.8</td>
<td>6.7</td>
<td>1203.0</td>
<td>20.53</td>
<td>2.60</td>
<td><strong>-7.62</strong></td>
</tr>
<tr>
<td>BLC_45</td>
<td>59</td>
<td>(8,6,4,3)</td>
<td>(4,7,3,4)</td>
<td>(2,2)</td>
<td>(4,5)</td>
<td>5</td>
<td>20</td>
<td>2124.8</td>
<td>3600</td>
<td>10.09</td>
<td>2.6</td>
<td>10.5</td>
<td>2701.2</td>
<td>50.27</td>
<td>6.64</td>
<td><strong>0.59</strong></td>
</tr>
<tr>
<td>BLC_50</td>
<td>65</td>
<td>(7,11,1)</td>
<td>(7,5,5,3)</td>
<td>(2,2)</td>
<td>(4,4)</td>
<td>5</td>
<td>8</td>
<td>2477.0</td>
<td>3600</td>
<td>0.16</td>
<td>4.3</td>
<td>10.9</td>
<td>2599.6</td>
<td>41.89</td>
<td>4.47</td>
<td><strong>4.95</strong></td>
</tr>
<tr>
<td>STT_40</td>
<td>52</td>
<td>(4,8,4,3)</td>
<td>(5,4,4,1)</td>
<td>(8,3)</td>
<td>(4,4)</td>
<td>5</td>
<td>18</td>
<td>3128.3</td>
<td>1000</td>
<td>51.8</td>
<td>10.21</td>
<td><strong>-10.15</strong></td>
<td>15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STT_45</td>
<td>55</td>
<td>(8,9,6,3)</td>
<td>(6,7,3,5)</td>
<td>(2,2)</td>
<td>(4,5)</td>
<td>5</td>
<td>8</td>
<td>2189.1</td>
<td>3600</td>
<td>0.16</td>
<td>3.9</td>
<td>10.4</td>
<td>2410.6</td>
<td>34.61</td>
<td>4.47</td>
<td><strong>12.12</strong></td>
</tr>
<tr>
<td>STP_25</td>
<td>39</td>
<td>(8,6,4,3)</td>
<td>(4,7,3,4)</td>
<td>(2,2)</td>
<td>(4,5)</td>
<td>5</td>
<td>8</td>
<td>2189.1</td>
<td>3600</td>
<td>0.16</td>
<td>3.9</td>
<td>10.4</td>
<td>2410.6</td>
<td>34.61</td>
<td>4.47</td>
<td><strong>12.12</strong></td>
</tr>
<tr>
<td>STP_30</td>
<td>47</td>
<td>(8,6,4,3)</td>
<td>(6,7,3,5)</td>
<td>(2,2)</td>
<td>(4,5)</td>
<td>5</td>
<td>8</td>
<td>2189.1</td>
<td>3600</td>
<td>0.16</td>
<td>3.9</td>
<td>10.4</td>
<td>2410.6</td>
<td>34.61</td>
<td>4.47</td>
<td><strong>12.12</strong></td>
</tr>
<tr>
<td>DSC_50</td>
<td>60</td>
<td>(7,11,1)</td>
<td>(7,5,5,3)</td>
<td>(2,2)</td>
<td>(4,4)</td>
<td>5</td>
<td>8</td>
<td>4160.2</td>
<td>3600</td>
<td>0.17</td>
<td>5.5</td>
<td>21.8</td>
<td>4160.2</td>
<td>59.04</td>
<td>4.47</td>
<td><strong>3.19</strong></td>
</tr>
</tbody>
</table>

Table 4: Comparison of MILP and GA solutions on medium scale examples

solutions, the best LP bound obtained after one hour is reported. Note that this LP bound is a theoretical lower bound which cannot be achieved by any feasible integer solution, and its tightness varies from instance to instance - in some cases the optimal objective could be much higher than the LP bound. While considering the difficulty of the problem it is unlikely to develop tighter bounds for these instances, so we compare the GA solution with the LP bound to show the maximum possible sub-optimality gap the GA solution generates, while bearing in mind that the actual gap might be much smaller than the values shown in these cases in Table 4. Despite this, the sub-optimality gaps of GA solution in all but one case are smaller than 18%, which justifies its performance on larger instances. The outlier of 34.72% for STP_30 could be due to the poor LP bound, as its value (2116.1) is even lower than that of the STP_25 (2189.1) with obviously less number of orders.

5.2 GA on large scale instances

Due to the NP-hard nature of the problem, large instances of the MILP model cannot be solved to optimality. In this section we report on the performance of GA on various instances with 50, 100, 200, 300, 400 and 500 orders. Again all orders are randomly generated from actual customer locations serviced by the Port of Felixstowe (PoF), the largest container port in the UK. Both Depot-turn and Street-turn are allowed in these tests. GA results are the average of 10 runs. To find how many iterations are actually needed for GA to converge, we inspect the decrease in the lowest fitness values as shown
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in Figure 11 for the BLC$_{50}$ and UBLC$_{50}$. The final results are summarised in Table 5.

![Graph](image)

Figure 11: Convergence and number of iterations for the GA approach

<table>
<thead>
<tr>
<th>Index</th>
<th># Or-</th>
<th># 20ft</th>
<th># 40ft</th>
<th># 20ft</th>
<th># 40ft</th>
<th># Fleet used</th>
<th>Cost</th>
<th>s.d.</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLC$_{50}$</td>
<td>76</td>
<td>(6,6,6)</td>
<td>(6,6,6)</td>
<td>(6,8)</td>
<td>(8,8)</td>
<td>2.1</td>
<td>21.6</td>
<td>4655.7</td>
<td>92.93</td>
</tr>
<tr>
<td>UBLC$_{50}$</td>
<td>87</td>
<td>(8,6,3,6)</td>
<td>(4,8,2,9)</td>
<td>(6,6)</td>
<td>(6,6)</td>
<td>2.1</td>
<td>20.6</td>
<td>4354.9</td>
<td>80.27</td>
</tr>
<tr>
<td>BLC$_{100}$</td>
<td>149</td>
<td>(10,12,10,12)</td>
<td>(12,15,12,15)</td>
<td>(8,16)</td>
<td>(10,14)</td>
<td>6.0</td>
<td>45.9</td>
<td>9380.6</td>
<td>107.3</td>
</tr>
<tr>
<td>UBLC$_{100}$</td>
<td>123</td>
<td>(11,9,3,5)</td>
<td>(6,1,7,9)</td>
<td>(8,15)</td>
<td>(12,17)</td>
<td>5.1</td>
<td>46.6</td>
<td>8382.9</td>
<td>48.2</td>
</tr>
<tr>
<td>BLC$_{200}$</td>
<td>258</td>
<td>(20,26,20,26)</td>
<td>(5,33,25,33)</td>
<td>(26,22)</td>
<td>(30,24)</td>
<td>10.8</td>
<td>92.9</td>
<td>21112.0</td>
<td>205.3</td>
</tr>
<tr>
<td>UBLC$_{200}$</td>
<td>248</td>
<td>(20,27,10,9)</td>
<td>(29,22,17,12)</td>
<td>(27,18)</td>
<td>(31,26)</td>
<td>12.4</td>
<td>85.2</td>
<td>17575.0</td>
<td>138.95</td>
</tr>
<tr>
<td>BLC$_{300}$</td>
<td>458</td>
<td>(32,41,32,41)</td>
<td>(53,25,53,32)</td>
<td>(27,41)</td>
<td>(42,32)</td>
<td>18.4</td>
<td>137.9</td>
<td>31255.0</td>
<td>230.64</td>
</tr>
<tr>
<td>UBLC$_{300}$</td>
<td>373</td>
<td>(24,37,14,19)</td>
<td>(45,41,25,17)</td>
<td>(27,36)</td>
<td>(41,46)</td>
<td>17.4</td>
<td>131.2</td>
<td>27216.0</td>
<td>179.48</td>
</tr>
<tr>
<td>BLC$_{400}$</td>
<td>629</td>
<td>(46,48,45,48)</td>
<td>(46,54,46,54)</td>
<td>(43,52)</td>
<td>(46,66)</td>
<td>22.8</td>
<td>186.8</td>
<td>40994.0</td>
<td>238.18</td>
</tr>
<tr>
<td>UBLC$_{400}$</td>
<td>519</td>
<td>(46,62,26,27)</td>
<td>(51,57,26,35)</td>
<td>(32,37)</td>
<td>(66,49)</td>
<td>25.1</td>
<td>176.7</td>
<td>37769.0</td>
<td>210.32</td>
</tr>
<tr>
<td>BLC$_{500}$</td>
<td>741</td>
<td>(12,54,42,54)</td>
<td>(64,81,64,81)</td>
<td>(64,67)</td>
<td>(55,73)</td>
<td>28.2</td>
<td>221.0</td>
<td>48175.0</td>
<td>257.85</td>
</tr>
<tr>
<td>UBLC$_{500}$</td>
<td>628</td>
<td>(57,47,30,27)</td>
<td>(69,66,38,23)</td>
<td>(27,36)</td>
<td>(41,46)</td>
<td>31.3</td>
<td>223.3</td>
<td>47278.0</td>
<td>239.15</td>
</tr>
</tbody>
</table>

Table 5: Results of solving larger examples by GA alone

Looking at the results we can see that the unbalanced problems are smaller in size so they end up with shorter solution times and smaller costs. While the number of iterations that are needed for the GA to converge in each category are not significantly different. With the GA method, examples with 500 orders can be solved within one hour.

5.3 The value of combining Strip and Discharge orders

Here, we investigate how much can be saved by combining Strip and Discharge orders. To this end, we use GA to solve three problem settings: Strip only, Discharge only, Strip and Discharge jointly with the same set of orders as used in the separate case. Both Depot-turn and Street-turn are allowed under all these three settings. In Table 6 we summarize the results for instances with 100, 200, 300, 400 and 500 orders, solved separately and jointly. Some of them have balanced order numbers in each category while some others have randomly allocated numbers. Results are the average of 10 runs with GA. Note that the full result for every example consists of four rows in Table 6: the first two rows show
the solution of solving Strip only and Discharge only problems, respectively; the third row is a summation of the first two rows which show the total cost and resource consumption for delivering these two types separately; the fourth row shows the solution of joint delivery of both Strip and Discharge orders. So the fleet usage and cost in the third row and the fourth row are comparable.

<table>
<thead>
<tr>
<th>Index</th>
<th># Orders</th>
<th>Number &amp; Type of orders</th>
<th>GA solution (average)</th>
<th>% saving from separate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td># 20ft</td>
<td># 40ft</td>
<td>fleet used</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20ft</td>
<td>40ft</td>
<td>20ft</td>
</tr>
<tr>
<td>STP_46</td>
<td>92</td>
<td>(10,12,10,12)</td>
<td>(10,14,10.14)</td>
<td>2.1</td>
</tr>
<tr>
<td>DSC_54</td>
<td>54</td>
<td>-</td>
<td>(9,8)</td>
<td>1.5</td>
</tr>
<tr>
<td>SPR_100</td>
<td>146</td>
<td>(10,12,10,12)</td>
<td>(10,14,10.14)</td>
<td>3.6</td>
</tr>
<tr>
<td>JIN_100</td>
<td>146</td>
<td>(10,12,10,12)</td>
<td>(10,14,10.14)</td>
<td>4.3</td>
</tr>
<tr>
<td>STP_102</td>
<td>144</td>
<td>(18,22,7,11)</td>
<td>(10,24,12,16)</td>
<td>4.6</td>
</tr>
<tr>
<td>DSC_102</td>
<td>102</td>
<td>-</td>
<td>(15,30)</td>
<td>1.5</td>
</tr>
<tr>
<td>SPR_200</td>
<td>246</td>
<td>(18,22,7,11)</td>
<td>(30,28,12,16)</td>
<td>9.8</td>
</tr>
<tr>
<td>JIN_200</td>
<td>246</td>
<td>(18,22,7,11)</td>
<td>(30,28,12,16)</td>
<td>3.6</td>
</tr>
<tr>
<td>STP_142</td>
<td>216</td>
<td>(40,34,25,15)</td>
<td>(30,38,14,20)</td>
<td>6.7</td>
</tr>
<tr>
<td>DSC_158</td>
<td>158</td>
<td>-</td>
<td>(29,46)</td>
<td>10.3</td>
</tr>
<tr>
<td>SPR_400</td>
<td>374</td>
<td>(40,34,25,15)</td>
<td>(30,38,14,20)</td>
<td>17.0</td>
</tr>
<tr>
<td>JIN_300</td>
<td>374</td>
<td>(40,34,25,15)</td>
<td>(30,38,14,20)</td>
<td>21.8</td>
</tr>
<tr>
<td>STP_201</td>
<td>402</td>
<td>(36,54,36,54)</td>
<td>(65,46.56,46)</td>
<td>15.4</td>
</tr>
<tr>
<td>DSC_199</td>
<td>199</td>
<td>-</td>
<td>(36,48)</td>
<td>12.2</td>
</tr>
<tr>
<td>SPR_400</td>
<td>601</td>
<td>(36,54,36,54)</td>
<td>(65,46.56,46)</td>
<td>27.6</td>
</tr>
<tr>
<td>JIN_400</td>
<td>601</td>
<td>(36,54,36,54)</td>
<td>(65,46.56,46)</td>
<td>28.3</td>
</tr>
<tr>
<td>STP_487</td>
<td>603</td>
<td>(56,63,56,63)</td>
<td>(68,65,68,65)</td>
<td>19.1</td>
</tr>
<tr>
<td>DSC_248</td>
<td>248</td>
<td>-</td>
<td>(65,58)</td>
<td>19.9</td>
</tr>
<tr>
<td>SPR_500</td>
<td>752</td>
<td>(56,63,56,63)</td>
<td>(68,65,68,65)</td>
<td>37.3</td>
</tr>
<tr>
<td>JIN_500</td>
<td>752</td>
<td>(56,63,56,63)</td>
<td>(68,65,68,65)</td>
<td>31.8</td>
</tr>
</tbody>
</table>

Table 6: Comparison of transporting Strip and Discharge orders separately or jointly

As illustrated in Table 6, the delivery cost is reduced by 6.81 – 10.86% when combining Strip and Discharge orders in transportation is allowed. This cost reduction becomes more significant as the problem size grows. Compared to separate delivery, joint delivery tends to use more 20ft trucks whereas less 40ft ones, which is actually a feature of the optimal solution we have observed from solving small scale problems. On average, the Strip-only problem is harder to solve than the Discharge-only one with the same (or similar) number of initial delivery requests as it leads to larger problem size, whereas the cost of the Strip-only problem is in general cheaper due to the flexibility it offers in transportation. The computational time to perform the joint case is larger (but still acceptable) compared to the two individual cases, since more iterations are needed for the GA to converge.

5.4 Value of the inland depots

In this section we evaluate the value of using the inland depots in container transportation. To this end, we solve the same problem with or without inland depots, for the scenarios with roughly balanced (BLC_XX) or significantly unbalanced (UBLCE_XX) number of empty requests. Note that the “without inland depot” case is indicated by an extension “_STT” in Table 7, standing for “street-turn only”. While the usage of port terminal as an empty storage is still allowed in the “_STT” case because all routes start and finish at the port terminal, by default.
<table>
<thead>
<tr>
<th>Index</th>
<th># Orders</th>
<th>Number and Type of orders</th>
<th>GA solution (average)</th>
<th>% Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td># 20ft</td>
<td># 40ft</td>
<td># 20ft</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strip</td>
<td>Strip</td>
<td>Load</td>
</tr>
<tr>
<td>BLC_50_STT</td>
<td>76</td>
<td>(6,7,6,7)</td>
<td>(7,6,7,6)</td>
<td>(6,8)</td>
</tr>
<tr>
<td>UBLCE_50_STT</td>
<td>74</td>
<td>(7,2,7,2)</td>
<td>(13,2,13,2)</td>
<td>(5,4)</td>
</tr>
<tr>
<td>BLC_100_STT</td>
<td>161</td>
<td>(16,11,16,11)</td>
<td>(17,17,17,17)</td>
<td>(8,8)</td>
</tr>
<tr>
<td>UBLCE_100_STT</td>
<td>145</td>
<td>(9,4,9,4)</td>
<td>(25,7,25,7)</td>
<td>(16,5)</td>
</tr>
<tr>
<td>BLC_200_STT</td>
<td>290</td>
<td>(16,20,16,20)</td>
<td>(24,30,24,30)</td>
<td>(21,26)</td>
</tr>
<tr>
<td>UBLCE_200_STT</td>
<td>299</td>
<td>(30,13,30,13)</td>
<td>(45,11,45,11)</td>
<td>(32,13)</td>
</tr>
<tr>
<td>BLC_300_STT</td>
<td>463</td>
<td>(30,36,30,36)</td>
<td>(53,44,53,44)</td>
<td>(20,29)</td>
</tr>
<tr>
<td>UBLCE_300_STT</td>
<td>463</td>
<td>(48,14,48,14)</td>
<td>(68,33,68,33)</td>
<td>(35,15)</td>
</tr>
<tr>
<td>BLC_400_STT</td>
<td>595</td>
<td>(45,46,45,46)</td>
<td>(45,59,45,59)</td>
<td>(35,58)</td>
</tr>
<tr>
<td>UBLCE_400_STT</td>
<td>588</td>
<td>(66,18,66,18)</td>
<td>(67,37,67,37)</td>
<td>(67,25)</td>
</tr>
<tr>
<td>BLC_500_STT</td>
<td>750</td>
<td>(63,64,63,64)</td>
<td>(61,62,61,62)</td>
<td>(41,62)</td>
</tr>
<tr>
<td>UBLCE_500_STT</td>
<td>762</td>
<td>(87,24,87,24)</td>
<td>(122,29,122,29)</td>
<td>(66,35)</td>
</tr>
</tbody>
</table>

Table 7: Comparison between the Street-and-Depot-turn and Street-turn-only cases

As shown in Table 7, the cost decreases by 1.98 - 9.47% for the inclusion of inland depots, which becomes more significant when the numbers of import and export orders, and therefore the demand and supply of the empty containers, are obviously unbalanced. The reduced cost is obtained from the better routes constructed when inland depots are used to temporarily store the empties and to balance the demands and supply of empties, and a higher truck utilization.

6 Conclusions

In this paper the most general form of the inland container transportation problem is solved. Explicitly, we consider the transportation of 12 types of orders involving, 20ft and 40ft, loaded and empty, Strip and Discharge containers using a heterogeneous fleet of 20ft and 40ft trucks. The two major strategies for storing and relocating empty containers, namely Street-turn and Depot-turn are both allowed. An MILP model is designed to represent this problem. Small instances of this problem can be solved to optimality. For industrial sized instances we suggest a novel implementation of GA which uses a sequential insertion method to convert chromosome/solutions to executable delivery routes, so as to maintain the viability of the routes with both crossover and mutation operators. This methodology works well and introduces an average sub-optimality gap of 2.21% on all tested small scale instances. We also proposed a route for the combined delivery of Strip and Discharge containers. These two types are investigated separately and jointly in route planning, to show how much can be saved by servicing them simultaneously. The result shows that by combining them in delivery one can save up to 11% in the total delivery costs.
Note that we assume orders are fixed and known in advance, while in practice orders are received dynamically covering multiple days. It is worthwhile to investigate this situation.
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