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Abstract

Objective. In many real-world decision tasks, the information available to the decision maker is
incomplete. To account for this uncertainty, we associate a degree of confidence to every decision,
representing the likelihood of that decision being correct. In this study, we analyse
electroencephalography (EEG) data from 68 participants undertaking eight different perceptual
decision-making experiments. Our goals are to investigate (1) whether subject- and
task-independent neural correlates of decision confidence exist, and (2) to what degree it is
possible to build brain computer interfaces that can estimate confidence on a trial-by-trial basis.
The experiments cover a wide range of perceptual tasks, which allowed to separate the task-related,
decision-making features from the task-independent ones. Approach. Our systems train artificial
neural networks to predict the confidence in each decision from EEG data and response times. We
compare the decoding performance with three training approaches: (1) single subject, where both
training and testing data were acquired from the same person; (2) multi-subject, where all the data
pertained to the same task, but the training and testing data came from different users; and (3)
multi-task, where the training and testing data came from different tasks and subjects. Finally, we

validated our multi-task approach using data from two additional experiments, in which
confidence was not reported. Main results. We found significant differences in the EEG data for
different confidence levels in both stimulus-locked and response-locked epochs. All our
approaches were able to predict the confidence between 15% and 35% better than the
corresponding reference baselines. Significance. Our results suggest that confidence in perceptual
decision making tasks could be reconstructed from neural signals even when using transfer
learning approaches. These confidence estimates are based on the decision-making process rather

than just the confidence-reporting process.

1. Introduction

1.1. Decision-making

A decision is the result of a process that integ-
rates contextual cues and pre-existing knowledge to
commit to a categorical choice to achieve a par-
ticular goal. It has been shown that during the
decision-making process the human brain weighs

© 2021 The Author(s). Published by IOP Publishing Ltd

and integrates multiple noisy sources of informa-
tion over time [1-5]. As a result, a meta-cognitive
evaluation of the decision is generated: the confid-
ence [6-8], which reflects the perceived probability
of being correct and is generally correlated with the
accuracy, similarly to other behavioural and physiolo-
gical measures, such as the response time (RT)
[9-15].
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Different neural correlates of decision making
have been identified using neuroimaging techniques
such as electroencephalography (EEG) [16, 17],
including neural correlates of confidence [8, 11, 18—
20]. In particular, the activity in the pre-frontal [21,
22] and parietal [23, 24] cortices correlates with the
confidence reported by human participants.

EEG has been used to characterise numerous
brain states, such as mental workload, valence, and
arousal, which directly or indirectly affect decision
making [25-27]. Also, several studies have found dif-
ferences in the event-related potentials (ERP) for dif-
ferent confidence levels in decision making [5, 18,
20, 23, 28, 29]. These differences in the brain activity
make it possible to predict and classify confidence on
a decision-by-decision basis using machine learning
algorithms [7, 20, 30, 31].

1.2. Brain—computer interfaces

Significant experience in the detection, prediction,
and classification of trial-by-trial brain responses has
been acquired in the field of brain—computer inter-
faces (BClIs). Normally, these devices are used to cre-
ate a communication channel between a human with
significant motor disabilities and a machine [32]. The
most common BClIs record brain activity via EEG,
thanks to its low cost, high temporal resolution, non-
invasiveness, and practicality. The downside of EEG
is the low signal-to-noise ratio, non-stationarity, and
low spatial resolution. Due to these limitations, stand-
ard BCIs can only issue a small set of commands
and do so rather slowly and with occasional errors,
although the trade-off between speed and accuracy
can often be adjusted [33-35].

BClIs can also be used for other forms of cog-
nitive human augmentation [36]. For instance, if
EEG signals are complemented with behavioural
and other physiological recordings (hybrid BClIs),
one can obtain systems to support group decision-
making [37—41] that are capable of delivering signi-
ficant practical benefits in real-world situations.

1.3. Transfer learning

Due to high inter-subject variability of EEG signals,
BClIs are usually required to be trained with the brain
signals of each user. The length of the training process
limits BCI applicability in many domains. Transfer
learning could significantly reduce the training needs
of a BCI, by training the machine-learning model of
the BCI with data from one participant, and use the
trained model with a different participant [42].

To date, transfer learning has only been used
in established BCI applications, such as ERP detec-
tion [43, 44], motor imagery classification [45, 46],
and steady state visual evoked potentials [43,47]. This
is, mainly, because of the non-stationarity of EEG,
that limits the efficiency of such approach. To the best
of our knowledge, transfer learning has not yet been
applied to confidence decoding in decision making.
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1.4. Contributions
This paper makes the following contributions.

1.4.1. Neural correlates of confidence

Most studies reporting analysis techniques for con-
fidence do it only for one task [4, 6, 7, 12, 20, 21,
23, 31, 48]. In this study, we instead investigate the
neural correlates of the confidence across eight differ-
ent experiments with 68 participants in total. This is a
significative increase compared to classical BCI exper-
iments where 5-20 participants are used. In most of
the cited papers, the confidence levels are divided in
two groups (Confident and non-Confident), either by
actively asking the participant only those two options,
or calculating the median. We grouped the confid-
ence into four levels (low, mid, high, and sure) to
find whether there was a gradient in the neural cor-
relates associated to the confidence level. All exper-
iments included decision tasks where information
was presented visually, but had different stimuli and
feedback. Analysing multiple experiments allowed to
increase the generality of results and interpretations.
With this approach we expected to find both tasks-
related differences in the processes associated with
confidence evaluation, as well as a task-independent
common biomarker of confidence. To the best of our
knowledge this is the first time an approach like this
is been attempted.

1.4.2. Confidence prediction

The second goal of this study was to predict the repor-
ted confidence. Of course, the best way to obtain the
confidence is not to predict it but ask directly the par-
ticipant after each decision. However, being able to
accurately predict decision confidence is important
in many time-critical tasks (e.g. in the military, in
trading, etc) where waiting for people to evaluate and
express their confidence is not viable.

In previous studies, we focused on predicting the
probability of each trial being correct, as this is partic-
ularly useful for aiding group decisions [38—40, 49—
51]. In this study however, we focus our attention on
predicting the confidence reported by participants after
each decision. The rationale behind this choice is that,
after task familiarisation, reported confidence tends
to be a good estimator of performance [29]. Another
advantage of estimating confidence rather than prob-
ability of correctness is that the latter may not be read-
ily available in every task to be able to train the BCI,
while the former can be asked at any time to the user
during the training period.

Because confidence is essentially an analogue
quantity, we treat confidence prediction as a regression
problem with analogue outputs, and do not require any
prior knowledge of the participant’s confidence dis-
tribution compared to more traditional approaches
where the confidence prediction is treated as a bin-
ary problem [7, 20, 31]. BCI systems are rarely used
to solve regression problems. However, there do exist
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some prior examples. For instance, the estimation
of drowsiness [52], reaction time [53] or hand posi-
tion [54]. Nevertheless, to the best of our knowledge,
a regression approach has never been attempted for
the prediction of the reported confidence.

Finally, for the first time, we investigated a zero-
training approach to confidence prediction. Zero-
training is a form of transfer learning where the
predictor is not tailored for each participant. We
used different approaches to predict the confidence
to investigate their impact on the quality of the pre-
diction.

1.4.3. Validation

We validated our BCI confidence decoders using gen-
eral zero training in experiments where the par-
ticipants did not report their confidence in the
decisions. This allowed us to investigate whether the
neural correlates of confidence identified in this study
were related to the whole decision-making process,
rather than being neural correlates of confidence
reporting.

2. Materials and methods

2.1. Experiments
For this study, eight different experiments conduc-
ted over the past 6 years were used. As it can be seen
in figure 1, all experiments had similar trial struc-
tures: visual information was provided, as either a
static image or a video sequence. Following which, a
decision had to be made and reported by the parti-
cipant together with their confidence (except for the
two validation experiments).

A brief description of each experiment is given
below, while full details of each experimental protocol
are included in the corresponding publications.

2.1.1. PATROLI [50], PATROL2, and PATROL3

In these three experiments, participants were presen-
ted with a video of a corridor with doors at both
sides. At a random time, a soldier figure appeared
for 250 ms, and participants had to decide (within a
2 s timeout) whether the figure was wearing a helmet
or a cap, by pressing the left or right mouse button,
respectively. Participants were then asked to report
the confidence in their decision using the mouse
wheel. A blue bar representing the confidence varied
accordingly as participants manipulated the wheel.
If the participant did not respond, the experiment
would continue and their decision would be con-
sidered incorrect (miss). In PATROL2 and PATROL3,
after confidence was provided, feedback on the cor-
rectness of the decision and confidence assessment
was given to participants. In PATROL2 feedback was
in the form of a slider, which was most negative
for incorrect fully-confident decisions, weakly neg-
ative for incorrect low-confidence decisions, weakly
positive for correct low-confidence decisions, and
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most positive for correct fully-confident decisions.
In PATROLS3, participants were shown their decision
(represented by the labels ‘Cap’ and ‘Helmet’) and
confidence (represented by a confidence slider) side
by side with the decision and confidence of an expert.
Twelve participants took part in PATROLI exper-
iment, while ten participants undertook PATROL2
and PATROL3. Each participant performed 336 trials.

2.1.2. ASSISTED-PATROL

This experiment, while being similar to the PATROL
experiments, presented some differences. Firstly,
instead of video feeds, two static images were presen-
ted (see figure 1): (1) the empty corridor and (2) the
corridor with a character, both displayed for 250 ms.
Secondly, after the character image, participants were
forced to respond (i.e. there was no timeout for their
responses). Thirdly, some of the trials contained a
cue before the stimulus indicating if the target would
appear to the right- or to the left-hand-side of the
corridor. Finally, there was no trial-by-trial feedback.
There were four types of trials: without any cue, with
a static head that did not provide any information,
a voice saying ‘right’ or ‘left, or a talking head say-
ing either ‘right’ or ‘left’ In this experiment, 12 par-
ticipants were tested, each performing 640 trials, 160
per condition”.

2.1.3. SUSPECT-DETECTION [40]

In each trial of this experiment, participants were
presented with a black-and-white photo of a crowded
corridor (for 300 ms), and then with a display asking
if a specific person was present. They had to answer
yes or no by pressing the left or right mouse but-
tons, respectively, and then had to report their confid-
ence using the mouse wheel as in the PATROL experi-
ments. In this experiment, 10 participants were tested,
each performing 288 trials.

2.1.4. OUTPOST [51]

In this experiment, participants were shown a video
sequence simulating the viewpoint of soldier at an
outpost surveying a clearing. In each trial, a charac-
ter appeared in the distance and walked towards the
outpost. Participants were asked to decide as quickly
as possible whether the character was wearing a hel-
met or a cap, reporting their decision using the mouse
buttons. They then had to report the confidence in
this decision using the mouse wheel. The character

5 The experiment was run (with the same protocol and amplifiers)
jointly at the University of Essex and at the University of South-
ern California. EEG was recorded from six participants (tested at
Essex) using a 64-electrode cap, while for the other six a 256-
electrode EEG cap was used. The 256-electrode EEG dataset was
down-sampled with bilinear interpolation to reconstruct EEG sig-
nals from similar locations as for the 64-electrode cap. For four
electrode locations (AF7, P9, AF8 and P10) this was not possible,
and the signals from these electrodes were discarded for all 12 par-
ticipants. Hence, preprocessing and data analysis for ASSISTED-
PATROL were done using 60 electrodes.



10P Publishing

J. Neural Eng. 18 (2021) 046055

J Fernandez-Vargas et al

250 ms 250 ms 250 ms 250 ms 250 ms
PATROL1
eeoe® PATROL2
PATROL3
Stimulus Response Confidence
1000 ms 250 ms 250 ms 2500 ms
. Helmet or ASSISTED-
Cap? PATROL
Fixation Stimulus Response Confidence
1000 ms 4000 ms
SUSPECT-
i DETECTION
Fixation Stimulus Response Confidence
250 ms 250 ms 250 ms 250 ms 250 ms
Stimulus — = = == = = = — = = ——— = » Response Confidence
1000 ms 250 ms 4000 ms
———
——— ) REALISTIC-
@‘ﬁ\ijﬂ Bear SEARCH
Fixation Stimulus : Response Confidence
1000 ms 250 ms
SIMPLE-
Vertical Red? %EA%%:)CIE’I_‘ION
Fixation Stimulus Response
1000 ms 250 ms
womm— | REALISTIC-
+ RN Bars Bear? SEARCH-
ﬂ ) AR VALIDATION
Fixation Stimulus Response

Figure 1. Trial structure for the experiments used in this article. In PATROL and OUTPOST, the arrow from the last to the first
frame indicates that trials form a continuous sequence with no pauses, while the three black dots indicate that the system shows
one frame every 250 ms (4 Hz). The dashed arrow in OUTPOST indicates that the stimulus changes over time. Finally, ellipses

were superimposed to help the reader identify the character.

stayed on screen until the participant responded, so
stimulus presentation time was not fixed. However,
there was a variable RT to make this decision. In this
experiment 10 participants were tested, each doing
360 trials.

2.1.5. REALISTIC-SEARCHI and
REALISTIC-SEARCH? [39]

In these two experiments, participants had to perform
a visual search task. An image of an arctic environ-
ment with a variable number of penguins and pos-
sibly a polar bear, photorealistically imposed on the
image, was presented for 250 ms. Participants had to
decide whether there was a polar bear or not in the
image. Response and confidence were expressed in the

4

same way as in previous experiments. The difference
between REALISTIC-SEARCH1 and REALISTIC-
SEARCH2 was that, in the latter, after reporting their
confidence, participants were informed about the
confidence and decisions reported by another par-
ticipant, and had the possibility of changing their
response. In the REALISTIC-SEARCH1 experiment
10 participants were tested, while 16 took part in the
REALISTIC-SEARCH?2 experiment. Each participant
performed 320 trials.

2.1.6. SIMPLE-SEARCH-VALIDATION [38]
This experiment was composed of 320 trials, where
participants were presented with a display composed
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of 40 green and red lines, either vertical or horizontal,
on a black background for 250 ms. Their task was to
decide whether or not there was a vertical red bar in
the image by pressing the left or right mouse buttons.
Ten people took part in the experiment. This exper-
iment was only used to validate the models because
the confidence was not reported.

2.1.7. REALISTIC-SEARCH-VALIDATION [49]
The task was the same as for REALISTIC-SEARCHI1,
except that participants were not asked to report their
confidence. Ten subjects took part in the experiment,
each performing 320 trials. This experiment was not
used for training, but only to validate the models in
situations where confidence was not reported.

In all experiments, confidence was reported using
a scale from 0 to 1 in steps of 0.1, creating 11 possible
reported confidence values.

2.2. Exclusion criteria

Both the raw signals and the descriptive statistics
of the EEG recordings were inspected to determ-
ine the quality of the recordings. This resulted in
the removal of three participants from PATROLL1
and one from PATROL2. Furthermore, we excluded
the participants with an accuracy more than two
standard deviations lower than the average accuracy
across all participants. These participants were likely
not paying attention to the experiment or did not
understand the task. As a result, six participants with
accuracy lower than 56% were excluded: two from
SUSPECT-DETECTION, one from REALISTIC-
SEARCHI, and three from REALISTIC-SEARCH?2.
Moreover, because we were focusing our analysis on
the confidence, we removed those participants for
which the distributions of confidence in the correct
trials and in the incorrect trials were not signific-
antly different, as assessed by the Wilcoxon rank-
sum test resulting in p > 0.05. After this process
another 12 participants were excluded: one from
PATROL2, one from SUSPECT-DETECTION, three
from OUTPOST, one from REALISTIC-SEARCH],
and six from REALISTIC-SEARCH?2. Therefore, data
from a total of 68 participants were included in the
analysis.

We also removed the trials in which the parti-
cipants reported a 0 confidence, as this measure was
used by participants in different ways. Some would
use it to indicate that they had responded randomly,
while others used it to indicate a wrong decision. In
total, these trials represented only 1.7% of the total.
Full details about the distribution of the accuracy, RT,
and proportion of each confidence level can be found
in tables S1-S3 respectively in the additional materi-
als (available online at stacks.iop.org/JNE/18/046055/
mmedia).

] Fernandez-Vargas et al

2.3. Setup and preprocessing

In all experiments, participants sat comfortably at
about 80 cm from an LCD screen while wearing an
EEG cap connected to a Biosemi ActiveTwo system.
All the experiments were performed using wet elec-
trodes and, except for six participants in ASSISTED-
PATROL, all the recordings were performed with 64
electrodes in the standard 10-20 system.

The EEG data were preprocessed as described
in [39]. In brief, the original data was sampled at
2048 Hz, then band-pass filtered between 0.15 and
40 Hz using an FIR filter. Then, the signal was down
sampled by a factor of 16, resulting in a 128 Hz sig-
nal. In addition to this, a correction for eye-blink and
other ocular movements was performed using a sub-
traction algorithm based on correlations to the aver-
age differences between FP1 and F1 and between Fp2
and F2 [55].

After the preprocessing, two types of epochs were
extracted from EEG in each trial: stimulus-locked
and response-locked. The former started at stimu-
lus onset and lasted for 2.5 s, to ensure inclusion
of the response and its neural correlates in every
experiment. Response-locked epochs started 1.25 s
before the response and lasted for 1.5 s, as we were
mostly interested into the neural processes leading to
a decision. A baseline was calculated and removed for
each epoch and channel. In each epoch, the mean
of the signal from 25 ms before and 25 ms after
the stimulus or response onset was used as baseline
correction. Finally, when performing ERP analyses,
an epoch rejection process was applied. For each
participant, the difference between the maximum
and minimum voltage of each epoch was computed.
Then, a threshold was set as the third quartile plus 1.5
times the difference between the first and the third
quartiles. The epochs that had a difference between
the maximum and the minimum voltage higher than
the threshold were removed from the analysis, on a
channel-by-channel basis.

2.4. Neural correlates of decision confidence

We grouped trials into four categories: Low confid-
ence, for trials with a reported confidence between
0.1 and 0.3; Mid confidence, for trials with a repor-
ted confidence between 0.4 and 0.6; High confidence,
for trials with a reported confidence between 0.7 and
0.9; and Sure, for trials with a reported confidence of
1. The reason to have an independent category for
Sure is that participants report full confidence much
more frequently than any other value of confidence
(32% of the trials overall). We chose fixed boundaries
for the confidence compared to other studies because
this allowed use of the same methodology across par-
ticipants and tasks. Having boundaries based on the
percentiles of the reported confidence allows to have
a somewhat calibrated confidence, as well to have
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a more balanced set of labels for the classification.
However, to do this its necessary to have the distri-
bution of the confidence of the user a-priori.

Two methods were used to analyse the EEG activ-
ity for different confidence levels. First, we performed
a single-experiment analysis, where we calculated the
average epoch voltage across trials for each confidence
level (without grouping by subject), as well as the 95%
confidence interval.

Next we performed a multi-task analysis, where
we first calculated the epoch average of each parti-
cipant and confidence level. Then the grand aver-
age from those averages was derived. Participants that
did not have at least 10% of trials at each confid-
ence level were removed from this analysis. This res-
ulted in three participants being removed: one from
SUSPECT-DETECTION and two from REALISTIC-
SEARCH2.

Statistical analyses were conducted using the non-
parametric Kruskal-Wallis test comparing the aver-
age voltages between confidence levels for each time
point and channel.

2.5. Confidence regression and transfer learning
The system was designed with the following structure:

(a) Feature extraction: uses the raw EEG data and RT
as input for each trial (32 769 values) and returns
the calculated features (129).

(b) Feature selection: using a greedy algorithm based
on linear regression, the features that do not con-
tribute positively to the prediction are removed.

(c) Predictor: using the selected features, an artificial
neural network (ANN) with the same number of
inputs as the number of features selected, and 10
neurons in the output layer is used. The activa-
tions of the output layer are weighted to obtain
the final prediction.

In this section we will describe each of these items
one by one. The three approaches used for different
levels of transfer learning were implemented follow-
ing the upcoming structure.

2.5.1. Features

Two features for each EEG channel were selected
from each trial, one from the stimulus-locked epoch
and another from the response-locked epoch. For
the stimulus-locked epochs we used the ERP amp-
litude, calculated as the mean voltage between 500
and 750 ms after stimulus onset minus the mean
voltage in the preceding 500 ms. For the response-
locked epochs, we used the mean amplitude of the
EEG between 1250 and 500 ms before the response.
Combining these features for all channels we had
128 neural features (120 for the ASSISTED-PATROL
experiment) for each trial.

] Fernandez-Vargas et al

Additionally, we used the RT as a feature, since it
has been demonstrated that both confidence and cor-
rectness are correlated with RT in a variety of situ-
ations [13, 14, 24, 37, 56, 57].

To investigate the contribution that the RT may
have over the prediction, we performed the training
and testing using only the RT as an input for the
classifier.

2.5.2. Feature selection

The method used to select the features was an iterative
greedy algorithm that first measured the prediction
accuracy with a set of features. Then it removed one
feature at a time, re-calculating the prediction accur-
acy to determine how much this changed when the
feature was removed. Then the algorithm perman-
ently discarded the two features that, when removed,
changed prediction accuracy the least. At that point
the algorithm started again, repeating the process
with the remaining features until the desired num-
ber of features remained. This algorithm is an adapta-
tion of an algorithm described in previous work [58].
Here, when we calculated prediction accuracy, we
trained and tested (with five-fold cross-validation) a
linear regression model using the available features.
We used linear regression instead of an ANN for redu-
cing the computational burden of this optimisation
procedure.

2.5.3. Predictor

The first step of the prediction was an ANN that fol-
lowed a shallow network approach with 10 neurons
in the output layer. The ANN was designed to pre-
dict the confidence from the selected features with the
aforementioned algorithm. This meant that different
models had different input sizes. Each feature was z-
scored corrected, as this is standard for most machine
learning systems. This method prevents features with
ahigher mean and variation from becoming more rel-
evant to the classification than they should be. The
network had 10 output neurons, one for each of the
ten possible confidence levels (from 0.1 to 1 in steps
of 0.1). A dropout layer (with a probability of 0.5) was
used to reduce overfitting [59]. The network had one
hidden layer, the neurons of which used a hyperbolic-
tangent activation function. Finally, a softmax layer
was used to sharpen the network outputs.

Cross validation was used to decide the number of
neurons in the hidden layer. The values tested were 5,
10 and 20. The maximum number of training epochs
was set to 500, with a mini batch size of 10% of the
data. In addition to this, an early-stop criterion based
on the error of a validation set was used. A fraction
(20%) of the trials were extracted, without replace-
ment, from the training set to form the validation set.
Training was stopped after six epochs in which the
error on the validation set did not decrease.
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The ith output of the softmax layer for a particu-
lar input pattern was taken to represent the probabil-
ity, w;, of confidence level cl; € {0.1,0.2,...,1} being
reported in a trial, for all ’s. However, instead of using
the most probable confidence level as the predicted
confidence, we used a weighted sum of the most prob-
able confidence levels. The goal of this was to obtain
an analogue output, not limited to just 10 different
confidence values. To predict the confidence in a trial,
the N most probable confidence levels cl;’s were selec-
ted. Assuming the reorder the softmax outputs by w;,
wi being the largest, w, the second largest and so on,
N was set trial by trial to be the smallest number for
which S w; > 0.5°.

Then, the predicted confidence for that trial was
calculated using the following formula:

N
Zi:lwl*dl. N

2.5.4. Prediction approaches

To assess the efficacy of a zero-training method, we
tested three different approaches. These approaches
were validated using cross validation, while the cross
validation used for the feature selection was nested
inside.

2.5.4.1. Single subject (SS)

A model was trained and tested for each participant
individually, using standard cross validation. This
non-zero-training approach provided a baseline ref-
erence level of performance to compare the other two
approaches.

2.5.4.2. Multi subject (MS)

A transfer-learning model across subjects was trained
and tested separately for each experiment, using a
leave-one-subject-out cross-validation approach. The
results from this model represented the performance
of a system that does not know anything about the
future user, but is likely specialised to the task per-
formed in each experiment. This approach was a form
of transfer learning across participants.

2.5.4.3. Multi task (MT)

In this generalised model with transfer learning
across tasks, the training and test sets followed a
leave-one-experiment-out cross-validation approach.
This model represented a fully-generalised approach,
where the system is independent from both the sub-
ject and the perceptual decision-making task.

6 Setting this threshold to 0.5 was a compromise between the need
to provide a more graded confidence prediction than using cl; (i.e.
the most probable output of the ANN) and the need to be able to
predict values at the extreme of the range of the confidence scale
(e.g. 1, which is the most common response).
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2.5.5. Evaluation methods

For each of these approaches, we used an ANN as pre-
dictor (details are in a later section). As a baseline
for the ANN we selected the prediction error made
by a classifier that always predicted the mean of
the reported confidence (this baseline is more con-
servative than using just random). To evaluate the
different approaches we used the following metrics:
(1) the median absolute error (MAE) between the
predicted confidence and the reported confidence
(MAE), (2) the prediction’s median meta-cognitive
accuracy (MCA), (3) the prediction’s mean confid-
ence delta (cA), and (4) the prediction’s mean con-
fidence calibration. We defined (2)—(4) below.

The meta-cognitive accuracy (MCA) is a quantity
that indicates how good a person is at evaluating their
own decisions [60]. There are different methods of
measuring it [29, 61] with their own advantages and
disadvantages. Here, we computed the MCA as fol-
lows:

MCA = 1 — |confidence — correctness|

[ confidence if correctness = 1,
1 — confidence otherwise,

(2)

where the correctness is 0 (incorrect) or 1 (cor-
rect), and the confidence is a value between 0 and
1. Therefore, the MCA takes values between 0 and
1, with 1 representing a correct decision made with
the highest confidence or an incorrect decision made
with 0 confidence, and 0 representing an incorrect
decision made with the highest confidence or an cor-
rect decision made with 0 confidence.

The formula above applies to each individual
decision. We were however, interested in aggregate
statistics, such as E[MCA] for a participant across all
trials in an experiment.

The limitations with this measure are that the
MCA is heavily influenced by the difficulty of the task
and may be influenced in a counter intuitive manner
by confidence biases (such as those seen in over con-
fident or under confident individuals). For instance,
in a relatively easy task (where participants make
infrequent mistakes) a participant could obtain a high
average MCA Dby just responding always with the
highest value of confidence, irrespective of whether
the decision was correct or incorrect.

To complement the MCA, we also defined a new
measure, the confidence delta or cA, which repres-
ents to what extent the confidence recorded in cor-
rect decisions is higher than that recorded in incorrect
decisions:

¢/ = E[confidence|correctness = 1]

— E[confidence|correctness = 0].  (3)

A value of cA =1 would indicate that the participant
reported full confidence to all the correct trials and
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a 0 confidence to all the incorrect ones. A cA=0
would indicate that reported confidence is random or
that the same confidence is reported for every trial.
We calculated this value on a subject-by-subject basis.

Finally, another desirable property of the con-
fidence (either reported or predicted) is calibration.
Confidence is calibrated if, on average, it matches the
probability of decisions being correct. To quantify the
degree of calibration we defined the following calib-
ration offset:

calibration offset = |E[confidence]

— P(correctness = 1) | (4)

This value reflects how close the predicted confidence
is to the accuracy of the participant, a positive calib-
ration offset indicating for instance that a participant
is either overconfident or under-confident.

When taken together, these metrics provide a
comprehensive evaluation on the quality of the our
confidence predictors.

2.5.6. Statistical analysis

For each one of the four evaluation methods, first we
performed a Wilcoxon test to compare the ANN and
the Baseline methods. Then, we performed a Kruskal—
Wallis analysis using only the ANN methods. If this
resulted in a p-value < 0.05, we then performed three
Wilcoxon pair test.

2.6. Model validation
As mentioned before, four measures were used to
assess the quality of the prediction: MAE, MCA, cA
and calibration offset.

To further validate the MT models, we
used two additional experiments (SIMPLE-
SEARCH-VALIDATION and REALISTIC-SEARCH-
VALIDATION; see ‘Experiments’ section and
figure 1) as validation data. The confidence for those
experiments was predicted using the trained models.
The difference with the training experiments was that
participants were not asked to report their confidence
in the validation experiments.

To predict the confidence in these two exper-
iments, a new ANN was trained with the MT
approach, but cross validation was not used. Instead
all eight experiments were used for training, using
the number of neurons in the hidden layer that resul-
ted in the lowest error during the training of the MT
models.

To evaluate performance in the validation exper-
iments, the MCA, ¢4, and calibration offset were
calculated using the outputs of the ANN on the
two validation experiments. It was not possible to
calculate the MAE given that there was no ground
truth to compare the predictions with. This valida-
tion method allowed us to test whether the neural cor-
relates observed and, thus the prediction made, arose
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from the decision-making process or were linked to
the confidence-reporting process.

3. Results

In this section, the results of the study are reported.
These are divided into three areas:

Neural correlates of confidence decision, in which
we analysed the neural correlates of confidence in a
large dataset of eight different experiments and 68
participants. Furthermore, we divided the confidence
level into four groups to get a finer grain analysis com-
pared to the typical confident vs non-confident cat-
egorisation.

Confidence prediction and transfer learning,
where we used a BCI system to predict the confidence
in single trials. Using BCIs to predict continuous val-
ues is not common; in particular, we could not find
any study predicting confidence in decision-making.
In addition, we investigated the feasibility of using
transfer learning to build a system that can be used
in a plug-and-play manner.

Model validation, where, exploiting the transfer
leaning capabilities of our system, we went a step fur-
ther and predicted the confidence of decision-making
tasks where participants were not asked to report their
confidence. This validation provides further support
for the results and shows how generalizable the pro-
posed method is.

3.1. Neural correlates of decision confidence
3.1.1. ERPs
Figure 2 shows the results for stimulus-locked epochs
and channel Pz as the parietal area has previously
shown to correlate with the confidence during per-
ceptual decision making [23]. In most experiments
we see differences in the averages recorded for differ-
ent confidence levels at 350—-600 ms after the stimu-
lus onset. Also, ERPs recorded in the ‘Sure’ condition
were, in most tasks, higher than in the other levels
of confidence. The PATROL1 and OUTPOST experi-
ments were exceptions to this behaviour. In the case of
the OUTPOST experiment, we could not see any real
ERPs. This is because, due to the nature of the exper-
iment design, the appearance of the character on the
display can be quite difficult to detect at first, and par-
ticipants might take a relatively long time from the
appearance of the stimulus before they are ready to
respond. Hence, there is a large variability in ERPs
latencies across trials and participants, resulting in
flat averages. In the case of the PATROL1 experiment,
ERPs were present but the stimulus-locked epochs
have no difference between the confidence bins.
Figure 3 shows the results for response-locked
epochs. Here, the differences between the four
confidence levels are much more visible, and the
ERPs’ morphology seems to vary proportionally
with the confidence level. Using response-locked
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Figure 2. Mean and 95% confidence interval of EEG activity at electrode Pz in stimulus-locked epochs for the four confidence
levels grouped by experiment. The grand average plot (bottom right) shows the average ERPs across experiments and the p-value
of the Friedman test (logarithmic ordinate scale on the right-hand side of the plot).
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(bottom right) shows the average ERPs across experiments and

epochs, it is possible to observe differences between
classes in PATROLI1, which were not visible in the
stimulus-locked epochs. However, for the OUTPOST
experiment we still did not measure any difference
between the confidence classes.

3.1.2. Grand averages across experitents

The bottom right plots in figures 2 and 3 show the
grand average across all experiments for channel Pz,
and the p-value of the Friedman test (logarithmic

ordinate scale on the right-hand side of the plot)
for stimulus- and response-locked epochs, respect-
ively. The ‘Sure’ class is significantly different
from the grand-averages of the other classes for
stimulus-locked epochs only, between 600 and
750 ms after the stimulus onset. On the con-
trary, the response-locked grand-averages show
differences between all four confidence levels,
particularly up until around 500 ms before the
response.
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Figure 4. Scalp maps of Kruskal-Wallis’s p-values at different times for both stimulus-locked and response-locked epochs. Note
that the colour scale is logarithmic. The p-values in the response-locked epochs have been clipped to be comparable to the ones in

the stimulus-locked epochs.

Figure 4 shows the Kruskal-Wallis p-values across
scalp locations and time for stimulus- and response-
locked epochs. The test verifies the hypothesis that
ERPs recorded in the four confidence classes are not
drawn from the same distribution. Statistical differ-
ences among the four classes are lateralised in the left
hemisphere, and are present in many channels for
both stimulus- and response-locked representations.
Differences are stronger between 550 and 750 ms
after stimulus presentation in the stimulus-locked
epochs. Differences are even stronger in response-
locked epochs, as we expected from our earlier obser-
vations on the bottom right plots in figures 2 and 3.

To confirm that the differences observed in the
grand averages were not a result of differences in cor-
rectness rather than confidence levels, we split the
data between correct and incorrect trials and per-
formed the same analysis. The result of such analysis
can be seen in figure 7 in the additional materials.
For correct trials (~80% of the total) we can observe
very similar results to the obtained in the original
analysis. This by itself confirms that the differences
observed for confidence levels are not due to the cor-
rectness of the response. In the case of incorrect trials
(~20% of the total), the differences are only notable
for response locked trials, where the effects are mag-
nified by the difference RT between confidence levels.
It is important to note that, due to the exclusion cri-
teria, only 32 participants were valid for this analysis.

Finally, to control the effect of the RT, we per-
formed an analysis on the response locked epochs
grouping by RT. We created three intervals based on
the RT in seconds: [0.5, 0.9), [0.9, 1.2), [1.2, 2). These
thresholds were chosen so that, overall, there were
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the same number of trials for each condition. How-
ever, due to the exclusion criteria, this resulted in only
47, 53, and 28 valid subjects being included for each
condition, down from the 65 available in the original
analysis. The goal was to remove the variance of the
RT from the analysis and confirm that the differences
in the confidence were not just due to the relative
temporal shifts in ERPs induced by response locking.
The plots can be seen in figure S8 in the additional
materials. The results show that the differences in the
response locked epochs are noticeable, in particular
for trials falling in the RT intervals [0.5, 0.9) and [0.9,
1.2) which are reasonably narrow. However, we found
no differences for trials in the interval [1.2, 2). This
confirms that, even if there is a correlation between
RT and confidence, not all the confidence variance
can be explained by differences in RT.

3.2. Confidence regression and transfer learning
Figure 5 shows the average of the four variables across
subjects used to evaluate the quality of the predic-
tion. Furthermore, in figures 9-12 the values for each
subject, and task are presented for the MAE, cA, and
calibration offset respectively. The figure 5(A) shows
the MAE between the predicted confidence and the
reported confidence across all subjects for the three
approaches (SS, MS, and MT) and methods (baseline
and ANN) being compared. As expected, the MAE is
minimal for the SS approach, slightly worse for MS
and even worse for MT. It also appears that baseline
is worse than NN.

The MAE of ANN methods was significantly
lower than the MAE of the corresponding baseline
method (Wilcoxon p < 0.001). Moreover, the MAE



10P Publishing

J. Neural Eng. 18 (2021) 046055

J Fernandez-Vargas et al

=
@
&
=
=

:
1
|

2
o

Meta Gogriiive Accuracy
o e
s £

2
>

e

| .| | .| ol | ||
w 0 i @ B e B g el
B S w‘*eée\ “{w\* B g

8 @ c® 5§
2 o Y 6% o™ S
X9 45 G2 @ AR
) ,&" W W QSB e W

cA by experiment
2 B
o B

e
E

quspEc™

AOU A0L2 a0\3 o 08T FRO- A acHe oM
PAT PRT PAT Al out Aaﬁ‘g@w s? o SEN T o SEN U 1K SRS
el el s
T

Figure 5. Evaluating the quality of confidence predictions. The four bar charts at the top of the figure show the mean of each
measure evaluated across all subjects, while the bar chart at the bottom shows the cA (how different the confidence is between
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bars represent the results for the ANN method, light blue bars represent the baseline results, green bars correspond to the
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continuous lines indicate the mean of the reported confidence, dotted lines indicate the standard error, and the blue bars show cA
for MT predictions. In all bar charts, the vertical black lines indicate standard error of the corresponding data.
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of the three ANN-based approaches were signific-
antly different (Kruskal-Wallis p < 0.001). Finally,
pairwise Wilcoxon rank-sum tests on the ANN-based
approaches validated that SS ANN had lower MAE
than MS approach, which in turn had lower MAE
than the MT approach (Bonferroni-corrected p <
0.002).

Additionally, we compared the three approaches
when only the RT was used compared to when both
the EEG and RT were used. The results showed that
using only the RT leads to better results (MAE) for
the SS approach (0.109 vs 0.139), but worse for MS
(0.213 vs 0.209) and MT (0.282 vs 0.272) approaches.
In all cases, the pairwise Wilcoxon rank-sum tests res-
ulted in a Bonferroni-corrected p < 0.001. These dif-
ferences are even more clear if we look at accuracy
(weight of the diagonal in the confusion matrix). This
value was better for the only RT method in the SS
approach (32% vs 36%) but worse for the MS (24%
vs 16%) and MT (13% vs 9%) approaches.

Figure 5(B) shows the mean MCA for SS, MS and
MT with the Baseline and ANN predictors. The chart
also reports the ground truth value (‘Real’) obtained
when using the confidence reported by the participant
and the one obtained using the validation data set
(‘Val?). We performed the same statistical tests for the
MCA as we did for the MAE. All three Wilcoxon rank-
sum tests comparing ANN and Baseline for differ-
ent prediction strategies (SS, MS and MT) resulted in

p-values < 0.001, indicating that the ANN achieved
a better MCA than the baseline. The Kruskal-Wallis
test comparing the three ANN approaches returned a
p-value of 0.057, indicating that the three approaches
were not statistically different. Because the p-value
is (marginally) non significant, we did not perform
the corresponding pairwise comparisons. Finally, we
further performed three Wilcoxon rank tests to com-
pare the MCA from the ANN (with the SS, MS
and MT approaches) to the ground truth value. The
Bonferroni-corrected p-values for the three compar-
isons were 0.095, 1, and 0.029 for SS, MS, and MT,
respectively. This indicates that the MCA was sig-
nificantly worse than the real value only in the MT
approach.

Figure 5(C) shows the results for cA for ANN val-
ues (as ¢A =0 for the baseline) as well as ground-
truth (‘Real’) and the validation data set (‘Val.). As
it can be seen from the figure, cA of the ANN is
much smaller (about 1/4 for MT, and 1/3 for SS and
MS) than for the ground-truth (the actual repor-
ted confidence). Similarly to the previous perform-
ance metrics, we first performed a Kruskal-Wallis test
comparing the three ANN approaches. The Kruskal—
Wallis test indicated a significant difference between
the three ANN approaches (p = 0.005). Then, we per-
formed three paired Wilcoxon tests to compare the
different approaches. This resulted in the Bonferroni-
corrected p-values 1, 0.018, and 0.012 for SS vs MS,
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SS vs MT, and MS vs MT, respectively, indicating
that the MT approach had a significantly lower cA
than the other two methods. Additionally, cA was
significantly lower for the reconstructed confidence
compared to the ground truth (Wilcoxon p < 0.001).
Finally, the cA distribution was significantly different
from zero (p < 0.001 for the three approaches).

Figure 5(E) shows the results of the cA value for
individual experiments for the MT approach. This
helps us to visualise that, even if the standard error
of the cA for the ground-truth is more or less sim-
ilar across various experiments, the mean varies sig-
nificantly across them. However, the mean cA of the
reconstructed confidence is more stable. It is also
interesting to note that there seems to be no correl-
ation between cA values calculated from the ground-
truth and the ones calculated from the predicted con-
fidence (p* = 0.005, p = 0.867).

Finally, the mean calibration offset is shown in
figure 5(D). The confidence reported by participants
(‘Real’) seems less calibrated than the predictions of
the ANN, particularly for the MT ANN. As before, the
first analysis that we performed was a Kruskal-Wallis
analysis to see if there was any difference between the
three approaches. This resulted in a p-value of 0.145,
suggesting that there was no difference between them.
We then compared each of the approaches with the
ground truth, which resulted in Bonferroni-corrected
p-values of 1, 0.218, and 0.106 for SS, MS, and MT
respectively. This indicates that, in terms of calibra-
tion offset, the predicted confidence was similar to the
real one.

3.3. Model validation

Validation results are represented by the green bars in
figure 5. For validation purposes, we reconstructed
the (missing) confidence values using an MT ANN
approach. As discussed previously, it was not pos-
sible to compute MAE between the reported confid-
ence and the reconstructed one because the confid-
ence was not reported in the validation experiments.
For each of the three remaining performance metrics,
we performed a Wilcoxon rank test to see whether the
performance measures obtained with the reconstruc-
ted confidence values were statistically different from
those obtained with MT ANN approach on the eight
training experiments. Both the comparisons of the
MCA and cA resulted in p < 0.001, while the com-
parison of the calibration offsets resulted in p = 0.687.
These results indicate that the validation data per-
formed similarly to the MT ANN approach in terms
of calibration offset, better in terms of MCA and
worse in terms of cA. As with the training data, we
performed a Wilcoxon rank-sum test on the cA values
to test whether the median was equal to zero. This res-
ulted in a p-value < 0.001. Finally, we tested whether
the difference in confidence medians between cor-
rect and incorrect responses were statistically signific-
ant. This resulted in 48 (70.6%), 48 (70.6%), and 43
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(63.2%) participants with significantly different con-
fidence means between correct and incorrect trials for
SS, MS, and MT approaches, respectively. Performing
the same analysis over the 20 participants of the val-
idation data set, showed that 12 (60%) had a signific-
antly different means.

4. Discussion

In this study, we instead investigate the neural cor-
relates of the confidence across eight different exper-
iments with 68 participants in total. Additionally,
instead of dividing the confidence into only two
groups (confident and non-confident), we grouped
the confidence into four levels (low, mid, high, and
sure) to find whether there was a gradient in the
neural correlates associated to the confidence level.

4.1. Neural correlates of decision confidence

As we have seen in figures 2 and 3 different ERPs are
associated with different levels of confidence. This is
clearer in response-locked epochs than in stimulus-
locked ones. In many practical applications the event
that caused a response is not known a priori, but the
response is, of course, always known. Our results sug-
gest that even if the information about the stimulus
onset is not available, it may still possible to obtain
strong neural correlates of confidence using response-
locked epochs.

Overall, the results indicate that there is a sig-
nificant degree of similarity in the ERPs associated
with different levels of confidence in many experi-
ments. For instance, the higher the confidence the
higher the ERP amplitude in several experiments
with stimulus-locked epochs and in most experi-
ments with response-locked epochs’. In the case of
response-locked epochs, this can also be seen in the
grand average across experiments on the bottom right
of figure 3.

In particular, in several experiments, the con-
dition ‘Sure’ was associated with significantly big-
ger ERPs than the other confidence levels in both
stimulus- and response-locked epochs. This is visible
in both grand averages (in figures 2 and 3). Report-
ing the confidence requires: deciding the precise con-
fidence to report. This can be easy and quick when
the target is comfortably recognised, however, for less
confident decisions, deciding the precise confidence
to report may involve lengthier and more complex
processes.

The time at which the differences between ERPs
peak in stimulus-locked epochs, varies slightly from
experiment to experiment, but tends to be between
500 and 750 ms after stimulus presentation. This is

7The response-locked epochs are base-line corrected at the
response. So, here ERP amplitude is judged by comparing the min-
imum and the maximum voltage recorded.
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slightly later than what was found in [6] but it is sim-
ilar to the interval reported in [20]. The differences
with the former study could be attributed to differ-
ences in tasks and stimuli.

The low p-values in the statistical test observed
in the Pz grand averages and scalp maps, show that
there are significant differences in the ERPs associ-
ated to different confidence levels that are common
across experiments. For this reason such ERPs should
represent the mental processes associated with a any
(perceptual) decision making. The p-value scalp-
maps in figure 4 show that ERPs associated with dif-
ferent confidence values start being statistically differ-
ent at 550 ms after stimulus onset in the frontal area
as found in [21]. Then, differences remain lateralised
but spread to the parietal area, similar to what was
reported in [23]. The lateralisation may be due to the
fact that most participants in our experiments were
right handed.

The p-value scalp-maps in figure 4 show that also
the corresponding ERPs for response-locked epochs
are lateralised, but also spread to central areas. These
differences are most likely due to the high correlation
between RT and confidence. For this reason, trials
where decisions were made with higher confidence,
have shorter RTs than trials where participants were
less confident.

4.2. Confidence regression and transfer learning

In this study we were able to predict the confidence
in a continuous way with better accuracy than the
baseline (average reported confidence). This was true
even for the approaches where the method was built
with data from completely different subjects (MS), or
different subjects and experiments (MT). We can see
from figure 5 and from the statistical analyses per-
formed, that, from the point of view of the MAE, the
best approach to predict the confidence is, unsurpris-
ingly, SS followed by MS and MT. However, from the
point of view of the MCA and the calibration off-
set, the three approaches were not statistically differ-
ent. For the cA measurement, the MT approach was
inferior to the SS and MS approaches, but these were
not statistically different from each other. This means
that even if the accuracy of the prediction is better for
the SS approach than the MS, their predictions have
the same separability between correct and incorrect
trials in terms of predicted confidence.

Furthermore, in figure 6 we can see that for both
the SS and MS approaches, the ANN method predicts
values across all the range of possibilities, with a dis-
tribution similar to the real one, a skewed distribu-
tion with many ‘Sure’ cases and an uniform-like dis-
tribution for the rest of the confidence levels. On the
other hand, given that the baseline only predicts one
value (the mean confidence) for each fold, the con-
fusion matrices for the baseline show white spaces.
For the MT approach, most of the ANN predictions
are around the mean reported confidence, like the
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baseline, with a wider distribution similar to a Gaus-
sian. Considering all these results, it appears that the
MS approach is the most promising of the three. Even
if it lacks the generalisation of MT, it is still a zero-
training approach. This provides significant advant-
ages towards creating ‘plug-and-play’ decision sup-
port systems, where the confidence of a participant
could be predicted straight away. This could be used,
for instance, to evaluate when the decision maker may
need a break. Additionally, the confidence prediction
from the SS and MS approach are equally good as sur-
rogates of the accuracy.

Regarding the cA value obtained in different
experiments (see bottom of figure 5), we observed
a large standard deviation in every experiment, not
only for the MT approach, but also for the ground
truth. Interestingly, the predicted cA was not correl-
ated with the real cA (p-value = 0.255), nor with the
accuracy (p-value = 0.051). However, there was a cor-
relation between the real cA value and the accuracy
(p-value < 0.001). This suggest that the ability of the
subject and, thus, the system to properly separate the
correct and incorrect trials is directly impacted by the
participant’s accuracy.

Finally, considering the confusion matrices in
figure 6, and the results when comparing the ANN
method with the RT-Only, it appears that using only
RT is sufficient for the SS approach, as it shows little
variation within task and subject. However, it seems
that the EEG helps to generalise the prediction which
is needed for the MS and MT approaches. In particu-
lar, it can be seen in the confusion matrix for M T, that
the prediction of the RT-Only method shows smaller
variability on the prediction. For instance, the latter
never predicts the 0.1 confidence level.

4.3. Regression models validation

Given that in both experiment SIMPLE-
SEARCH-VALIDATION and REALISTIC-SEARCH-
VALIDATION, the confidence was not reported, it is
not possible to be certain of the quality of the pre-
diction. Nevertheless, the meta-MCA of MT shows
levels comparable to the ones obtained in the SS
and MS approach, suggesting the accuracy might
be similar to the one obtained with the eight training
problems for which confidence was reported. This
result supports the hypothesis that the confidence
that can be detected through ERPs is not linked to
the confidence-reporting process, but instead, to the
actual decision-making process. This opens up the
possibility of obtaining the users’ confidence without
having to ask for it directly after each decision. In
addition, these results reinforce all the previous stud-
ies about neural correlates of confidence, suggesting
that the features discovered in those studies were
actually related to the decision-making process too.
However, we cannot be certain whether the predicted
confidence in the validation problems is equally use-
ful as surrogate of the confidence like in the others
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Figure 6. Confusion matrices for the three methods, Baseline, ANN, Only RT and three approaches, SS, MS and MT. The
diagonal of each matrix correspond to the correctly predicted confidence values, while the other cells are incorrectly predicted
confidences. The number in each cell indicates the number of trials falling in the corresponding class. The stronger the colour
(red for incorrect and blue for correct) the more trials in a cell.

experiments. Even if the statistical analysis indicated
that the cA was significantly larger than 0, if we look
at the results of individual experiments (bottom of
figure 5), we can see that these results vary signi-
ficantly in different experiments (not only for the
validation data, but for the training data as well). For
example, SIMPLE-SEARCH-VALIDATION shows
a cA similar to REALISTIC-SEARCH, OUTPOST,
or ASSISTED-PATROL. However, REALISTIC-
SEARCH-VALIDATION shows cA values that are
not statistically different from 0. More experiments
will be needed to find conclusive answers.

5. Conclusions

In this study we have shown that there is a differ-
ence in the ERPs elicited during the decision-making
process for different confidence values. In particular,
those trials where the participants answered that they

were sure of their decision, showed the biggest dif-
ferences. This points to the idea that there is more
difference between being certain of a decision and
having any degree of uncertainty, than the difference
between different levels of uncertainty. This should
be taken into consideration for the design of future
experiments. Instead of allowing subjects a fine grain
range of confidence levels, broader categories (one of
them being ‘Sure’) show more separability in the EEG
signals.

We have shown that some of the differences
across confidence levels are present across experi-
ments. Additionally, we have shown that it is pos-
sible to predict the confidence using only EEG signals
and the RT, with better accuracy than the baseline.
This is not only true for SS approaches, but also for
zero training approaches such as predicting one par-
ticipant’s confidence using the rest of the participants
as training data, or even more, predicting the con-
fidence of every participant of a specific experiment
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trained with other experiments. It is important to
note that some of the experiments tested had not-
able differences in the stimulus presentation and one
even had a different number of electrodes. Even if
the MAE is higher for the zero-training approaches
compare to the SS, the MS approach was not signi-
ficantly different from the SS approach in terms of:
MCA, cA, and calibration offset. In the future, fur-
ther investigation should be done on the limits of the
transfer learning capabilities by, for example, testing
more and more different experiments, or by removing
part of the data. Also, the model should be improved
in the future. In this study a shallow ANN was used.
However deep networks have shown their potential
on the field [62-64] making them a good candidate
for future research on confidence prediction.

Finally, we further validated the model built by
predicting the confidence in two experiments where
the confidence was not reported. The predicted con-
fidence had a cA significantly different from zero.
This demonstrated that the predicted confidence was
linked to the decision-making process rather than the
confidence-reporting process. We realise that making
a validation using a data from different experiments
may not be always possible. However, we consider
that this kind of validation is a step forward to have
BClI systems used in less controlled environments and
in real-world applications.
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