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Abstract. This paper presents an overview of the ImageCLEF 2021 lab
that was organized as part of the Conference and Labs of the Evalua-
tion Forum – CLEF Labs 2021. ImageCLEF is an ongoing evaluation
initiative (first run in 2003) that promotes the evaluation of technolo-
gies for annotation, indexing and retrieval of visual data with the aim
of providing information access to large collections of images in various
usage scenarios and domains. In 2021, the 19th edition of ImageCLEF
runs four main tasks: (i) a medical task that groups three previous tasks,
i.e., caption analysis, tuberculosis prediction, and medical visual ques-
tion answering and question generation, (ii) a nature coral task about
segmenting and labeling collections of coral reef images, (iii) an Inter-
net task addressing the problems of identifying hand-drawn and digital
user interface components, and (iv) a new social media aware task on
estimating potential real-life effects of online image sharing. Despite the
current pandemic situation, the benchmark campaign received a strong
participation with over 38 groups submitting more than 250 runs.
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1 Introduction

ImageCLEF14 is the image retrieval and classification lab of the CLEF (Confer-
ence and Labs of the Evaluation Forum) conference. ImageCLEF has started in
2003 with only four participants [12]. It increased its impact with the addition
of medical tasks in 2004 [11], attracting over 20 participants already in the sec-
ond year. An overview of ten years of the medical tasks can be found in [25].
It continued the ascending trend, reaching over 200 participants in 2019 and
over 110 in 2020 despite the outbreak of the covid-19 pandemic. The tasks have
changed much over the years but the general objective has always been the same,
i.e., to combine text and visual data to retrieve and classify visual information.
Tasks have evolved from more general object classification and retrieval to many
specific application domains, e.g., nature, security, medical, Internet. A detailed
analysis of several tasks and the creation of the data sets can be found in [31].
ImageCLEF has shown to have an important impact over the years, already
detailed in 2010 [44, 45].

Since 2018, ImageCLEF uses the crowdAI platform, now migrated to AIcrowd15

from 2020, to distribute the data and receive the submitted results. The system
allows having an online leader board and gives the possibility to keep data sets
accessible beyond competition, including a continuous submission of runs and
addition to the leader board. Over the years, ImageCLEF and also CLEF have
shown a strong scholarly impact that was analyzed in [44, 45]. For instance, the
term “ImageCLEF” returns on Google Scholar16 over 5,800 article results (search
on June 11th, 2021). This underlines the importance of evaluation campaigns
for disseminating best scientific practices. We introduce here the four tasks that
were run in the 2021 edition17, namely: ImageCLEFmedical, ImageCLEFcoral
ImageCLEFdrawnUI, and the new ImageCLEFaware.

2 Overview of Tasks and Participation

ImageCLEF 2021 consists of four main tasks with the objective of covering a
diverse range of multimedia retrieval applications, namely: medicine, nature,
Internet, and social media applications. It followed the 2019 tradition [24] of
diversifying the use cases [4, 9, 5, 33, 26, 37]. The 2021 tasks are presented as
follows:

14 http://www.imageclef.org/
15 https://www.aicrowd.com/
16 https://scholar.google.com/
17 https://www.imageclef.org/2021/
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Fig. 1: Sample images from (left to right, top to bottom): ImageCLEFmedical
tuberculosis prediction, ImageCLEFcoral with segmenting and labeling collec-
tions of coral reef images, ImageCLEFdrawnUI with recognition of website UIs,
and ImageCLEFaware with estimating potential real-life effects of online image
sharing.

– ImageCLEFmedical. Medical tasks have been part of ImageCLEF every
year since 2004. In 2018, all but one task were medical, but little interaction
happened between the medical tasks. For this reason, starting with 2019, the
medical tasks were focused towards one specific problem but combined as
a single task with several subtasks. This allows exploring synergies between
the domains:

• Visual Question Answering : This is the fourth edition of the VQA-Med
task. With the increasing interest in artificial intelligence (AI) to support
clinical decision making and improve patient engagement, opportunities
to generate and leverage algorithms for automated medical image inter-
pretation are currently being explored. In view of this and inspired by
the success of the previous VQA-Med editions [21, 3, 2], we propose this
year two tasks on visual question answering (VQA) and visual Ques-
tion Generation (VQG) [4]. For the VQA task, given a radiology image
accompanied with a relevant question, participating systems are tasked
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with answering the question based on the visual image content, while
for the VQG task, given a radiology image, participating systems are
tasked with generating relevant questions based on the visual content of
the medical image;

• Tuberculosis: This is the fifth edition of the task. The main objective is to
provide an automatic CT-based evaluation of tuberculosis (TB) patients.
This is done by detecting visual TB-related findings and by assessing the
TB type based on the automatic analysis of lung CT scans. Being able
to generate this automatic analysis from the image data allows to have a
preliminary assessment of the medical case and limit laboratory analyses
to determine the TB type. This can lead to quicker decisions on the best
treatment strategy, reduced use of antibiotics, and lower impact on the
patient. In this year edition, participants need to directly classify one
of the five TB types: Infiltrative, Focal, Tuberculoma, Miliary, Fibro-
cavernous [26].

• Caption: This is the fifth edition of the task in this format, however,
it is based on previous medical tasks. Based on the lessons learned in
previous years [22, 15, 23, 34, 35], this year [33] we brought back the “cap-
tion prediction” subtask which focuses on composing coherent captions
for the entirety of a radiology image. This year we continue with the
”concept detection” subtask which focuses on identifying the presence
and location of relevant concepts in the same corpus of radiology im-
ages. In the 2021 edition, the dataset is the same as the dataset of the
ImageCLEF-VQAMed 2021 task. This encourages teams to participate
in both tasks, as detected concepts can be used as building blocks for
the VQA tasks. But also generated questions and answers can be used
to evaluate the concept detection models.

– ImageCLEFdrawnUI. Traditionally, user interfaces (UI) are drawn by
designers before being translated into code by developers. As this process
is error prone and time consuming, the use of deep learning to automatize
it and help UI professionals is gaining traction. In this second edition of
the task [5], participants need to develop a machine learning system able to
detect the position and type of UI elements in images. The task is separated
into two subtasks. The wireframe subtask takes, as in the last edition, hand
drawn wireframes as input. Issues from last year, such as class imbalance
have been addressed by adding new images. The new screenshot subtask
takes digital images as input and is a more difficult challenge due to the
ambiguous way the images can be analyzed.

– ImageCLEFcoral. This is the third edition of the task. As in previous
years [7, 8], the task addresses the problem of automatically segmenting and
labeling a collection of images that can be used in combination to create
3D models for the monitoring of coral reefs. The task is separated into two
subtasks which aim to label the images with types of benthic substrate. The
first subtask uses bounding boxes to annotate the images while the second
subtask segment the images pixel-wise using polygons. This year [9], the
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Table 1: Key figures regarding participation in ImageCLEF 2021.

Task
Completed
registrations

Groups that
subm. results

Submitted
runs

Submitted
working notes

VQ Answering 33 13 75 8

. Tuberculosis 29 11 64 9

Caption 23 10 75 8

Coral 3 3 8 3

DrawnUI 8 3 28 2

Aware 7 2 6 0

Overall 103 42 256 30

training and test data form the complete set of images required to form a
3D reconstruction of the environment.

– ImageCLEFaware. This was the first edition of the task [26]. The disclo-
sure of personal data is done in a particular context and users are often
unaware that their data can be reused in other contexts. It is thus impor-
tant to give feedback to users about the effects of personal data sharing. The
objective was to automatically provide a rating of a visual user profile in dif-
ferent real-life situations. A new dataset was created specifically for this task
and will be shared publicly in the following months. Data were sampled from
YFCC100 and were further anonymized in order to comply with GPDR.

To participate in the evaluation campaign, the research groups had to regis-
ter by following the instructions on the ImageCLEF 2021 web page18. To ease
the overall management of the campaign, in 2021 the challenge was organized
through the AIcrowd platform19. To actually get access to the data sets, the
participants were required to submit a signed End User Agreement (EUA). Ta-
ble 1 summarizes the participation in ImageCLEF 2021, including the number
of completed registrations, indicated both per task and for the overall lab. The
table also shows the number of groups that submitted runs and the ones that
submitted a working notes paper describing the techniques used. Teams were
allowed to register for participating in several different tasks.

After a decrease in participation in 2016, the participation increased in 2017
and 2018, and increased again in 2019. In 2018, 31 teams completed the tasks
and 28 working notes papers were received. In 2019, 63 teams completed the
tasks and 50 working notes papers were retrieved. In 2020, 40 teams completed
the tasks and submitted working notes papers. In 2021, 42 teams completed
the tasks and we received 30 working notes papers. Although there is a slight
increase in the number of teams succeeding to conclude the tasks, we can clearly
see a drop in participation compared to 2019. We expect that this is mostly
due to the current pandemic situation which caught us for the second time
during the organizing of the lab. Nevertheless, we still received a hefty number

18 https://www.imageclef.org/2021/
19 https://www.aicrowd.com/
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of systems, i.e., 256 runs, which allow for an effective comparison of the results
of the proposed solutions.

In the following sections, we present the tasks. Only a short overview is re-
ported, including general objectives, description of the tasks and data sets, and
a short summary of the results. A detailed review of the received submissions for
each task is provided with the task overview working notes: ImageCLEFmedical
VQA [4], Tuberculosis [26], and Caption [33], ImageCLEFcoral [9], ImageCLEF-
drawnUI [5], and ImageCLEFaware [37].

3 The Visual Question Answering Task

Visual Question Answering is an exciting problem that combines natural lan-
guage processing (NLP) and computer vision (CV) techniques. With the increas-
ing interest in artificial intelligence (AI) technologies to support clinical decision
making and improve patient engagement, opportunities to generate and lever-
age algorithms for automated medical image interpretation are being explored
at a faster pace. To offer more training data and evaluation benchmarks, we
organized the first visual question answering (VQA) task in the medical do-
main in 2018 [21], and continued the task in 2019 [3] and 2020 [2]. Following
the strong engagement from the research community in the previous editions of
VQA in the medical domain (VQA-Med) and the ongoing interests from both
computer vision and medical informatics communities, we continued the task
this year (VQA-Med 2021) [4] with an enhanced focus on (i) answering medi-
cal questions about abnormalities and (ii) generating relevant natural language
questions about radiology images based on their visual content20.

3.1 Task Setup

Two subtasks were proposed:

– Visual question answering (VQA) task: given a radiology image accompanied
by a relevant question, participating systems in VQA-Med 2021 were tasked
with answering the question based on the visual image content.

– Visual question generation (VQG) task: given a radiology image, participat-
ing systems were tasked with generating relevant natural language questions
about the abnormality present in the image.

3.2 Data Set

For the visual question answering task, we automatically constructed the train-
ing, validation, and test sets by: (i) applying several filters to select relevant im-
ages and associated annotations, and, (ii) creating patterns to generate the ques-
tions and their answers. We selected relevant medical images from the MedPix21

20 https://www.imageclef.org/2021/medical/vqa
21 https://medpix.nlm.nih.gov/



ImageCLEF 2021: Multimedia Retrieval 7

database with filters based on their captions, localities, and diagnosis methods.
We selected only the cases where the diagnosis was made based on the image.
Finally, we considered the most frequent abnormality question categories to cre-
ate the data set, which included a training set of 4,500 radiology images with
4,500 question-answer (QA) pairs (the same dataset used in 2020), a new vali-
dation set of 500 radiology images with 500 QA pairs, and a new test set of 500
radiology images with 500 questions about Abnormality. To further ensure the
quality of the data, the reference answers of the test set were manually validated
by a medical doctor.

For the visual question generation task, we automatically constructed the
validation and test sets by using a collection of radiology images and their asso-
ciated captions. We automatically generated questions from the images and their
captions using two different approaches. To generate questions from the images,
we used a variational autoencoder-based model called VQGR [40] trained on the
VQA-RAD dataset (A CNN was used to encode the images and an LSTM to
decode the questions). The second approach used a T5-based model fine-tuned
on the SQuAD and MS MARCO datasets to generate questions from the image
captions. Then, a medical doctor curated the list of created questions. The final
curated corpus for the VQG task was comprised of 85 radiology images with 200
questions for validation, and 100 radiology images with 302 reference questions
for the test set. For more details, please refer to the VQA-Med 2021 overview
paper [4].

3.3 Participating Groups and Submitted Runs

Out of 48 online registrations, 33 participants submitted signed end user agree-
ment forms. Finally, 13 teams submitted a total of 75 successful runs; 68 runs
for the VQA task and 7 runs for the VQG task, indicating a notable interest
in the VQA-Med challenge. Table 2 gives an overview of all participating teams
and the number of submitted runs (please note that were allowed only 10 runs
per team).

3.4 Results

Similar to the evaluation setup of the VQA-Med 2020 challenge [2], the eval-
uation of the participant systems for the VQA task in VQA-Med 2021 is also
conducted based on two primary metrics: accuracy and BLEU. We used an
adapted version of accuracy from the general domain VQA22 task that strictly
considers exact matching of a participant provided answer and the ground truth
answer. To compensate for the strictness of the accuracy metric, BLEU [32] is
used to capture the word overlap-based similarity between a system-generated
answer and the ground truth answer. The overall methodology and resources
for the BLEU metric are essentially similar to last year’s VQA task. The BLEU

22 https://visualqa.org/evaluation.html
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Table 2: Participating groups in the VQA-Med 2021 tasks.

Team Institution # Valid Runs

Zhao Ling Ling Yunnan University (China) 10
Zhao Shi School of Information Science and Engineer-

ing, Yunnan University (China)
2

dua dua School of Computer Science and Engineering,
Sun Yat-sen University (China)

10

Li Yong South China Normal University (China) 10
TeamS D4L data4life gGmbH&Hasso Plattner Insti-

tute (Germany)
10

sheerin Siva Subramaniya Nadar College of Engineer-
ing (India)

5

IALab PUC IALab group of the Pontifical Catholic Uni-
versity (Chile)

5

Chabbiimen Research Groups in Intelligent Machines&
Higher Institute of Informatics and Commu-
nication Technologies (Tunisia)

5

Table 3: Maximum Accuracy and Maximum BLEU Scores for the VQA Task
(out of each team’s submitted runs).

Team Accuracy BLEU

dua dua 0.382 0.416
Zhao Ling Ling 0.362 0.402
TeamS 0.348 0.391
zhao shi 0.316 0.352
IALab PUC 0.236 0.276
Li Yong 0.222 0.255
sheerin 0.196 0.227

Baseline 1 0.288 0.326
Baseline 2 0.134 0.156

Table 4: Maximum Average BLEU Scores for the VQG Task (out of each team’s
submitted runs).

Team Average BLEU

Chabbiimen 0.383
Baseline 0.274

metric is also used to evaluate the submissions for the VQG task, where we es-
sentially compute the word overlap-based average similarity score between the
system-generated questions and the ground truth question for each given test
image 23. The overall results of the participating systems are presented in Ta-
ble 3 and Table 4 in a descending order of the accuracy and average BLEU scores
respectively (the higher the better).

23 https://github.com/abachaa/VQA-Med-2021/tree/main/EvaluationCode
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3.5 Lessons Learned

Similar to last three years, participants continued to use state-of-the-art deep
learning techniques to build their VQA-Med systems for both VQA and VQG
tasks [21, 3, 2]. In particular, most systems leveraged encoder-decoder architec-
tures with, e.g., deep convolutional neural networks (CNNs) like VGGNet or
ResNet. A variety of pooling strategies were explored, e.g., global average pool-
ing to encode image features and transformer-based architectures like BERT
or recurrent neural networks (RNN) to extract question features (for the VQA
task). Various types of attention mechanisms are also used coupled with dif-
ferent pooling strategies such as multimodal factorized bilinear (MFB) pooling
or multi-modal factorized high-order pooling (MFH) in order to combine multi-
modal features followed by bilinear transformations to finally predict the possible
answers in the VQA task and generate possible question words in the VQG task.

Analyses of the results in Table 3 suggest that in general, participating sys-
tems performed well for the VQA task. For the VQG task, results in Table 4
suggest that the task was comparatively challenging than the VQA task, but par-
ticipating systems achieved better BLEU scores compared to last year’s VQG
results [2].

4 The Tuberculosis Task

Tuberculosis (TB) is a bacterial infection caused by a germ called Mycobac-
terium tuberculosis. About 130 years after its discovery, the disease remains a
persistent threat and one of the top 10 causes of death worldwide according to
the WHO [47]. The bacteria usually attack the lungs and generally TB can be
cured with antibiotics. However, the different types of TB require different treat-
ments, and therefore detection of the specific case characteristics is an important
real-world task.

In the previous editions of this task, the setup evolved from year to year.
In the first two editions [15, 17] participants had to detect Multi-drug resistant
patients (MDR subtask) and to classify the TB type (TBT subtask) both based
only on the CT image. After 2 editions it was concluded to drop the MDR
subtask because it seemed impossible to solve based only on the image, and
the TBT subtask was also suspended because of a very little improvement in
the results between the 1st and the 2nd editions. At the same time, most of
the participants obtained good results in the severity scoring (SVR) subtask
introduced in 2018. In the 3d edition Tuberculosis task [16] was restructured
to allow usage of the uniform dataset, and included two subtasks - continued
Severity Score (SVR) prediction subtask and a new subtask based on providing
an automatic report (CT Report) on the TB case. In the 4th edition [27], the
SVR subtask was dropped and the automated CT report generation task was
modified to be lung-based rather than CT-based.

Because of the fairly high results achieved by the participants in the CTR
task last year, we decided to discontinue the CTR task at the moment and switch
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to the task which was not yet solved with high quality. So in this year’s edition,
it was decided to bring back to life the Tuberculosis Type classification task
from the 1st and 2nd ImageCLEFmed Tuberculosis editions. The task dataset
was updated, extended in size, and some additional information was added for
part of the CT scans.

We hoped that utilizing the newest deep learning approaches together with
available at the moment pre-trained models and additional data sets will allow
the participants to achieve better results for the TB Type classification compared
to the early editions of the task.

4.1 Task Setup

In this task, participants had to automatically categorize each TB case into
one of the following five types: (1) Infiltrative, (2) Focal, (3) Tuberculoma, (4)
Miliary, (5) Fibro-cavernous. So the task is a multi-label classification problem.

4.2 Data Set

In this edition, the data set containing chest CT scans of 1,338 TB patients was
used: 917 images for the training (development) data set and 421 for the test set.
Some of the scans were accompanied by additional meta-information, depending
on data available for different cases. Each CT image corresponded to only one
TB type and to one unique patient. For all patients, we provided 3D CT images
with a slice size of 512 × 512 pixels and a variable number of slices (the median
number was 128).

Same as in the previous year, for all patients we provided two versions of
automatically extracted masks of the lungs obtained using the methods described
in [14, 29].

4.3 Participating Groups and Submitted Runs

In 2021, 11 groups from 9 countries submitted at least one run. Similar to the
previous editions, each group could submit up to 10 runs. 64 scored runs were
submitted in total. All groups used CNNs in some way, and two groups used
a combination of CNN and RNN. Several groups tried a few different methods
during their experiments, all reported approaches are listed below.

The majority of participants (seven groups) used 2D CNN to analyze either
selected projections of CT images or all slices. Two of these groups further used
per-slice features output of 2D CNN to train RNN in order to extract inter-
slice information. Four groups tried to utilize 3D CNNs for whole CT analysis.
Different neural network architectures and model training tweaks were used by
participants, the majority of participants also used transfer learning techniques.
All participants used some approaches for artificial data set enlargement and a
few pre-processing steps, such as resizing, normalization, slice filtering etc.
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Table 5: Results obtained by the participants of the task. Only the best run of
each participant is reported here.

Group name Run ID Kappa Accuracy Run rank

SenticLab.UAIC 135715 0.221 0.466 1
hasibzunair 135720 0.200 0.423 4
SDVA-UCSD 135721 0.190 0.371 8
Emad Aghajanzadeh 135689 0.181 0.404 11
MIDL-NCAI-CUI 134939 0.140 0.333 23
uaic2021 135708 0.129 0.333 28
IALab PUC 134688 0.120 0.401 30
KDE-lab 133407 0.117 0.382 31
JBTTM 134791 0.038 0.221 42
Zhao Shi 133103 0.015 0.380 47
YNUZHOU 133288 -0.008 0.385 55

4.4 Results

The task was evaluated as a multi-label classification problem and scored using
unweighted Cohen’s Kappa and accuracy metrics. The ranking of this task is
done first by Kappa and then by accuracy. Table 5 shows the final results for
each group’s best run and includes the run rank. More detailed results, including
other performance measures, are presented in the overview article [26].

4.5 Lessons Learned and Next Steps

The results obtained in the task should be compared to the same TBT sub-
task presented in the 2018 edition. Before comparison, we should note, that
although the task setup is the same in both editions, the data set was signifi-
cantly changed, which means participants needed to deal with different images
and labels distribution, so the scores can’t be compared directly.

Top scores in the 2018 and 2021 editions are pretty close. The best result of
2021 achieved by SenticLab.UAIC group is slightly worse than the best result
of 2018 - 0.221 vs 0.231 (-0.01 drop). On the other hand, four groups overcome
2nd best result from 2018. We should also mention that the group SDVA-UCSD
participated in both editions and was able to improve Kappa score from 0.15 to
0.19. The best performer, SenticLab.UAIC group used per-slice analysis, which
combined selection of relevant slices and their analysis by EfficientNet-B4 net-
work. The 2nd-ranked hasibzunair group developed a hybrid CNN-RNN model
and used pre-training on human action videos. The 3rd ranked SDVA-UCSD
group used 3D ResNet34 with convolutional block attention.

Results analysis shows, that while the best result was not improved this year
compared to the similar 2018 subtask, overall the top-5 scores of 2021 look better
than in the 2018 edition, and the group which participated in both editions was
able to improve its result. Analyzing participants working notes we observed the
variability of participants approaches (top-3 groups used very different methods)
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and usage of modern machine learning techniques and methods. As a result, we
can conclude that the task is successful and its outcome is informative and useful.

Possible updates for future editions of TBT task should consider: (i) extend-
ing the additional meta-information for CT scans; (ii) including some kind of
lesion location information to the data set.

5 The Caption Task

The caption task was first proposed as part of the ImageCLEFmedical [23] in
2016. In 2017 and 2018 [15, 22] the ImageCLEFcaption task comprised two sub-
tasks: concept detection and caption prediction. In 2019 [34] and 2020 [35], the
task concentrated on extracting Unified Medical Language System® (UMLS)
Concept Unique Identifiers (CUIs) [6] from radiology images.

In 2021 [33], both subtasks, concept detection and caption prediction, were
running again due to participants demands. To make the task more realistic,
the focus in ImageCLEF 2021 lies in using real radiology images annotated by
medical doctors in contrast to earlier years where images have been extracted
from medical publications. Since this task can be considered as a first step of the
Visual Question Answering Task 3, this year both tasks used the same dataset.

5.1 Task Setup

The ImageCLEFmed Caption 2021 [33] follows the format of the ImageCLEFmed
caption previous tasks. In 2021, the overall task comprises two sub-tasks: “Con-
cept Detection” and “Caption prediction”. The concept detection subtask fo-
cuses on predicting Unified Medical Language System® (UMLS) Concept Unique
Identifiers (CUIs) [6] based on the visual image representation in a given image.
The caption prediction subtask focuses composing coherent captions for the en-
tirety of the images.

The detected concepts are evaluated using the balanced precision and recall
trade-off in terms of F1-scores, as in previous years. The predicted captions are
evaluated using the BLEU score independent from the first subtask and designed
to be robust to variability in style and wording.

5.2 Data Set

In 2021, the dataset is the same as the ImageCLEFVQA task [4] (see details in
Section 4.2). The VQA-Med collection of radiology images and their annotations
were used as a basis for the extraction of the concepts and captions. Semi-
automatic text preprocessing was then applied to improve the quality of the
annotations.

Following this approach, we provided new training, validation, and test sets
for both tasks:

– The Caption and Concept training sets contain 2,756 radiology images and
associated captions and concepts.
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– The validation sets contain 500 radiology images and associated captions
and concepts.

– The test sets contain 500 radiology images and associated reference captions
and concepts.

We have also validated all the captions manually and checked the coherence
of the generated concepts in the training, validation, and test sets.

As an additional source for training machine learning systems, the ROCO
dataset [36], that has been used in the preceding years could be used by the
participants.

Table 6: Performance of the participating teams in the ImageCLEF 2021 Con-
cept Detection Task. The best run per team is selected. Teams with previous
participation in 2020 are marked with an asterix.

Team Institution F1 Score

AUEB NLP Group* Information Processing Laboratory, Department
of Informatics, Athens University of Economics

and Business, Athens, Greece

0.505

NLIP-Essex*-
ITESM

School of Computer Science and Electronic
Engineering, University of Essex, Colchester, UK

and Instituto Tecnologico y de Estudios
Superiores de Monterrey, Monterrey, Mexico

0.469

ImageSem Institute of Medical Information and Library,
Chinese Academy of Medical Sciences and

Peking Union Medical College, Beijing, China

0.419

IALab PUC Department of Computer Science, Pontificia
Universidad Católica de Chile, Región

Metropolitana, Chile

0.360

RomiBed The Center for machine vision and signal
analysis, University of Oulu, Oulu, Finland

0.143

5.3 Participating Groups and Submitted Runs

In the fifth edition of the ImageCLEFcaption task, 23 teams registered and
signed the End-User-Agreement license, needed to download the development
data. 75 graded runs were submitted for evaluation by 10 teams (8 submitted
working notes) attracting more attention than last year. Each of the group was
allowed 10 graded runs per subtask. In the concept detection task 5 teams partic-
ipated and 2 teams also took part in the 2020 challenge. The caption prediction
task raised interest of 8 teams, that submitted their results, 2 teams decided not
to submit working notes.

In the concept detection subtask, the groups typically used deep learning
models trained as multi-label classificators or more Information Retrieval ori-
ented solutions. For the IR solutions, image embeddings from deep learning
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Table 7: Performance of the participating teams in the ImageCLEF 2021 Caption
Prediction Task. The best run per team is selected.

Team Institution BLEU Score

IALab PUC Department of Computer Science, Pontificia
Universidad Católica de Chile, Región

Metropolitana, Chile

0.5098

AUEB NLP Group Information Processing Laboratory, Department
of Informatics, Athens University of Economics

and Business, Athens, Greece

0.4610

AEHRC-CSIRO Australian e-Health Research Centre,
Commonwealth Scientific and Industrial

Research Organisation, Herston, Australia

0.4319

kdelab Department of Computer Science and
Engineering, Toyohashi University of Technology,

Aichi, Japan

0.3616

jeanbenoit delbrouck Laboratory of Quantitative Imaging and
Artificial Intelligent, Department of Biomedical

Data Science, Stanford University, Stanford,
United States

0.2850

ImageSem Institute of Medical Information and Library,
Chinese Academy of Medical Sciences and

Peking Union Medical College, Beijing, China

0.2565

RomiBed Center for machine vision and signal analysis,
University of Oulu, Finland

0.2427

ayushnanda14 Department of Computer Science and
Engineering, Siva Subramaniya Nadar College of

Engineering, Kalavakkam, India

0.1029

models are typically used. In this year, more modern deep learning architectures
like EfficientNets [41] and Visual Transformers (ViT) [18] have been proposed for
the solutions. In the caption prediction task, several teams used variations of the
Show, Attend and Tell model. New has been the occurrence of Transformer based
architectures and general language models like GPT-2 [38]. Transfer Learning
has frequently been used and some teams in both subtasks tried to pretrain with
more medically oriented datasets like ROCO or CheXpert.

To get a better overview of the submitted runs, the best results for each team
are presented in Tables 6 and 7.

5.4 Results

This years models for concept detection show again increased F1-scores in com-
parison to earlier years. This could partly be explained by a smaller number
of potential concepts in the images. More modern architectures have been used
and show improvements. Transformer based architectures and solutions arrived
at both tasks. For concept detection in this year machine learning based meth-
ods and information retrieval oriented solutions have been used more equally by
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all groups. In former years the majority of proposed solutions used multi-label
approaches. Some participants noticed, that less complex solutions showed the
best results. An in-depth analysis is presented in [33].

5.5 Lessons Learned and Next Steps

The participants appreciated, that more realistic medical images have been used
in contrast to the publication based images from last years. On the other hand
the size of the training and testing datasets is small in comparison to other
datasets. This leads to simpler solutions as less concepts are present and the
captions show less variation. One expectable next step would be to increase the
number of concepts and variation of image descriptions further by increasing the
dataset size. The use of the ROCO dataset as a pretraining solutions showed no
improvement for the groups that used it. It can be assumed, that the descrip-
tions/captions of the VQA-task images have a different focus in comparison to
the ROCO images.

6 The DrawnUI Task

Creating high quality User Interfaces (UI) is a complex process involving several
actors such as designers and developers. As more companies push to increase
their online presence, the automatization of this process is gaining interest.
Pix2Code [1] and UI2Code [10] were proposed in 2018 to tackle this challenge,
those solutions took as input a screenshot and output a domain specific language
representing the UI.

The first edition of the ImageCLEFdrawnUI task [20] took place in 2020 with
a data set of 3,000 wireframe. Participants were tasked to create a computer
vision system to localize and identify different UI elements in the drawings. Two
of the three participating teams obtained results exceeding the baseline using
various object detection algorithm combined with data preprocessing, cleaning
and augmentation.

6.1 Task Setup

The 2021 ImageCLEFdrawnUI task (see the detailed overview paper [5]) is the
second edition of the task and consist of two challenges. Given hand drawn (wire-
frames) and digital (screenshots) images of user interfaces, participants must de-
velop a machine learning models to predict the bounding boxes coordinates and
type of each UI elements in the images. For each task, the data sets are separated
in 75% for training and 25% for validation. The MAP0.5IoU and R0.5IoU [19]
were used to evaluate the submissions.

6.2 Data Set

For the wireframe task, the data set contained 4,291 hand-drawn wireframe
images. Each images was drawn based on actual screenshots of mobile and web
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UIs. Images from the RICO data set [13] were used for the mobile UI while a
custom parser was used to obtain the web pages UIs. For the drawing itself,
three persons were involved and had to use a predefined dictionary of 21 shapes
and were instructed to focus on an unambiguous drawing instead of fidelity to
the original screenshot to facilitate the following annotation step and thereafter
the computer vision task. The VOTT software24 was used for annotation by two
different annotators and verified by a single person afterward. In the previous
edition, there was a large class imbalance in the dataset, to overcome this, new
images containing a larger proportion of the rare class were introduce and the
class distribution was more carefully monitored during the creation of both train
and validation set.

Table 8: Participation in the DrawUI 2021 task, wireframe subtask: the best
score from all runs for each team.

Team #Runs MAP@0.5 R@0.5

vyskocj 10 0.900 0.934
pwc 10 0.836 0.865
AIMultimediaLab 1 0.216 0.319

Table 9: Participation in the DrawUI 2021 task, screenshot subtask: the best
score from all runs.

Team #Runs MAP@0.5 R@0.5

vyskocj 7 0.628 0.83

For the screenshot task, the data set consisted of 9,276 screenshots. A custom
parser was used to obtain the images, In addition to the screenshot, the parser
also screened the Document Oriented Model to extract the position and type of
each HTML element of the webpages. Those UI elements were then attributed
when applicable to one of the 6 elements of the retained dictionary (TEXT,
IMAGE, HEADING, BUTTON, INPUT, LINK).

6.3 Participating Groups and Submitted Runs

8 teams registered for both tasks. For the wireframe task, 3 teams from 3 coun-
tries submitted 21 runs. For the screenshot task, 1 team submitted 7 run. Teams
were limited to submit 10 runs.

24 https://github.com/microsoft/VoTT
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6.4 Results

The MAP0.5IoU and R0.5IoU scores have been compiled using the Python
API of COCO25. For both subtasks, the participants used recent object detec-
tion model architectures such as YOLOv5 and Faster R-CNN supplemented by
a Feature Pyramid Network. Data augmentation methods were also employed,
ranging from color and contrast normalization, to random cutting out of objects
and relative resizing of the images. In the screenshot subtask, low-quality data
points were filtered out based on color similarity checking. Overall, these exper-
iments brought the mAP score to 0.900 for the wireframe subtask and 0.628 for
the screenshot one, representing a promising improvement compared to the 2020
edition.

6.5 Lessons Learned and Next Steps

Based on the high scores obtained when tackling it, the wireframe challenge is
nearing full completion. For the screenshot subtask, it was also demonstrated
that a smaller sized model converged faster to an adequate level, indicating that
large resource allocation is not a necessity for satisfactory results. Although the
participation rate was very low, our baseline scores were still surpassed and the
contestants proposed uniquely adapted modifications of the data set and the
models for solving the subtasks.

For the next editions of the task, the further development and extension the
two data sets remains a priority. We will stress making them more challenging
from a technical perspective, as well as showcasing them to the UI-based commu-
nities, attracting more participants interested in the ML-facilitated development
of user interfaces.

7 The Coral Task

There is a crucial need to implement effective monitoring techniques to protect
coral reefs immediately and in the long term [46]. This monitoring process can
be made by collecting 3D visual data using autonomous underwater vehicles
which will provide useful information for both annotation and further study of
the coral. The ImageCLEFcoral task organisers have developed a novel multi-
camera system that allows large amounts of imagery to be captured by a SCUBA
diver or autonomous underwater vehicle in a single dive.

In its 3rd edition, the ImageCLEFcoral data form the complete set of images
required to form a 3D reconstruction of the environment. This allows the par-
ticipants to explore novel probabilistic computer vision techniques based around
image overlap and transposition of data points.

25 https://github.com/cocodataset/cocoapi
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7.1 Task Setup

Following the format of previous editions of the ImageCLEFcoral task [7, 8], in
2021 participants were again asked to devise and implement algorithms for au-
tomatically annotating regions in a collection of images containing several types
of benthic substrate, such as hard coral or sponge. As in previous editions, the
overall task comprises two sub-tasks: “Coral reef image annotation and local-
isation” and “Coral reef image pixel-wise parsing” subtasks. The “Coral reef
image annotation and localisation” subtask uses bounding boxes for the anno-
tation, with sides parallel to the edges of the image, around identified features.
The “Coral reef image pixel-wise parsing” subtasks uses a series of boundary
image coordinates which form a single polygon around each identified feature;
this has been dubbed pixel-wise parsing (these polygons should not have self-
intersections). Participants were invited to make submissions for either or both
tasks.

Algorithmic performance is evaluated on the unseen test data using the pop-
ular intersection over union metric from the PASCAL VOC26 exercise. This
computes the area of intersection of the output of an algorithm and the corre-
sponding ground truth, normalising that by the area of their union to ensure its
maximum value is bounded.

7.2 Data Set

As in previous editions, the data for this ImageCLEFcoral task originates from a
growing, large-scale collection of images taken from coral reefs around the world
as part of a coral reef monitoring project with the Marine Technology Research
Unit at the University of Essex. The images contain annotations of the following
13 types of substrates: Hard Coral – Branching, Hard Coral – Submassive, Hard
Coral – Boulder, Hard Coral – Encrusting, Hard Coral – Table, Hard Coral –
Foliose, Hard Coral – Mushroom, Soft Coral, Soft Coral – Gorgonian, Sponge,
Sponge – Barrel, Fire Coral – Millepora and Algae - Macro or Leaves.

In 2021, the training and test data form the complete set of images required
to form a 3D reconstruction of the environment. The training dataset contains
images from 6 subsets from 4 locations. 1 subset is complete (containing all the
images to build the 3D model) and 5 subsets contain a partial collection. The
test data contains the images required to complete 4 of the partial image sets
from each of the 4 locations (the final partial subset is not used for testing, only
training).

In addition, participants are encouraged to use the publicly available NOAA
NCEI data27 and/or CoralNet28 to train their approaches.

26 http://host.robots.ox.ac.uk/pascal/VOC/
27 https://www.ncei.noaa.gov/
28 https://coralnet.ucsd.edu/
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7.3 Participating Groups and Submitted Runs

In this third edition of the ImageCLEFcoral task, 8 teams registered, of which 3
teams submitted 8 runs. Teams were limited to submit 10 runs per subtask. To
get a better overview of the submitted runs, the best results for each team are
presented in Tables 10 and 11. An in-depth analysis is presented in [9].

Table 10: Coral reef image annotation and localisation performance in terms of
MAP0.5IoU . The best run per team is selected.

Run id Team MAP0.5IoU

139118 UAlbany 0.457
138115 University of West Bohemia 0.121

Table 11: Pixel-wise coral reef parsing performance in terms of MAP0.5IoU .
The best run per team is selected.

Run id Team MAP0.5IoU

139084 University of West Bohemia 0.075
138389 MTRU 0.021

7.4 Results

The results from both tasks showed lower performance than has been achieved
in previous years. More detailed analysis of the results is presented in [9], where
pixel accuracy per class is investigated. This gives us a better indication as to
which classes are difficult to train for and identify. Previous years’ tasks used only
training data from a single location, so the reason for obtaining good performance
when testing with a dataset from the same area is clear. By contrast, this year
both the training and test datasets were from multiple locations. In addition,
some participants included large-scale training datasets from a fifth location.

7.5 Lessons Learned and Next Steps

The varied morphology and distribution of substrates across different datasets
and locations suggest that trying to develop a single generic algorithm to detect
coral reef substrate type will be challenging. This proved to be the case for the
datasets used in this task, even with the incorporation of considerably larger
datasets from other sources as training corpora. The next steps for this work
are to leverage the image overlap of the data to develop probabilistic labelled
models in 3D and develop cross-compatibility in large datasets for use in this
task.
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8 The Aware Task

Social networks engage the users to share their personal data in order to interact
with other users. The context of the sharing is chosen by the users but they do not
have control on further data use. These data are automatically aggregated into
profiles which are exploited by social networks to propose personalized advertis-
ing/services to users. Depending on their visibility, data can be also consulted
by other entities to make decisions which have a high impact on the user’s life.
It is thus important to give users feedback about the potential real-life effects of
their personal data sharing.

We designed a task focused on the automatic rating of visual user profile in
four impactful situations. Each profile includes 100 photos and its appeal is man-
ually evaluated via crowdsourcing. Participants are asked to provide automatic
visual profile ratings obtained by using a training set which includes visual- and
situation-related information. These ratings are then ranked and compared to
manual ones in order to assess the feasibility of providing automatic feedback
related to the effects of personal photos sharing. Two teams submitted results
for this first edition of the task.

8.1 Task Setup

This is the first edition of the task and consists of one challenge. Participants
are provided with automatic object detections for the images and with object
ratings per situation. Then, the objective is to propose a ranking of user pro-
files which is as close as possible to the crowdsourced one. Data were split into
360/40/100 profiles for training/validation and test. The Pearson correlation
coefficient between manual and automatic profile rankings was used to evalu-
ate the quality of proposed runs. The final scores were calculated by averaging
correlations obtained for individual situations.

8.2 Data Set

A data set of 500 user profiles with 100 photos per profile was created and
annotated with an “appeal” score for four real-life situations via crowdsourcing.
The modeled situations are demands for: a bank credit, an accommodation, a job
as an IT engineer, a job as a waiter. Participants to the experiment were asked to
provide a global rating of each profile in each situation modeled using a 7-points
Likert scale ranging from “strongly unappealing” to “strongly appealing”. The
averaged “appeal” score was used to create a ground truth composed of ranked
users in each modeled situation. User profiles are created by repurposing a subset
of the YFCC100M dataset [43].

Situations are modeled by crowdsourcing visual objects ratings. Similar to
profile crowdsourcing, object ratings are collected for each situation using a 7-
points Likert scale with ratings between -3 (strongly negative influence) to +3
(strongly positive influence). The averaged rating is computed and provided
to participants. A Faster R-CNN object detector was trained in order to detect
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objects in images. The detection dataset combines objects from OpenImages [28],
ImageNet [39] and COCO [30]. Only objects with at least one non-zero situation
rating were kept. All objects detected in the 100 images of a profile were provided
to participants, along with the detection probability and the associated bounding
box. Given a situation, the combination of the ratings of objects and of their
automatic detection enables the automatic computation of a profile score.

Given the personal nature of the included profiles, the dataset was anonymized
in order to comply with GDPR. Participants did not have access to the images,
and the user IDs and the object names were hashed.

8.3 Participating Groups and Submitted Runs

We received in total 6 valid submissions from 2 teams. SIP Team was from the
University of Paris, France. v18nguye is an independent researcher. None of the
two participants provided details about their participation.

Table 12: Results of the Aware 2021 task.

Team # Runs Pearson

SIP Team 3 0.597
v18nguye 3 0.388

8.4 Lessons Learned and Next Steps

While no details were provided about the implemented methods, the scores re-
ported in Table 12 give a good correlation between automatic and manual profile
rankings. This means that automatic methods for computing visual profile rat-
ings are effective.

These initial results encourage us to pursue the task next year. We plan to:
(1) enrich the dataset with new objects which have a strong influence in at least
one of the modeled situations, (2) use more recent object detectors, such as
EfficientDet [42], which should boost results via an improved photo analysis and
(3) increase the number of user profiles in order to have a more representative
training set.

9 Conclusion

This paper presents a general overview of the activities and outcomes of the Im-
ageCLEF 2021 evaluation campaign. Four tasks were organised, covering chal-
lenges in the medical domain (visual question answering and visual question gen-
eration, tuberculosis prediction, and caption analysis), nature (segmenting and
labeling collections of coral images), Internet (identifying website user interface
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components), and social networks (analysis of the real-life effects of personal
data sharing). Despite the outbreak of the COVID-19 pandemic and lock-down
during the benchmark, 103 teams registered, 42 teams completed the tasks and
submitted over 256 runs.

As anticipated already, most of the proposed solutions evolved around state-
of-the-art deep neural network architectures. In the VQA task most systems
leveraged encoder-decoder architectures with, e.g., deep convolutional neural
networks (CNNs) like VGGNet or ResNet. Systems were able to solve the VQA
task with good performance. The VQG task proved to be more challenging, how-
ever, results improved compared to the last year’s edition. In the tuberculosis
task, the best result was not improved this year compared to the similar 2018
task. However, overall, the top-5 scores of 2021 look better than in the 2018 edi-
tion, and the group which participated in both editions was able to improve its
result. The methods employed a variety of different approaches. In the caption
task, the more realistic medical images were closer to a real-world use case sce-
nario. On the other hand, the size of the training and testing datasets is smaller.
This led to simpler solutions as less concepts are present and the captions show
less variation.

In the drawnUI task, the wireframe challenge achieved close to perfect so-
lutions. For the screenshot task, it was also demonstrated that a smaller sized
model converged faster to an adequate level, indicating that large resource al-
location is not a necessity for satisfactory results. In the coral task, the varied
morphology and distribution of substrates across different datasets and locations
suggest that trying to develop a single generic algorithm to detect coral reef sub-
strate type will be challenging. This was also visible from the results which are
still low for an on-the-field application. The aware task is a new concept and was
in its first edition this year. Despite the incipient participation, achieved results
prove the feasibility of the concept.

ImageCLEF 2021 brought again together an interesting mix of tasks and
approaches and we are looking forward to the fruitful discussions at the CLEF
2021 workshop.
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Herrera, A.: Overview of the ImageCLEFcoral 2020 task: Automated coral reef
image annotation. In: CLEF2020 Working Notes. CEUR Workshop Proceedings,
CEUR-WS.org (2020)
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