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Abstract  

Quantitative researchers need a probabilistic sample to generalise their findings, but research 

constraints often compel them to use non-probabilistic samples. The use of non-probability 

sampling methods in quantitative studies has therefore become a norm. Interestingly, even studies 

published in top-quality journals compromise best practices that the use of non-probabilistic 

samples requires.  Based on a narrative review of relevant studies, we developed a typology of 

non-probability sampling methods used in quantitative health studies. An attempt was made to 
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discuss the limit of inference under each type of non-probability sampling method. Non-

probability sampling in quantitative research was also delineated as a way to maximise response 

rate. This study is expected to guide students and early career epidemiologists to understand how 

to apply non-probabilistic sampling methods in quantitative approaches and plausibly document 

or report their chosen methods. 

Keywords: Study population, response rate, generalisability, quantitative designs, non-

probability sampling, epidemiology, healthcare     

Introduction  

Systematic reviews continue to show that the quantitative research approach is the most 

frequently used technique in the world [1,2]. Quantitative studies we encounter in the 

literature in daily research activities enormously outnumber qualitative ones. As academics, 

we have seen most student researchers under our supervision opt for the quantitative design 

in their research work on the grounds that it was the most suitable approach for addressing 

their research problems. A few college students are also honest to link their choice of the 

quantitative approach to their interest and capabilities.  

A large number of studies [3-10] have used criteria-based selection (i.e. using a set of 

relevant criteria to select participants) to determine their accessible population or sample. In 

some other quantitative studies, researchers were constrained by research conditions to use an 

available population or predetermined sample, which researchers consider a ‘convenient’ 

population or sample [3,8]. In fact, a careful analysis of top-tier quantitative papers [3,8,9,11] 

revealed to us that quantitative researchers frequently use at least five different non-

probability sampling methods. Obviously, the use of non-probability sampling methods in 

quantitative studies is a growing norm. Considering the fine reputation of many of the studies 

championing this tradition, it can be said that using non-probability sampling in quantitative 
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designs is acceptable and unavoidable. We have nonetheless observed that the non-

probability techniques used by quantitative researchers are either not well documented or 

portrayed as absolute probability sampling methods. We would want to ascribe this problem 

to non-availability of a formal typology for these non-probability selection procedures in the 

literature. That is, there is no acceptable standard for documenting these methods. The 

primary goal of this study is thus to develop a typology of these techniques to enable 

researchers to scientifically or plausibly document them, guide journal editors and reviewers 

to assess manuscripts and provide a standard for research critique.  

A basic goal in quantitative research is to generalise sample statistics to the general 

population. The idea that qualitative studies can also generalise findings from a sample to the 

population is undeniable, but the quantitative design is renowned for applying more rigorous 

procedures that make its findings more generalizable [12,13]. Central to these procedures is 

determining and using a representative sample, which is a sample that is large enough to give 

rise to findings that the population would have produced if entirely surveyed [14,15]. 

Sampling theory suggests that representativeness of the sample is necessary if findings are to 

be inferred to the population [13,16]. A sampling frame is required to determine a 

representative sample [13,16,17], but this list is often not available when the general 

population is very large. Similarly, the researcher needs a list that details characteristics of 

members of the general population to be able to determine the target and accessible 

populations.  

In many cases nevertheless, the researcher would come across an ‘anonymous’ population, 

which we refer to as a general population whose members are not individually known. We 

have on many occasions met college students and researchers who struggled to make 

sampling decisions and document their sampling approaches in the face of this type of 
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population. Working with an anonymous population can indeed be a problem, particularly 

because this experience can make sampling or participants selection stressful and 

unscientific. Therefore, the final objective of this study is drawing on trending practices in the 

literature to identify decisions that could be made by inexperienced quantitative researchers 

to select – without a sampling frame – participants using acceptable and justifiable non-

probability methods. This study develops a framework of novel recommendations based on 

what is already being done by experienced quantitative researchers and is directed to college 

students and early-career researchers. Even so, we think this study can guide experienced 

quantitative researchers to document and justify their sampling techniques as it throws light 

on current acceptable practices. This study is expected to guide college students to understand 

how to apply non-probabilistic sampling methods in quantitative approaches and plausibly 

document or report their chosen methods. To make our thoughts understandable enough, we 

expound them with a scenario and recall basic concepts on sampling and population 

specification.    

 

A Clinical Research Scenario  

Emotional intelligence (EI) as a concept has earned the interest of many researchers and 

produced a wealth of studies and pieces of evidence in the last few decades. EI has been 

consistently confirmed to predict several performance indicators, including leadership 

behaviour, job satisfaction, health care quality delivery, and job performance [18-21]. The 

concept is however relatively new in the literature, and its research is yet to be grounded in 

many jurisdictions [18,19]. This notwithstanding, many health care planners and 

administrators are buying into the growing rhetoric about the relevance of EI to quality health 

care delivery. Hence, EI is the primary variable of interest in this study. We assume in this 
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paper that the Regional Health Services Directorate (RHSD) in Christchurch, New Zealand, 

is interested in taking key steps to enhance the quality of health care delivered, and one of 

these steps is to introduce a culture of EI specialised training in line with some studies 

[22,23]. One of the primary elements of the adoption of an EI specialised training culture is 

knowing the average EI of health workers and using this estimate as a baseline to which 

future estimates that result from the specialised training program is compared to know what 

progress is being made over time. The RHSD in Christchurch needs a baseline estimate to put 

the adoption process in motion. This being so, the objective of the research is to estimate the 

level of EI of health workers in public hospitals in Christchurch.     

The assumed study area is health care institutions in Christchurch, New Zealand. The 

study also assumes that Christchurch has a total of five public healthcare facilities. 

Goleman’s [24] theoretical argument that every human is born with some level of EI is 

pivotal to our assumed research goal, which has much to do with precise estimation of EI in 

terms of the five theoretical dimensions developed by Goleman [24]. A self-reported 

questionnaire is chosen as the appropriate data collection instrument. This study also assumes 

the application of a quantitative research approach to better make discussions for quantitative 

research. Health care personnel’s daily communication with customers (i.e. patients) and 

other stakeholders (e.g. relatives of patients, co-workers) has been the basic context in which 

the relevance of EI to health care delivery has been argued in the literature [20,21,24]. Any 

assessment of emotional intelligence in a health care setting must as a result focus on 

individuals who engage in daily communication with patients, relatives, and other co-

workers. Our scenario also assumes that the study must be completed in twenty-four working 

days in harmony with the schedule of the adoption program. Finally, the RHSD in 

Christchurch can spend a maximum of $NZ 20,000.00 on the study.  
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What is Already Known about the Study Population  

The general population is what is often specified and defined by researchers in their effort to 

document their research work and is better understood when defined alongside the target and 

accessible population. The general population is the largest group of potential participants in 

a study that has been defined as “… an entire group about which some information is 

required to be ascertained” [25, p. 151]. Participants in the general population must share at 

least one characteristic since they are required to provide the same data or information.  

The general population, with respect to our scenario, constitutes health workers in the 

five health care institutions in Christchurch. Members of this population share at least one 

basic characteristic, being a health worker (see Table 1). Job or personal variables such as 

education, tenure and gender can be other attributes shared by population members but being 

a health worker in any of the five health care organisations in Christchurch is the fundamental 

requirement (for being a member of the general population) implied by the research goal. The 

basis of specifying the general population in a quantitative study should therefore be the 

researcher’s knowledge of the cardinal attribute that unifies all population members from the 

point of view of the research goal and qualifies them as people who can provide access to 

relevant data. If so, the quantitative researcher must be able to name this attribute by 

answering this or similar questions: who is implied to be eligible to participate in the study by 

the research objective(s)? The right answer to this question should unfold potential 

participants, not specific participants, of the study and their geographical location. The right 

response to this question is ‘health workers of health facilities in Christchurch’. It can thus be 

deduced that the general population is an outcome of trying to know people who can provide 

data to address the research objective(s).   
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One may be wondering why the general population is health workers in the five health 

care institutions in Christchurch but not workers in other health and non-health institutions. 

Of course, the research goal is to estimate the emotional intelligence of exclusively health 

workers in hospitals in Christchurch; hence it is necessary to limit the study setting to these 

hospitals. If the researcher includes employees of non-health organisations in Christchurch, 

the resulting estimate cannot be attributed to health workers in the chosen five hospitals. That 

is, the resulting EI estimate will be adulterated with the EI of those who are not workers in 

the five hospitals in Christchurch. Undoubtedly, decision makers may be misled if they 

depend on this result. These concerns can better be appreciated if this principle of 

representative sampling is borne in mind: representative sampling is necessary for inferring 

findings to the population, but inference or generalisation is only valid when it covers exactly 

those recognised by the research goal [25].  

One may also be right to ask why the general population is not a specific group of 

employees such as physicians or midwives in the five hospitals. It is easy to address this 

concern with reference to our research goal and assumptions, which call for an EI estimate of 

all health workers who substantially communicate with patients, relatives of patients, hospital 

administrators, and co-workers in health care situations. The researcher is, therefore, bound to 

reach an EI estimate that cannot be generalised to health workers if he/she specifies and 

works with a general population that excludes any relevant participants. Moreover, it is 

instructive for the general population to be made as broad as dictated by the research 

objective(s) to set the basis for reaching the specific population through a scientific and 

systemic process that is the focus of this paper. The reasoning behind this argument is that an 

oversight may compel researchers not to include eligible participants in the accessible 

population if they decide to define the specific or accessible population without first 
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describing the composition of the general and target populations. The general population is 

the largest when compared to the target and accessible population. It contains the largest 

number of participants who share at least a single characteristic and as a result comprises the 

target and accessible population. With respect to our scenario, it is simply all health workers 

in the five health care organisations in Christchurch, regardless of their demographic 

attributes and conditions such as being ill or absent at work. It could be seen that our 

definition of the general population in this study squares with that of Asiamah et al. [26] 

because qualitative and quantitative researchers need similar geographical settings (i.e. a 

general population that includes all potential participants suggested by the research goal) to 

ensure that no participant is overlooked prior to sampling.  

It has been opined elsewhere [12,17,27] that typical qualitative research objectives are 

structured to focus on few people with specific experiences and knowledge. This is the case 

because qualitative studies focus on analysing, in sufficient detail, opinions from people who 

can share experiences and knowledge about a phenomenon [27-29]. Even so, considerations 

mentioned above for specifying the general population of a quantitative study also apply to 

the qualitative design since qualitative and quantitative researchers both need similar 

geographical settings – as revealed above – to ensure that the target and accessible 

populations as well as the sample are holistic. What however may make quantitative and 

qualitative designs different in terms of participant selection is the set of criteria and 

procedural rigour that inform transition from the general population to the target and 

accessible populations [17].  

To understand what the primary composition of the target population is, it must be 

borne in mind that the general population is the largest group of subjects a researcher can 

make a sample from [27,28,30,31]. Considering our scenario, members of the general 
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population are ‘health workers’ in all healthcare institutions in Christchurch. That is, every 

employee in these institutions who directly or indirectly contributes to healthcare delivery is a 

health worker and is as a result a member of the general population. Based on our research 

context and assumptions nevertheless, not every health worker can participate in the study. 

An assumption that would need to be recalled is the need for EI to be measured as a 

competence applied by health workers when interacting with patients, co-workers, bosses, 

and other stakeholders – this is the ideal context of EI assessment in health care [21,23]. 

Alternatively speaking, EI assessment is best done by focusing on health care professionals 

who are constantly involved in traditional health care activities, particularly communication 

with patients, co-workers, and relatives of patients. 

Within a hospital setting nonetheless, not all workers can engage in this network of 

communication. Cleaners, security personnel, database administrators, and some 

administrative workers (who hardly communicate with patients and other workers) are typical 

examples. Though they work in the hospital environment, their inclusion in the study 

population (i.e. accessible population) violates our main research context and assumption and 

may as a result badly affect data integrity and research outcomes. In this situation, the need to 

refine the general population by eliminating individual employees belonging to such 

categories is evident. The part of the general population left after refinement is the target 

population, which Asiamah et al. [17] defined as individuals of the general population who 

possess the specific attributes of interest. These attributes are used to determine the criteria 

for selecting members of the target population (see Table 1). As implied by the foregoing 

definition, the target population is more refined compared to the general population because it 

contains no attribute that undermines a research assumption, context, or goal. 
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Table 1. An Illustration of the General, Target and Accessible Population Sizes based on the 
Scenario  

Population type Stage Condition   Hospital Population size (N) NIE NINE 

General 
population 

1 
Being a worker in the 
study area or the five 
hospitals 

Hospital 1 543 --- --- 

Hospital 2 687 --- --- 

Hospital 3 509 --- --- 

Hospital 4 432 --- --- 

Hospital 5 588 --- --- 

Total 2,759 --- --- 

Target 
population 

2 

Meeting the selection 
criteria implied by 
the research goal and 
context 

Hospital 1 543 521 22 

Hospital 2 687 668 19 

Hospital 3 509 491 18 

Hospital 4 432 412 20 

Hospital 5 588 561 27 

Total 2,759 2,653 106 

Accessible 
population (1) 

3 
Willingness to 
participate in the 
study 

Hospital 1 521 514 7 

Hospital 2 668 658 10 

Hospital 3 491 485 6 

Hospital 4 412 407 5 

Hospital 5 561 549 12 

Total 2,653 2,613 40 

Accessible 
population (2) 

4 
Availability at the 
time of data 
collection to respond 

Hospital 1 514 501 13 

Hospital 2 658 658 0 

Hospital 3 485 478 7 

Hospital 4 407 394 13 

Hospital 5 549 538 11 

Total 2,613 2,569 44 

Note: NIE = number of individuals eligible (included); NINE = number of individuals not eligible (included) 

 

It is common knowledge that any study that makes use of primary data must apply 

some ethical principles in recognition of the rights of participants. A principal way to respect 

the right of participants is to ensure that they participate in the study voluntarily. Suffice to 

say, no person should be coerced to participate or respond in a study. This idea makes it 

mandatory for every researcher to specify the accessible population and work with and gather 

data from only those who are willing to participate in the study. The accessible population, 

also referred to as the specific population, are all individuals of the target population who are 

willing to participate in the study and will be available to respond during data collection 
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[17,32]. It is reached by taking out from the target population those who are not willing to 

participate for personal reasons and/or will not be available to respond (see Table 1). The 

accessible population is smaller than the target population unless every individual (of the 

target population) is willing to participate in the study and will be available to respond. Table 

1 shows the target and accessible populations for the Christchurch study and the selection 

criteria used to reach them. A total of 2,569 health workers make up the accessible population 

and are the ultimate participants of the study. The total number of health workers under each 

population is those who met the relevant condition or criteria implied by the research 

objectives.   

Refusal of some subjects in the target population to participate in the study is indeed a 

significant loss for the quantitative researcher apparently because it contributes to missing 

data, acts as a threat to internal validity and can as a result increase the risk of generalising 

findings. Yet, the adverse impact of losing participants this way on findings is not as serious 

as coercing people to participate in the study, particularly from a legal and human right 

perspective [12,17,25]. Even so, coherently explaining the purpose, benefits, and risks of the 

study to members of the target population, preferably through the informed consent form, can 

convince them to participate in the study and is an acceptable conduct. Similarly, members of 

the target population can make sacrifices to participate in the study when they are made to 

know the study’s benefits to them and society. The next section discusses how and when the 

accessible and target populations become non-probability samples and/or serve as a 

foundation for various non-probability sampling variants.   
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A Typology of Non-Probability Sampling Methods Used by Quantitative Researchers   

To recall, quantitative researchers, at best, require a random sample that is representative of 

the general population, but research constraints often make it impossible for them to reach 

this sample. A common constraint is non-availability of the sampling frame, but this 

impediment should not stop the research – there should be a way out. Often, using a non-

probability sampling method is a way to improvise and ensure continuity of the study. With 

respect to our scenario, the sampling frame is available, so we would want to explain in this 

section various non-probability sampling methods that are increasingly dominating 

representative samples in quantitative research as a precursor to delineating strategies for 

sampling without a sampling frame.  

Purposive sampling has been simply defined as “a type of sampling procedure that 

selects members of the sample to meet a specific purpose” [27, p.2]. This definition is 

unfortunately not only superficial but is also potentially unacceptable because every study is 

conducted to address a specific purpose, and the right sampling method is the one that 

generates the ultimate sample to address this purpose or a set of objectives. Purposive 

sampling, also referred to as judgemental sampling, has been more satisfactorily defined as a 

non-probability sampling method that selects members of the general population based on 

qualities or attributes (required by the researcher) that these members possess [27,33]. A 

purposive sample is made up of elements or individuals who have some pre-determined 

characteristics. The qualitative researcher sees these characteristics as indicators of the ability 

of individuals in the general population to provide detailed responses and therefore connote 

the specialised knowledge, experience, and skills of members of the ideal sample [17].  



13 

 

 

Because qualitative studies use relatively small samples [26,28], the stepwise and 

rigorous process propounded elsewhere [17] is potentially the best way to reach the purposive 

sample. In a quantitative design however, the researcher needs a relatively large sample to 

detect statistical significance of estimates and/or maximise statistical power [27,28,31]. 

Hence, quantitative researchers tend to use relevant selection criteria once (as explained 

above) to reach the target population (if some eligible individuals selected from the general 

population do not agree to participate or will not be available to respond to questionnaires) or 

sample (if every eligible individual selected from the general population agrees to participate 

and will be available to respond to questionnaires). Justifiably, researchers [27,34-36] have 

identified this process as a typical purposive sampling method but admitted that the process 

(as discussed by Asiamah and colleagues [17]) is repeated several times in a qualitative study 

to further refine the target population for a smaller sample.  

As indicated earlier, the target population is equal to the accessible population if all its 

members are willing to participate in the study and will be available to respond to 

questionnaires. In any case, if the researcher realises that the accessible population is not too 

large, he/she could avoid sampling. We would want to refer to the accessible population 

reached this way as a pure purposive sample, primarily because it results from the use of the 

theoretical purposive sampling determination process [17]. It is worth reporting some of 

reputable studies that have used this method in healthcare and public health research. In the 

United States, Jang and associates [37] used some selection criteria once to select 444 

volunteers out of a general population of 808 people. They then gathered data on all 444 

volunteers who were available at the time of data collection.  In Australia, Curtis et al. [38] 

also gathered data on all members of the accessible population selected using criteria applied 

in a single phase. Many studies in Africa [39-41] have also used this method to produce 
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important findings. Regarding the Christchurch scenario, the accessible population becomes a 

pure purposive sample if all its members are made to participate in the study. Unarguably, the 

pure purposive sample is a dominant non-probability sampling method in the literature that 

quantitative researchers cannot avoid.   

In some cases, it is impossible to gather data on the entire accessible population 

simply because it is too large. If, for example, financial resources available for the study in 

Christchurch are not sufficient to support data collection on all 2,569 professionals who make 

up the accessible population, sampling is inevitable. In making a sample in this situation, the 

researchers would have to determine and select a representative sample from each hospital in 

Table 1 based on an acceptable sample size determination formula such as Krejcie and 

Morgan [13]. Samples from the five hospitals added up results in the ultimate sample for the 

study. We would want to refer to this sample as a representative purposive sample owing to 

its reliance on the use of a purposive sampling process (i.e., using some selection criteria in a 

single stage to select eligible study participants). It is worth revealing that this type of sample 

is already in use by quantitative researchers [18,19,42-44] and is thus not a new creation of 

ours.  

Another non-probability sampling method that quantitative researchers cannot avoid 

is convenience sampling, which is a process that selects participants simply because they are 

easily accessible to the researcher in situations where other participants or settings of interest 

cannot be reached [27]. If, for example, researchers in the Christchurch study did not have 

enough time and funds to collect data from all the five hospitals in Christchurch, they could 

use employees in a single hospital as study participants. We would want to refer to this 

approach in this discussion as pure convenience sampling, which assumes that all health 

workers in the hospital of interest are eligible to participate in the study [27,33,35,36,45]. 
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Interestingly, this method is also highly used among quantitative researchers. In their study, 

Rezai et al. [46] in Canada used all members of a research registry in Saskatchewan rather 

than a national population of individuals who could provide insights into a national 

phenomenon. In Nigeria, Edomwonyi and Ogbue [47] also used a pre-determined group of 

participants in a teaching hospital in Irruna, Edo State, rather than a preferred national or 

State sample. Nelson et al. [48] in the United States also applied this procedure by using all 

26,000 individuals making up a research registry in a defined region.      

Also in use among quantitative researchers is what we would refer to as a 

representative convenience sample that is the outcome of using a random sampling method to 

select a representative number of participants from a convenience population i.e. a group that 

is used because it is accessible or available when other settings or groups of interest cannot be 

used owing to research constraints [28,49]. If, for instance, the number of employees in the 

hospital chosen at the convenience of the researchers in the Christchurch study is too large, a 

representative sample would have to be drawn from it and used as study participants. Like the 

other sampling methods discussed above, this procedure is increasingly used by quantitative 

researchers, including those publishing their findings in highly rated journals like the Lancet, 

Journal of Health Organisation and Management, and International Journal of Healthcare 

Management [3-9]. The final non-probability sampling method we have found to be 

frequently used by quantitative researchers is what we call nested purposive sampling, which 

is a purposive sampling (selecting participants using relevant criteria) conducted on a 

convenience group or sample. In this respect, the researcher does not draw a representative 

sample directly from the convenience population or group but rather applies some selection 

criteria to determine a target or accessible population from it. If, in this regard, the researcher 

draws a random sample from the target or accessible population reached because it is too 
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large, nested purposive sampling becomes representative nested purposive sampling. This 

method has been used in a large array of studies [29,43], including those conducted in the 

healthcare sector [40,44]. 

We would want to use this opportunity to explain the only absolute representative 

sample that is ideal for quantitative designs [17,26,43]. This sample is unbiased as it is 

determined directly as a facet of the general population but not as a subset of the target or 

accessible population. Let us assume that the aim of the study in Christchurch was estimating 

the weight of all employees in the five hospitals. If so, all employees can participate in the 

study because their weights can be measured objectively using an appropriate device or 

instrument. Similarly, data gathering using a device is independent of participants’ skills and 

knowledge. In many cases however, the representativeness of this sample reduces for each 

participant who opts out of the study or refuses to participate. Of course, no researcher – in 

view of Helsinki guidelines and declaration on research ethics – can coerce a person to 

participate in a study. Thus, individuals can only participate in a study voluntarily, which 

implies that the so-called absolute representative sample is vulnerable to attrition. 

Nonetheless, it offers the best chance for generalising findings to the general population.  

To reiterate, the use of the above non-probability samples in quantitative research has 

become a norm, but there are dos and don’ts associated with it that researchers must never 

overlook. The next section identifies due diligence that must follow the use of non-

probability samples for quantitative designs.      

The Dos and Don’ts of Using Non-Probability Samples in Quantitative Designs  

The priority of quantitative researchers is an absolute representative sample that gives them 

the opportunity to generalise findings to the general population. Research conditions faced by 
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quantitative researchers however mostly make it impossible for this type of sample to be 

reached and applied. A purposive sample or any of the other non-probability samples 

mentioned above becomes unavoidable in the absence of an absolute representative sample – 

determining and using this sample is a way to improvise when research conditions become an 

impediment to a perfect random sample. Even so, researchers who use non-probability 

samples must always admit and acknowledge that their findings have no or limited 

generalisability [28,30]. In this section, we proffer what should be done when each of the 

non-probability samples discussed above is used.       

A pure purposive sample (i.e. all members of the accessible or target population used 

as study participants) is not representative of the general population owing to the fact that a 

criteria-based selection process does not give every member of the general population a 

known chance of being included in the target or accessible population [27,43]. Therefore, a 

quantitative study that uses only a pure purposive sample cannot generalise findings to the 

general population. If the researchers in Christchurch decided to use a pure purposive sample 

(i.e. all members of the accessible population), their resulting estimate of the emotional 

intelligence of health workers cannot be generalised to all employees of the five hospitals in 

Christchurch. Concluding that the resulting average estimate represents all workers in the five 

hospitals accompanies a high risk and could mislead decision makers. Such conclusions and 

generalisation should be avoided in a healthcare setting where decisions have a direct impact 

on human lives. However, some researchers [29,34,42] have reported or at least implied that 

results from pure purposive samples can be generalised or applied to populations that are 

homogenous with these samples. We would want to nevertheless stick to our opinion that 

generalising findings based on a purposive sample to a broader population is associated with 

a high risk.  
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Pure convenience samples are as good as pure purposive samples because they are 

non-probabilistic in nature and are therefore not representative of the general population from 

which they are drawn.  Results based on them can, therefore, not be generalised to their 

respective general populations. Etikan et al. [27], however, candidly reported that 

generalisation of findings is possible with a pure convenience sample drawn entirely from a 

homogeneous population. Their view justifies inferring findings (based on a purposive or 

convenience sample) to all other groups or settings that share characteristics with the general 

population. In any case, quantitative researchers must admit the weaknesses of their non-

probability sampling methods and consider these weaknesses when discussing findings, 

making conclusions and suggesting policy actions. At their discretion, decision makers in 

healthcare or public health settings may assess the homogeneity of other populations they 

would want to apply (findings from a non-probability sample) to.    

Representative purposive samples and representative convenience samples are 

random and representative of their respective accessible or target populations. Their findings 

can therefore be generalised to their target or accessible populations but not their respective 

general populations. At a significant level of risk however, findings can be generalised to 

populations that are homogeneous with these samples [27,49]. For a nested purposive sample, 

no generalisation to the general population (which is the convenience sample or group 

chosen) is possible, and results from this sample only estimate attributes of participants. 

Inferring findings from this sample to related populations is permissible [27], but we fear 

researchers and decision makers may be bias in appraising the homogeneity of other 

populations they may be interested in applying their findings to. We therefore recommend in 

agreement with other studies [28,29,31,49] that generalisation with non-probability samples 
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should be avoided, and researchers must treat the use of non-representative samples as a 

study limitation that decision makers must always keep in mind.   

The specification of the target population, as seen earlier, is only possible when the 

sampling frame is available. In many cases however, the sampling frame is not available. In 

the next section, we explain how study participants can be selected using relevant non-

probability methods in the absence of the sampling frame.        

Working with an Anonymous General Population  

Some characteristics (e.g. having a certain level of education, work experience, language 

skills, etc.) form the basis of selecting members of the target population. With respect to our 

scenario, a list of those who possess these attributes can easily be obtained from the host 

organisations (i.e. the five hospitals in Christchurch) that keep up-to-date records on all 

employees. In many other situations nevertheless, this list cannot be accessed or created by 

the researcher. This problem is frequently encountered by quantitative researchers in large 

epidemiological studies, opinion polls and market surveys involving unregistered participants 

or populations (i.e., groups on which no public or private organisation keeps socio-

demographic data on). A solution to this problem is conducting a reconnaissance study 

focused on identifying the right participants of the study [3-10]. In an opinion poll undertaken 

in a community, the general population is ideally all community dwellers whose opinions are 

needed, but these individuals are not known, and there is nowhere to source information 

about them from.  So, how does the researcher determine the target and accessible 

population? Well, in the face of this problem, the researcher must have in mind what makes a 

person in the community eligible to participate. This is to say he/she needs a list of selection 

criteria to screen the community for eligible participants. After obtaining this list, the 

researcher could choose one or more points (e.g., social centres, shopping malls, churches, 
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etc.) in the community where all target individuals are likely to go frequently. A single point 

like a supermarket is unlikely to be a place where all potential participants would commute at 

a given time. Hence, the researcher must choose two or more social centres to provide a basis 

for easily contacting all potential participants of the study. At the various centres chosen, the 

researcher (supported by some research assistants) should use a questionnaire or appropriate 

instrument to know individuals who have met all the selection criteria and are willing and 

will be available to participate in the study. This exercise should not be rushed to ensure that 

every prospective participant is included in the study.  

This approach is not new but has been used in many studies across the world. Newton 

et al. [50], for example, used this technique to select participants for a trial in a community in 

Australia, but these researchers maximised access to their study’s participants by using 

contact information from a public service provider to select participants via telephone. An 

alternative way to complement the list of participants selected at the social centres and 

maximise access to respondents is moving from house to house to select people (from 

households) using a questionnaire or any other appropriate instrument. Brand et al. [51] in 

Germany and Krueger et al. [52] in the United States employed a similar procedure to reach 

their accessible population. What is noteworthy about this approach is that it results in the 

accessible population rather than the target population since it identifies those who are 

eligible and willing and will be available to participate. In many instances [50,51], 

individuals selected were all made to participate in the main study. If the resulting set of 

individuals is too large however, a representative sample (i.e. representative purposive 

sample or representative convenience sample) should be made out of it. With this procedure 

however, the researcher is likely to overlook some eligible participants, and a way to avoid 

this oversight is using multiple social centres and complementary approaches (e.g. moving 
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from house to house and contacting community members via telephone based on an 

exhaustive telephone directory). The procedure can also be expensive and time-consuming 

but expending a high amount in this situation is a necessary price for quality and reliable 

findings. Of course, funders of trials and surveys are often aware of how expensive this 

approach can be. Yet, appropriate techniques should be applied by the researcher to optimise 

cost. Newton and colleagues [50], for instance, cut back on the cost of data collection by 

administering the main study questionnaires instantly after identifying participants at the 

social centres. By so doing, they avoided the cost of returning to participants to administer 

questionnaires and maximised response rate.       

The initial survey through which participants or members of the accessible population 

are selected cannot be equated with a pilot study, which has completely different goals. In 

addition, a pilot study can follow such a survey to, for example, verify the validity of the 

main data collection instrument. Finally, the researcher is free to infer his/her findings to the 

study setting if the participants selected are exhaustive of this geographical area [35,53]. 

Nevertheless, findings should be generalised to the accessible population (or pure purposive 

sample) rather than the community if many eligible participants dropout of the study owing to 

their unavailability or unwillingness to be part of the study. The determination of the 

accessible population using the above procedure can therefore maximise generalisability of 

results if multiple social centres and supplementary methods are well executed to reach a 

group of participants that is representative of the study area. Yet, the next section highlights 

better opportunities for maximising response rate in non-probabilistic population 

specification.        
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Determining the Accessible Population to Maximise Response Rate  

We have taken a critical look at the literature and realised that many researchers experience 

high attrition, discard many completed questionnaires owing to response errors, and therefore 

end up incorporating into their data analysis a number of questionnaires far less than their 

representative sample sizes. Therefore, these researchers increase the risk of generalising 

their findings to the population or/and fail to detect weak associations or effects. These 

repercussions are explained by the theory that small samples are unlikely to detect weak 

effects and associations and an excessive level of attrition decreases external validity or 

increases the risk of generalising findings to the population [13,50]. We argue that a high 

attrition rate is likely to result in a study when the researcher does not take any measures (at 

the stage of population specification) to guard against excessive non-response and response 

errors. We have observed that researchers whose studies have suffered from high attrition are 

those who took no actions against possible response and non-response errors at the stages of 

population specification [6,7,9,46,].  

Often, researchers in the field of biomedical sciences and health try to solve this 

problem by estimating the study’s acceptable attrition rate by determining (using appropriate 

formulae) the sample size that corresponds to a pre-determined statistical power, which is 

estimated based on an expected effect size and a level of confidence of often 95% [13,50]. 

While this effort is a good way to estimate a representative sample size that adjusts for 

attrition, it does not have any influence on the behaviour of participants in data collection and 

can therefore not pre-empt response and non-response errors. Furthermore, computation of 

the attrition rate is often based on subjective judgements of the researcher and some prior 

experiences in similar studies and can as a result be misleading. Apparently, the computation 

of attrition rates to determine the appropriate sample size of a study does not in any way 
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serve as an antidote to the risk of non-response. The question then is how can the researcher 

take steps against too many non-responses and response errors to maximise generalisability? 

The answer to this question is not farfetched and represents the procedure explained earlier 

for specifying the accessible population. First of all, let us recall that the general population is 

crude in nature and contains individuals whose inclusion in the study can undermine data 

integrity. To illustrate, some individuals in the five hospitals in Christchurch may lack good 

English skills and the ability to respond to questionnaires. If the researcher fails to take such 

persons out of the study, many questionnaires could be wrongly or partially completed, an 

outcome that can lead to a large number of response and non-response errors. In many cases, 

questionnaires with these errors are discarded to safeguard data integrity. The specification of 

the target population as illustrated earlier is thus an opportunity for the researcher to avoid 

losing too many questionnaires and data, but there is even a bigger opportunity for reducing 

response and non-response errors and maximising response rate.  

We see many researchers draw their samples from the general or target population 

rather than the accessible population. Their choice is a serious flaw that is very likely to 

increase response and non-response errors to an astonishingly high level. Why so? Potential 

participants of a study would not be necessarily available at the time of data collection to 

respond to questionnaires. This is the case because people cannot make unreasonable or 

extreme sacrifices to participate in a study. To illustrate, a manager of one of the five 

hospitals being studied cannot call off an appointment simply because he/she wants to 

respond to a questionnaire. What if many participants who are supposed to respond to 

questionnaires in one of the hospitals proceed on annual leave and can as a result not be 

reached at the time of data collection? Participants may also be caught up in a training 

program within the data collection period. Clearly, the researcher cannot expect the training 
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session to be called off to make way for his/her research activity. Agreeably therefore, a 

study can result in an extremely low response rate if provisions are not made against these or 

similar eventualities. By specifying the accessible population therefore, the researcher sets 

the foundation for maximising response rate.  

In determining the accessible population to reduce response and non-response errors, 

the researcher would have to strictly mention the time set for data collection and select into 

the accessible population only those who will be available to participate in the study at this 

time. This stage is also an opportunity for the researcher to avoid those who, for personal 

reasons, are not willing to participate in the study. If people are compelled to participate in a 

study, they are likely to refuse to complete questionnaires. The refusal of people to participate 

in a study or their unavailability during data collection is a factor that can limit external 

validity, but the researcher is very likely to pay a higher price (i.e. a large number of non-

response and response errors and a high risk of generalising findings) if he/she fails to screen 

the target population for only individuals who are willing to participate in the study and will 

be available to respond to questionnaires. It is irrefutable that members of the accessible 

population can still be absent at the time of data collection or may fail to complete 

questionnaires, but the risk of non-response from them is relatively low and is unlikely to 

curtail generalisability of findings. Moreover, the researcher can take additional steps to 

avoid non-response or at least reduce it. For instance, he/she could administer questionnaires 

immediately or a few days after determining the accessible population. This strategy reduces 

the probability of an unforeseen circumstance (e.g., a change in the participant’s schedule, 

sickness, death, etc.) being encountered and leading to non-response. If the researcher delays 

data collection after determining the accessible population, eventualities will increase 

attrition.   
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In the light of the foregoing considerations, there is no doubt that specification of the 

accessible population is a good opportunity for maximising response rate and reducing the 

risk of inference. Yet, the researcher should be mindful of the limit placed on the study’s 

external validity by the removal of individuals who are not willing to participate in the study 

or will not be available to respond to questionnaires. The number of such eligible participants 

removed from the target population to form the accessible population should be 

acknowledged in the study. Doing so does not discredit the study since there is nothing 

ethically acceptable that the researcher can do to avoid losing some members of the target 

population apart from coherently and tactfully explaining the importance of the study to 

prospective participants (i.e. members of the target population). If the researcher does not 

want to acknowledge the number of subjects taken out of the target population to reach the 

accessible population, he/she should generalise findings to only the accessible population and 

report the study’s attrition rate.  

Conclusions  

The general population is crude and would need to be refined by drawing from it the target 

and accessible populations. Failure to do so can lead to a large number of response and non-

response errors, an outcome that has dire implications for data integrity and generalisability 

of findings. Similarly, the specification or determination of the target and accessible 

populations as explained in this paper is an opportunity to maximise response rate, data 

quality, and external validity. If the refinement process leads to a relatively small accessible 

population, sampling is not necessary. We have seen studies in which researchers went ahead 

to determine and use a sample even when the accessible population was small and could have 

been entirely surveyed. It must be borne in mind that sampling is not mandatory in 
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quantitative research and is only carried out when collecting data on the entire accessible 

population cannot be supported by resources (i.e. funds and time) available to the researcher.  

 

 

 

 

 

 

 

 

 

 

Note: Set A = individuals who have not met the selection criteria; set B = those who are not willing or will not 
be available to participate; condition A = if there are individuals in the general population who do not meet the 
selection criteria; condition B = if there are individuals in the target population who are not willing to participate 
or will not be available to participate; and condition C = if the accessible population is too large to support the 
study’s resources and timelines. 

Figure 1. A bi-focal conceptual lens for identifying the accessible population to maximise response rate. 

 

Figure 1 depicts the process and stages through which the accessible population is 

reached. The starting point of the process is the general population, which is determined at 

stage 1 (see Table 1). The general population has two parts (i.e. conceptual lenses), namely 

the ‘anonymous’ (i.e. nothing is known about population members) and ‘not anonymous’ (i.e. 

this shows members and their relevant characteristics) divisions. Beyond the ‘not 
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anonymous’ facet is the first action that results in the accessible population. That is, the 

accessible population is formed out of ‘not anonymous’ by selecting into the target 

population individuals who have met the selection criteria. If the general population is 

‘anonymous’, the first action is to use social centres (e.g. shopping malls, churches, 

recreation centres, etc.) and other platforms mentioned earlier to select participants, who 

become members of the target population. If people who do not meet the selection criteria 

(set B) are excluded through this channel, the resulting group is the accessible population, 

which is formed after taking action 2 through the ‘anonymous’ side of the framework. As 

mirrored in the figure, the accessible population is the point of convergence of the two 

conceptual lenses. If the accessible population is too large in view of the study’s resources, 

action 3 is taken to draw a sample; otherwise, the researcher goes to the stage of data 

collection (i.e. action 4).      

Our illustrations suggest that decisions made towards selecting members of the target 

population are subject to the research objective and context. This viewpoint explains why 

researchers should apply criteria dictated by the study objective and context to determine the 

target population. Failure to do so can result in an inappropriate group of participants or 

sample and as a result reduce internal validity. To add, population refinement is necessary in 

both qualitative and quantitative approaches, but while this process is repeated several times 

in qualitative research (or the said step-wise process), it constitutes a single stage criteria-

based selection process in quantitative research. The use of selection and exclusion criteria to 

select study participants is therefore common to the qualitative and quantitative designs, but 

the protocol applied to the administration of these criteria in qualitative research is more 

stringent and strongly considers the relevant knowledge and experience of general population 

members.  



28 

 

 

 

Limitations and Future Research Directions  

The removal of individuals from the general and target populations in line with our theory 

can result in an unfavourably small group of participants and sample. This is true of small 

general populations that have a relatively small number of eligible participants and can act as 

a buffer against statistical power and the significance of small effects and associations. A 

possible way to curb this problem is to plan to use a sufficiently large study area and general 

population. Secondly, the generation of the accessible population by removing from the target 

population some eligible participants (i.e. those who are not willing and will not be available 

to respond to questionnaires) limits generalisability of findings, even if inference is made to 

the accessible population. This is so because estimates (results) of the research are better off 

if every member of the target population responds to questionnaires accurately. For this 

reason, the researcher must see removal of some eligible participants from the target 

population as a study limitation. It is thus incumbent on the researcher to document this 

limitation.   
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