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Abstract

Worldwide, vulnerabilities and weak security strategies are exploited everyday by adversaries in
healthcare organizations. Healthcare is targeted because these crimes are high-reward and low-risk.
The attacks differ every time, from hacking medical devices, such as sensors, to stealing patients’
data from electronic health records databases. The effects of these attacks are both short and long
term lived, depending on the incidence handling process that each sector is adopting. The Covid-19
pandemic has exposed, in full, that healthcare systems are vulnerable and vastly unprotected while
representing a threat to global public health. An important part of the healthcare ecosystem, for
the development and validation of innovative tools and methodologies, is the Living Labs which are
community-based and adopt co-creation as their primary approach. Because of the many stakehold-
ers involved in the processes of the Living Labs, cybersecurity ought to be in their center. Besides
the proven great importance of the Living Labs as part of healthcare, there is no research on security
and privacy issues around them. The main purpose of this paper is to explore the supply chain of
a Living Lab and identify its security and privacy challenges alongside with its vulnerabilities. The
SecTro tool has been used to provide a thorough analysis which follows the Privacy-by-Design ap-
proach. The originality and novelty of our work are shown from: (i) moving one step further from
desk studies by including requirements from citizens and professionals; (ii) being integrated into an
effort from various researchers to supply a holistic approach to Data Privacy Governance; (iii) the
first time which a paper is considering and analysing the supply chain of the Living Labs.
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1 Introduction

In this digital era, healthcare organizations have been a target for attackers because of the challenges
and vulnerabilities they are facing. Breaches in privacy and security usually refer to cyberattacks, which
is when a set of information is stolen, hacked, transferred, or corrupted by unauthorized individuals.
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Worldwide, vulnerabilities and weak security strategies are exploited everyday by adversaries in health-
care organizations [1]. The attacks differ every time from hacking medical devices, such as sensors, to
stealing patients’ data from electronic health records (EHR) databases. The effects of these attacks are
both short and long term lived, depending on the incidence handling process that each sector is adopting.
The Covid-19 pandemic has exposed in full that healthcare systems are vulnerable and vastly unprotected
while representing a threat to global public health[2, 3].

Evidence from recent reports indicates that more than 90% of the healthcare infrastructures have
experienced a cybersecurity breach [4], especially in the form of phishing emails which have increased
by 473% in the last two years [5]. Healthcare, in particular, is targeted because these are high-reward
and low-risk crimes. The attackers benefit greatly from the attacks both financially, as a complete set
of medical information could be worth more than $1000, per affected person, [6], and politically, for
example, by promoting cyberwar campaigns. The impact of these attacks is clearly seen on society and
people [7].

An important part of the healthcare ecosystem, for the development and validation of innovative
tools and methodologies, is the Living Lab approach. The Living Labs were first introduced in the early
2000s based on the initial concept by MIT in the 1960s, which proposed the transfer of research from
laboratories to real-life settings [8, 9]. In 2014 the European Commission included the concept within the
Innovation Europe Common Strategic Framework and since then a European network of Living Labs has
been created, called the ‘European Network of Living Labs’ [10]. While there are definition divergences
in the literature, ENoLL [10] has provided the following, widely adopted, definition: “The Living Labs
are user-centred open innovation ecosystems based on a systematic user co-creation approach, integrating
research and innovation processes in real-life communities and settings”. More specifically, they are
treated as a multidisciplinary approach, which considers societal problems, occurring in a physical or
virtual space and involving several stakeholders (e.g., patients, healthcare professionals, manufacturers
of medical devices) [11].

Because of the complexity of the infrastructure, the large variety of stakeholders, shared data, and the
communication channels involved in a Living Lab ecosystem, cybersecurity ought to be in the center of
the labs. Besides the proven great importance of the Living Labs as part of healthcare, there is no research
on security and privacy issues around them and relevant analysis of their supply chain. This gap in the
literature is aimed to be covered in this paper by the following set of objectives and research questions.
The term supply chain includes a system of people, activities, organizations, resources, and information
to produce a service or product [12]. In a Living Lab a supply chain includes actors (i.e., research staff),
assets (i.e., sensitive data), policies (i.e., ethics), goals (i.e., health benefits), process activities (i.e., data
management) and operations (i.e., surveys).

The primary objective of this paper is to identify and model privacy, security and vulnerability issues
related to the Living Labs. The secondary objective is to raise the security awareness of the professionals
and participants of a Living Lab and propose relevant mitigation strategies. More specifically, to address
the set objectives the following set of research questions will be explored:

• What is considered the supply chain of a Living Lab?

• Which are the identified privacy and security issues of this supply chain?

• Which are the identified vulnerabilities of this supply chain?

• Which are potentially feasible and effective mitigation strategies that can be adopted?

The rest of the paper is organised as follows. Section 2 aims to provide a security overview in
healthcare and move to a more particular part of the ecosystem, the Living Labs, in Section 3. Then,
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Section 4 presents our security, privacy, and vulnerabilities analysis in the context of a Living Lab using
a state-of-the-art methodology from the security and privacy engineering disciplines. Finally, in Section
5 we discuss the main findings of our study, limitations, and future research.

2 Privacy, security, incidence handling and risk management in health-
care

Even though the concepts of privacy and data protection, in general, have numerous similarities, these
concepts differ. There is an overlap between them, but their differences shall be highlighted for the
purpose of this paper. Further security challenges and vulnerabilities, specific to the healthcare concept,
will be presented in this section. Lastly, incidence handling processes will be discussed.

2.1 Privacy and data protection

Data privacy represents a great challenge for organizations, particularly in fields where sensitive personal
data of participants need to be handled. There is a number of practices and guidance documents (i.e.,
FDA, HIPAA), regulations (i.e., GDPR, Health Insurance Portability and Accountability Act,) and di-
rectives (i.e., NIST) which need to be followed in order to ensure privacy and data protection, however
these do not overlap or communicate with each other.

An article entitled ‘The Right to Privacy’ was published in 1890 [13], which provided us with the first
definition for privacy as ‘the right to be left alone’. This definition was used extensively over the years,
however, since then other definitions and various classifications have arisen providing more details on the
concept of privacy. A recent and generally adopted classification, provided by Densmore [14], classifies
privacy as follows: Information Privacy which is defined as a set of rules that controls the collection and
further use of personal information; Bodily Privacy which is defined as a set of rules that safeguards the
physical being; Territorial Privacy which is defined as a set of rules that safeguards the environment of
a person and Communication Privacy which is defined as a set of rules that safeguards communication
and means of correspondence.

The privacy typology is not set in stone, there have been many definitions and adaptations. This
somewhat fluid and open to interpretation concept creates barriers for the experts and individuals who
need to follow it. Despite the differences in the classifications of privacy, the concept of personal data is
found in the center of information privacy. However, this claim shall be treated with caution, as personal
information can be processed in activities that interfere with other privacy classes. That means that
information privacy does not pervade all other classes of privacy. However, information privacy does not
occur simultaneously with the full scope and meanings of other privacy classes. Therefore, privacy is
older, especially if we take into consideration the historical efforts to define and regulate it, and a broader
concept than personal data. It might also be indicated that privacy incorporates the concept of personal
data and has been used as the basis to develop personal data protection.

In any information system, including healthcare organizations, the milestones that should be taken
into consideration are privacy and confidentiality. Privacy by design (PbD) is a very important process
including good private practices in the operation and design of information technology (IT) systems,
business practices and physical infrastructures [15, 16]. PbD aims at securing privacy and obtaining
control over personal information to get a competitive and sustainable advantage on top of organizations
[17]. Healthcare infrastructures are benefiting greatly from PbD and it is essential as privacy is being
considered from the initial designing stages, however, this shall be applied in a wider fashion.
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2.2 Healthcare security, challenges, and vulnerabilities

The healthcare ecosystem is repeatedly affected by cybersecurity attacks while breaching the privacy
and disrupting the data protection of the organizations and the individuals. These security incidents may
result in short- and long-term effects from the unintentional or intentional release of personal identifi-
able information to the disruption of the clinical care [7]. Ponemon Institute has recently stated that
“healthcare organizations are in the cross hairs of cyber attackers” and this only worsens over time. In
US healthcare facilities it is estimated that one cyberattack takes place every month and most of them
have lost or exposed patients’ personal information [18].

To continue with, a recent report by the European Union Agency for Cybersecurity (ENISA) [19]
revealed that compared to other sectors, the healthcare infrastructure is critical and one of the most vul-
nerable. This can be explained by the great value of the assets within healthcare organizations and by
how easily they can be attacked by adversaries. Medical personal data can be valued up to 20 times
higher than, for example, financial data. This is because the data derived from healthcare records can
be continuously used and exploited, even if the security breach which released them has been resolved.
Meanwhile, healthcare organizations are lacking behind other industries, such as insurance or pharma-
ceutical companies, in safeguarding their data and infrastructures.

Considering the aforementioned information, the IT security in the healthcare industry, applications
and services are of paramount importance and major concern. This is explained by the confidentiality
and privacy issues around sensitive healthcare data. There are various security challenges, which differ
according to the relevant sectors as well. Some overlapping challenges found in the literature are the
following, as presented in Table 1.

Apart from the security challenges, the changes, and the use of new technologies result into the
exploitation of software, hardware, and human-centric vulnerabilities by adversaries. Some of these
changes which contribute into the exploitation in healthcare infrastructures are: the increased use of In-
ternet of Medical Things (IoMTs), such as sensors, and the use of remote networks and systems for their
maintenance; the use of personal equipment, such as laptops, mobile phones, by the hospital personnel
and the patients which may not be up to date with security standards; the struggle of the IT personnel
to supply certified security solutions due to the numerous and overlapping security standards and inade-
quacy of training in the staff; and the necessary processes which have to be followed to monitor patients’
intake and discharge within hospitals. Potential attackers with strong skills in the cybersecurity field take
advantage of the identified vulnerabilities and perform cyberattacks in the networks, systems and IoMTs.

2.3 Incidence handling in healthcare

Incidence handling is vital when it comes to security, privacy, and vulnerability issues. In this sub-section
we will present two widely applicable and adopted incidence handling processes, aiming to provide some
information on how healthcare organizations tackle upcoming security incidents. Based on ENISAS’s
report [19], incidence handling represents one of the main challenges in the security of the healthcare
ecosystem. Although there are security policies in place to protect the healthcare infrastructures, cyberat-
tacks take place which cannot be avoided or anticipated. These security incidents have roots in malicious
actions (e.g., human interventions aiming for the disruption of workflow), natural disasters (e.g., fire
or flood in the building where the servers are located), human errors (e.g., negligence or oversights) and
system failures (e.g., insufficient computer memory). It is worth noting that most security breaches occur
due to human errors or system failures.

Therefore, healthcare infrastructures ought to have an incidence response capacity to accurately and
timely identify security incidents and further restore the systems in the safest way. The National Institute
of Standards and Technology (NIST) [20] has introduced a guide including four phases for the cyber-
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incident handling process as presented in Figure 1. This guide is adaptable, flexible and can be utilized
by healthcare organizations.

All four phases are of equal importance and are interconnected. In order to give more details on this
cyber-incidence handling process an in-depth analysis of the major phases is presented in Table 2.

Moving forward, ENISA [19] suggests that one of the most efficient ways to tackle cybersecurity
threats is the creation of a global ecosystem of computer security incident response teams (CSIRTs) and
security operations centers (SOCs). CSIRTs and SOCs should be able to share information, communicate
and respond to cyberthreats. CSIRT involves a set of services such as security monitoring, information
and cybersecurity incident handling, vulnerability management, cybersecurity knowledge management
and situational awareness. The five different phases are presented in Figure 2. A SOC involves an
incident detection service that occurs via observing technical events in systems and networks while they
may also be accountable for incident handling and response. This applies to healthcare organizations as
well, as an effective method to respond to cyberattacks.

Table 1: Security Challenges in Healthcare.

Challenge Description
Systems Availability Concerning continuous accessibility of critical health informa-

tion by authorized professionals to ensure the best healthcare ser-
vices. Systems availability may correlate to physical systems
function (e.g., storage, networks) and may significantly affect the
delivery of healthcare.

Confidentiality In regard to sensitive personal data which require urgently to fol-
low privacy and security standards/directives/laws.

Access Control & Authentication Authentication is the first stage of the user’s validation to confirm
their identity. This is necessary to ensure that the users are au-
thorized to access the system, which is a key-security feature in
healthcare organizations.

Data Integrity It aims to ensure the integrity and quality of the data that are
exchanged and stored for administrative and clinical purposes.
This is a very important part of healthcare systems since errors in
health or personal data may directly affect an individual’s medical
treatment or insurance claims.

Network Security This is fundamental to secure healthcare organizations, partic-
ularly when the systems are network-based (e.g., cross border
eHealth, EHRs).

Security Expertise & Awareness This is critical and includes the sufficient and adequate organiza-
tional structure in addition to the role of a security or data protec-
tion officer.

Data Loss It is considered essential to not lose data since they can easily and
quickly become compromised. This is important as confidential,
personal, and health data are stored digitally.

Incident Handling Typical security incident handling includes the incident response
and management. This is the protection of an organization’s
information by developing and implementing incident response
processes (e.g., management oversight), to quickly identify the
attack, then effectively minimize the damage, eliminate the at-
tacker’s presence, and successfully restore the integrity of the
systems and network.151
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In particular, the five phases of CSIRT’s lifecycle can be depicted as follows:

• Assessment for Readiness: The first steps of the establishment of a new CSIRT, that includes a
discussion regarding the reasons and necessity for creating a CSIRT, an estimation for the budget
and creating requirements for the next phase.

• Design: This phase creates detailed plans for the next step that should be taken, and its require-
ments are all the outcomes from the assessment to the readiness phase.

• Implementation: This phase covers organizational matters such as technology, governance, people,
services, and processes.

• Operations: During this phase the CSIRT which has been created delivers the CSIRT services.

• Improvement: It is the phase that a CSIRT creates requests for improvements, prioritizes initiatives
and receives a budget for the ‘design-implementation-operation-improvement’ cycle.

Both the cyber-incidence handling process by NIST and the lifecycle of a CSIRT and SOC by ENISA
are vital methods for incidence-handling and are adopted widely in industries in general while, on oc-
casions, they are adopted in healthcare as well. Indeed, there is an urgent and pressing need for the
development and evaluation of incident handling reporting classification specifically dedicated to the
needs of the healthcare sector at a pan European level. Good practices from the international landscape
shall be considered to move in this direction.

3 The Living Labs

This section will give an overview of the structure of the Living Labs and their supply chain. Following
that, attack scenarios and the vulnerable groups of this supply chain will be further discussed, as well as
user requirements as identified in an EU funded project. Lastly, mitigation strategies in relation to the
user requirements, attack scenarios and identified vulnerable groups will be introduced.

Figure 1: Cyber-Incident response cycle [20].
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Table 2: Analysis of the Cyber-Incident Handling process.

Phase Analysis
Preparation It involves the steps that are taken before a security incident

occurs (e.g., crossover cables). Preparation contains poten-
tial incidents that may be required to be managed or ways to
make incident response more efficient.

Detection & Analysis This phase involves the detection of incidents and the anal-
ysis of these incidents, to explore the possibility that they
represent a security incident. If they represent a security
threat, the threat level (e.g., high, medium, low) is further
explored.

Containment, Eradication & Recovery This containment phase is when the incident response team
attempts to minimize the damage from an incident (e.g., iso-
lating traffic, powering). The eradication phase contains the
process of understanding the cause of the incident. The re-
covery phase includes the cautious restoration of the systems
to be operational.

Post-Incident Activity This phase includes the composition of a follow-up report.
Each incident response team should grow to identify new
threats, improve technology, and lessons learned aiming to
reduce the probability of a similar incident re-occurring and
to improve the incident handling process.

Figure 2: The CSIRT’s Lifecycle.

3.1 The supply chain of the Living Labs

A digital health Living Lab is an open innovation user-centred ecosystem. The Living Labs are based
on systematic co-creation and co-production while integrating research and innovation processes in real-
world settings [21]. The UK Department of Health Personalisation Communications Toolkit defines
co-production as, groups of people who come together to affect the way particular services are designed,
integrated, and delivered or when individuals are able to affect the services they receive. Living Labs
are used as tools for the integration of research and innovation processes, where various stakeholders
receive tailored services according to their needs. The main stakeholders involved in a Living Lab are
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presented in Figure 3. It is worth exploring in detail the supply chain of a Living Lab in order to be
able to accurately identify its security challenges, privacy issues and vulnerabilities, as discussed in the
analysis performed in Section 4.

Figure 3: Stakeholders involved in a Living Lab [21].

The detailed supply chain, of the main stakeholders involved in a Living Lab, is the following:
Citizen/Patient: The users are typically local residents which come together to factor in health

innovation, by providing input from their own experiences and perspective. Each resident has the unique
opportunity to help other residents and/or collaborate with them to influence health innovation, which
could become applicable worldwide. Users have access to cutting edge technology services, before they
reach the market, they get informed first-hand and affect the final version of the services which will be
provided to the general population.

Public Actors: Public actors, as for example local councils, utilize the Living Labs for inspiration
development and evaluation of new services or regulations. They aim in creating sustainable welfare
solutions which would be applied to the general population and benefit from them. The public actors
contribute their staff to engage with end users involved in the Living Labs and develop or test new
approaches and services. At the end of the process, the staff become more knowledgeable and aware
of the users’ needs, while they are capable to deliver healthcare and welfare services with embedded
technology or regulate areas in healthcare as needed.

Private Actors: Private actors, as for example digital health technology developers/engineers, site
managers and start-up companies, also get involved in the Living Labs and are a vital element in this
ecosystem. They are interested in feedback on their products in the product’s whole lifecycle from the
conceptualization, production or prototype phase to the final testing and evaluation. The private actors
collaborate with the residents as end users, seeking their input on user design and feedback on the product
they are interested to research at the time.

Knowledge Institutions: Another important component within the Living Labs are knowledge in-
stitutions, as for example academia via universities and research centres. In this instance the Living
Labs are utilised for training and research purposes. Training purposes include potential clinical place-
ments or internships for undergraduate or graduate projects. While research purposes include field work
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for research projects via recruitment and data collection through quantitative and qualitative methodolo-
gies. Academic institutions have a vital role also of safeguarding the participants ensuring ethical and
responsible conduct of research and collaboration between the stakeholders.

The supply chain is interconnected and constantly interactive, making sure that the input comes from
the relevant actors and applied accordingly. Community and domestically household based Living Labs
are presented with IoT proliferation, integration of sensors, low powered wireless communications, and
traditional home broadband WiFi and internet services. As such, they become ecosystems of informa-
tion technology connectivity. Though, these technologies are designed for specialist environments (i.e.,
controlled medical data collection), in a Living lab ecosystem they converge within a general consumer
landscape. The Living Labs become the testbeds for the co-production of digital health solutions, through
ubiquitous access to rich and interactive technology. However, the supply chain also inherits the emerg-
ing risks and vulnerabilities that come with the testing and use of these technologies [22, 23]. Hence,
the extreme diversity between devices, sensors, third party applications and the variety of stakeholders,
means that a Living Lab is particularly vulnerable to supply chain malicious attacks which can be per-
formed by attackers. Potential security attack scenarios are identified and presented in the upcoming
section.

3.2 Security attack scenarios and vulnerable groups in a Living Lab

Because of the nature of a Living Lab, as an open ecosystem, establishing cybersecurity practices can
be challenging and attacks may easily be pursuit by adversaries. There is constant data exchange via
various communication channels between stakeholders, such as citizens, local councils, researchers, and
technology companies. Because of the interaction of multiple groups of people, it is unavoidable that
they have different levels of security and privacy awareness and knowledge as well as different ways to
use hardware and software systems. Consequently, this diversity and complexity raise the risk at higher
levels.

Potential attacks may target any stakeholder and phase where information is exchanged. Hence,
potential general attack scenarios include eavesdropping, phishing, and malware. Since a Living Lab is
used as a test bed for healthcare technological devices by users, an attack can be performed irrespective
of the device. For the purposes of this paper specific attack scenarios have been identified and explained
below in Table 3. These scenarios derive from a recent European funded project, entitled ‘A Dynamic
and Self-Organized Artificial Swarm Intelligence Solution for Security and Privacy Threats in Healthcare
ICT Infrastructures’ (AI4HEALTHSEC) [24] aims to develop a solution that improves the detection and
analysis of cyberattacks and threats on healthcare information infrastructures (HCIIs).

The most vulnerable groups regarding cybersecurity incidents, in a Living Lab, are found to be
citizens/patients, followed by researchers and healthcare professionals [24]. More specifically, citizens/-
patients are the most vulnerable group as the consequences rising from a cybersecurity incident, would
affect them the most. Though, the full extent of the impact is not possible to be estimated, it can only
be hypothesised that it could even have a detrimental impact on the health and wellbeing of these users.
Following that, the second most vulnerable group in a Living Lab, which are the researchers and health-
care professionals, may also experience a great impact due to a cybersecurity breach. This is because
their work involves the collection of sensitive data that supports important decision making, and they
might have low cybersecurity awareness to prevent or act on such incidents. Hence, they are considered
relevant gateway for cyberattacks and malware. Hospital managers and hospital staff in general are also
at a medium to high risk for attacks. As we have seen in recent events, such as in the UK and Ireland,
the attackers target the hospital as a whole organization by gaining control of their systems and ask for
excessive amounts to be paid in ransom for the hospital to regain control.
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Table 3: Potential attack scenarios and impact in a Living Lab.

Description Scenario Impact
Attack on a telehealth device An adversary steals the tele-

health device, gains direct ac-
cess to the hardware, and ex-
ploits user credentials.

The adversary could easily ac-
cess data in the manufacturer’s
platform.

Direct attack on the wireless in-
frastructure in the Living Lab

The adversary by exploiting a
vulnerability, gains access to
the wireless network stack.

The adversary could access the
data on the personal devices of
the users.

Indirect attack between the tele-
health device and a smartphone

The adversary conducts a man
in the middle attack between the
device and the app on a smart-
phone.

The adversary collects and al-
ters all transmitted data.

Attack on the software operat-
ing on the telehealth device

The adversary attacks the soft-
ware operating system to gain
control over it.

The adversary access all col-
lected and transmitted data and
gains access to the cloud.

Deletion of all or selected data The adversary deletes database
tables or other resources in
server.

Disruption of the services by
the users.

Data encryption The adversary encrypts sensi-
tive data to obstruct legitimate
access.

The adversary asks for ransom
and the users experience disrup-
tion of services.

Service attack The adversary overloads the
company’s system with strong
hacking skills. prohibit normal
usage of the system.

The normal usage of the sys-
tem and the quality of the users’
healthcare are affected.

Social engineering An adversary via social engi-
neering convinces the autho-
rised owner of the device to
share important information.

The adversary gains access to
personal information of resi-
dents stored on the manufac-
turer’s platform.

Modification The adversary after gaining sys-
tem access modifies the data on
the company’s server to prepare
for more attacks.

Information provided to users
is incorrect leading to affected
health.

3.3 User requirements in a Living Lab

As we have seen above, the combination and convergence of heterogeneous technologies being tested
in a Digital Health Living Lab, with the lack of specialised security knowledge of the participating
stakeholders, are the key challenges exacerbating the cyber threat to Living Lab ecosystems.

Our aim is to identify exactly these challenges as found in AI4HEALTHSEC) [24] since the project
identified a complete list of user requirements (see Appendix A). To understand which user requirements,
and why, apply to a Living Lab environment one must reflect on the impact a cyberattack might have on
the stakeholders involved. A consequence of technology convergence in a Living Lab is the cascading
effect of a compromise of one system to others. Conventional security breaches in cyberspace typically
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result in financial loss, breaches of data privacy or loss of control of computer devices. Though Living
Lab environments are typically set up for testing and trialling digital health technologies rather than pro-
viding health care services, the overall process can be disrupted by a cybersecurity breach, compromise
or disrupt the devices and systems under testing, and the consequences can extend to exploitation of
physical privacy, safety, and well-being of the end-users [23].

The user requirements directly relevant to a Living Lab are those that can address collectively the
requirements of participating stakeholders within the complexity of the ecosystem/infrastructure and
have been divided into the following categories (see Appendix B):

• Threat prevention: This includes requirements related to risk assessment and management. Typi-
cally, threat prevention relies on a robust understanding of the cyber security needs, risk appetite,
and risk tolerance for the key digital health devices and ICT infrastructure of the Living Lab.

• Threat detection: This is a proactive control measure in defending the supply chain against poten-
tial attacks. The methodology shall automatically detect a potential cyberattack and adversary’s
actions using autonomous intelligence swarm agents and reporting to the supervisor agents.

• Threat awareness: This includes alignment with the incident response and post-incident activi-
ties to ensure mitigation of the threats and risks and overall business continuity. Furthermore, it
relates to enhancing and updating the threat intelligence information and incident response plan-
ning, through lessons learned from the evolving threats, risks, and related incidents.

It becomes apparent that from a number of proposed 67 requirements, only 16 can be perceived as
non-directly related to the ecosystem of a Living Lab. Mainly, these are the functions that could provide
real-time decision-making support for incident response, post-incident review activities, and relevant
metrics covering reliability, credibility, acceptance, timeliness, and realism of risk management goals.
Two are the reasons for excluding these requirements: Firstly, the fact that the tested technologies are not
connected with wider healthcare infrastructures but rather limited to the ecosystem’s connected networks,
meaning that a potential attack will not affect sensitive data. Secondly, is the limited specialised security
knowledge of the involved stakeholders where this information would not make much sense and be
of much use. The identification of the user requirements relevant to the Living Labs has been proven
uniquely useful as it provided input for the next Section of this paper, including our main analysis, and
modelling of a Living Lab ecosystem.

4 Modelling the ecosystem of a Living Lab

This section provides the results of our main analysis regarding the security challenges and vulnerabilities
in the supply chain of a Living Lab. The analysis aims to be generic enough to cover all Living Labs
rather than a specific establishment. The main tool used for this analysis is SecTro. SecTro helps the
security/privacy analyst to model different areas of an organisation from collected information and further
improves the organization’s GDPR compliance.

4.1 Method

To model the ecosystem of a Living Lab, we used the SecTro tool. SecTro is a Computer-Aided Software
Engineering (CASE) tool which has been chosen because it is flexible and supports the analysis of an
infrastructure from different perspectives. It differs from other tools because it provides the analyst with
automatically generated models based on data collected and can further feed other tools at an imple-
mentation/technical level. This tool guides and supports the analysts in the construction of appropriate
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models, implementing the Privacy by Design (PbD) approach. The PbD approach is based on the Secure
Tropos methodology [25, 26, 27, 28, 29, 30, 31, 32]. Secure Tropos follows the principles of the Goal
Oriented Requirements Engineering (GORE), using goals to represent the intentions of the stakeholders.
One of the main advantages of Secure Tropos is its requirements-driven approach to support the analysis
from the early stages. Furthermore, the methodology includes social concepts such as goals and actors to
promote a socio-technical analysis focused on privacy. Secure Tropos supports both analysis and design
thanks to implementations of multiple models representing different abstraction levels, also called views.

Even though Secure Tropos has been selected as the basis for the approach implemented by the Sec-
Tro tool, the methodology has been extended with concepts and relations inspired by PbD and GDPR as
part of the DEFeND EU Project [33, 34, 35, 36, 37]. Some of the concepts introduced are: Privacy/Secu-
rity Constraint, Data Asset, Third Party, Data Processing Activity, and relations between concepts such
as “Performs” and “Validates”. Moreover, new views related to PbD and GDPR have been introduced to
allow the creation of specific models.

This approach is supported by the SecTro tool, which allows developers to create and analyse models
based on the methodology. The SecTro tool has been developed through Eclipse Sirius, a technology
that allows the creation of graphical models using the Eclipse resources. SecTro takes advantage of the
different characteristics of Sirius. One of these features concerns the definition of rules that can be used
to validate the models to verify the correct use of the language based on the metamodel. The tool offers
a graphical user interface (GUI) to model the different views. The GUI provides a palette containing
the concepts that can be used in the modelling area. Moreover, the elements can be moved around
the modelling workspace and connected with each other to specify the relations. It is also possible to
specify additional properties of a concept. The tool supports the analysis through different models, also
called views. For this case study, we focus on three views: Organisational Structure, Data Mapping and
Privacy-by-Design. It is important to note that in order to limit our analysis in the context of our paper we
have set some boundaries in the supply chain of the Living Lab, and these are to restrict the information
around privacy and security related components.

4.2 Organisational view

The first view represented by using the SecTro tool is the Organisational View. See Figures 4-5. The
purpose of this view is to represent the organisational structure of the Living Lab ecosystem with all
its main actors. Moreover, this view includes different elements such as processing activities, goals,
purposes, assets, and policies associated with the different actors.

The first element to be modelled in this view is the Organisation where multiple actors engage in
different activities. An actor is an entity that performs actions to achieve goals inside an organisation. A
goal is a state to be achieved by an actor and it is often related to a processing activity which is an action
upon personal data. To achieve a goal an actor can put into practice an operation that is the actual action
performed by an actor. Finally, an asset is a resource of a different type (i.e., data, physical, software)
used by an actor to execute an operation. In this case, the scenario represented is the implementation and
the improvement of the IoMT devices to provide health benefits to citizens and patients within the Living
Lab ecosystem.

In this scenario, we identified three main organisations involved. The organisations modelled for
the Living Lab are the Local Council, the Private Company in charge of the technology implementation
and the Academia that is responsible for the research activities. Each organisation includes different
actors who operate within the departments. For instance, the Private Company includes the Engineers
and the Site Managers. Instead, the actors involved in the Local Council are the Citizens/Patients and the
Counsellors. Finally, the Research Staff is part of the Academia. Then, each actor can be characterised
by different elements. For instance, the Research Staff can analyse the collected data. This processing
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activity is directly connected to the Research Staff which is conducting research activities. To achieve
its goal the Research Staff can use different methods. For instance, these operations are A/B testing,
online surveys/interviews and focus groups, and randomized control trials (RCTs). To carry on with the
interviews, focus groups and RCTs the Research Staff needs consent forms represented by SecTro as an
asset. Moreover, another asset modelled is the Sensitive Data of the user collected during the interviews.
Finally, SecTro can also model the policy that the organisation must be compliant with. For instance, the
Research Staff needs to follow the GDPR rules collecting data from the surveys/interviews and respect
the Ethical Approval for research activities. On the other hand, the Engineer from the Private Company
can collect various data. This processing activity is performed to achieve the main goals of the Engineer
which are to measure and improve user experience and improve IoMT devices. The Engineer uses online
surveys/interviews and focus groups to improve user experience whereas A/B testing can help to improve
the IoMT devices. Also, the IoMT devices are modelled by SecTro as a physical asset. Another actor, the
Site Manager, also belongs to the same organisation as the Engineer. Instead, the Site Manager oversees
the data management to achieve the Technology Implementation. In fact, the Newly Designed Hardware
is tested through Feasibility trials and RCTs.

Figure 4: Organisation View regarding academia and private companies of a Living Lab.
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The two remaining actors, the Citizen/Patient and the Counsellor are part of the Local Council. The
Counsellor can store the Data focusing on Health Economics. To do that the Counsellor can update the
EHRs with the information collected from the Citizens/Patients through surveys/interviews and focus
groups. This operation regarding the collection and storage of Citizens/Patients’ data needs to comply
with Health and Safety Policies and the Declaration of Helsinki.

Finally, the Citizens/Patients exchange personal data with the other actors of the Privacy Lab. The
exchange of this data aims at achieving the main goals of this actor which are Health benefits and Tech-
nology Acceptance. Data is collected in different ways including A/B testing, RCT and surveys. Usually,
the A/B testing is carried on through the personal devices of the Citizen/Patient.

Figure 5: Organisation View regarding citizen/patient and counsellor of a Living Lab.
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4.3 Data mapping view

After completing the Organisational view, we continue the analysis of the Living Lab ecosystem with
the Data Mapping view depicted in Figures 6-7. This view already includes some elements from the
previous analysis performed in the Organisational view. Specifically, the elements synchronised from
the Organisational view are actors, goals, operations, and assets. In this case, all the actors such as the
Research Staff, Counsellor, Citizen/Patient Engineer and Site Manager from the different organisations
of the Living Lab ecosystem. Each of these actors includes their goals, operation, and assets from the
Organisational view, and all the connections between them. Instead, the new element introduced in this
view is the Data Action, which represents activity performed on an asset.

For instance, the different operations carried on by the Research Staff are connected to the manage-
ment of the data collected. Indeed, the Research Staff uses sensitive data collected for research purposes.
In a similar way, the Data Action performed by the Counsellor is the quantitative analysis of the EHRs.
On the other hand, the Site Manager wants to perform a qualitative analysis of the data collected through
the newly designed hardware. Finally, the Engineer collects data from the IoMTs to achieve his/her
goals, measure user experience and improve the IoMTs.

Figure 6: Data Mapping View regarding research staff and counsellor of a Living Lab.
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Figure 7: Data Mapping View regarding citizen/patient and site manager of a Living Lab.

4.4 Privacy by design (PbD) view

The PbD view already includes some elements identified in Organisational and Data Mapping views. In
particular, we have all the actors with their operations and assets modelled in the other views. Instead,
the PbD view includes new elements such as threats, constraints, mechanisms, and measures. These
elements can be used during the modelling with SecTro to perform a comprehensive PbD analysis of
the Living Lab ecosystem, as shown in Figures 8-9. In detail, threats are malicious actions that can
have an impact on the assets of an organisation. Measures are high-level methods for satisfying privacy
and security requirements whereas mechanisms are actual procedures to make a measure operational.
Finally, constraints are privacy and security requirements related to an asset. The PbD view allows the
analyst to model the potential threats that could impact the assets, in relation to their privacy and security
constraints. Then, different measures can be used to satisfy those constraints and the actual mechanisms
to protect the assets mitigating potential threats. For the Living Lab ecosystem, several potential threats
have been identified.
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Figure 8: Privacy-by-Design View regarding research staff and counsellor of a Living Lab.
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Figure 9: Privacy-by-Design View regarding citizen/patient, engineer, and site manager of a Living Lab.
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The first one is the potential damage caused by third parties. This threat, as well as the other one
called information leakage/sharing, can impact the sensitive data collected by the research staff and
the EHRs managed by the counsellor. However, these two assets have different privacy and security
constraints. For instance, the sensitive data collected by the Research staff are restricted by the storage
limitation and the accuracy of the data. Keeping the database up to date through manual checking and
deletion of data can be used to satisfy the storage limitation requirement. Instead, the Mechanism chosen
to satisfy the accuracy of data is an automatic backup system. Another threat for the Research Staff is
the Use of Information for Unintended Purposes. Instead, this threat could impact a different asset, the
consent form. In this case, the privacy constraint for the consent form is the ethical approval. The high-
level measure used to satisfy the constraint is the authorization of the consent form whereas the actual
mechanism is an ethical review process.

Besides the threats described above, the EHRs could be affected by another threat named Unautho-
rized activities. Moreover, this threat can affect other assets such as the IoMTs and Personal Devices.
The actor responsible for the IoMTs is the Engineer, and it must respect the privacy constraint that re-
stricts the asset. In this case, the privacy constraint requires the anonymity of data collected from the
IoMTs devices. For this reason, the anonymisation/pseudonymisation measure needs to satisfy this pri-
vacy constraint, and a mechanism such as encryption can be used to implement that measure.

Furthermore, personal devices of the citizens/patients along with the newly design hardware of the
site manager can be threatened by malicious code. In order to ensure the security constraint, i.e., malware
incident prevention, associated with the personal devices, continuous updating/patching is needed to fix
vulnerabilities that could be exploited by malicious code attacks. For this reason, an automatic updating
system can be used as a mechanism to mitigate the threat.

On the other hand, the newly designed hardware needs to satisfy the security constraint which guar-
antees a response in case of an incident. This can be achieved through an automatic backup system.
Finally, two other threats can impact multiple assets. One of these is the physical theft of an asset. This
could happen to the citizens/patients and the engineer who interact with personal and IoMT devices. The
other threat is represented by the lack of stakeholders’ training. In this case, besides the personal devices
and the IoMTs, the asset affected by this threat is the newly design hardware.

5 Discussion

The purpose of this paper was to explore the supply chain of a Living Lab and identify its security and
privacy challenges alongside with its vulnerabilities. This is the first paper, to our knowledge, to identify
and present the dynamic supply chain of a Living Lab, the user requirements involved and to analyse
the specific aspects of privacy and security, using PbD via the SecTro tool, in each phase of the supply
chain. The reasoning behind this analysis was to take the research field one step further and for the
findings to inform healthcare stakeholders and policy makers, regarding relevant mitigation strategies
against malicious hacking actions.

5.1 Main findings and related work

The main findings of our study are outlined below:

• For the first time, the detailed supply chain of a Living Lab has been outlined and presented.

• Security and privacy challenges in a Living Lab have not been found in the literature from previous
studies, until now.
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• User requirements of a Living Lab have been identified according to their threat prevention, detec-
tion, and awareness.

• Relevant mitigation strategies are proposed (see next section).

• A complete and detailed model of the Living Lab has now been added to the literature.

There is a complete lack in the literature around exploring the privacy, security and vulnerability
issues which are associated with the supply chain of a Living Lab. However, PbD is a field which has
been identified as particularly important in recent years with several approaches within the literature.
Therefore, we have adopted it in this paper as well.

More specifically, a recent review [38] has revealed 12 approaches associated with PbD, while an
earlier review [39] has provided examples, at an abstract level, which are specific to the implementation
of PbD in different fields. Work on the ontologies related to the PbD has also been conducted [40],
without providing specific methods around it.

Previous studies which are closest to our approach include PriS [41] and socio-technical approaches
related to security and privacy [42, 43]. The study by [41] proposes PriS, which is a goal-based approach,
that outlines a clear process to support the mapping of relevant privacy requirements to privacy enhanc-
ing technologies via using privacy process patterns. Furthermore, the study by [42] presents a modelling
framework which is inspired by the PbD principle to contribute to the design of GDPR compliant sys-
tems. Lastly, previous work of ours has modelled privacy and security requirements based on a proposed
attacker’s profile [43] and has also identified cybersecurity vulnerabilities and challenges in the supply
chain of healthcare [44].

However, our proposal in this paper differs from the approaches which are found in the literature.
Also, the fact that the Living Labs have not been explored at all on these issues has made them an ideal
testbed. The requirements which are presented here are collected by real-world evidence, moving one
step ahead from desk studies, and are modelled as such. Additionally, it is worth noting that the language
which is used in the modelling (i.e., data breach, data minimisation) conceptualizes and supports core
aspects of PbD as these are defined in the GDPR.

5.2 Implications

The modelling which is presented in this paper is to be understood as an opportunity to develop mit-
igation strategies for uprising security and privacy risks and as an extension of the existing codes of
conduct, policies, and standards. It appears essential to produce this information flow to communicate
to organizations and professional bodies the existing needs and provide some actions in order to prevent
wrongful practices.

Practical awareness mitigation strategies, related to privacy and security issues in a Living Lab, which
have been derived based on the findings of this study are proposed as follows:

• Keep a balance between the technical knowledge which is acquired by technicians and the back-
ground of the citizens by considering both their limitations, skills, and capabilities.

• Organize formal and informal meetings between all stakeholders involved in a Living Lab to man-
age the different views, expectations, and levels of knowledge.

• Arrange interactive and practical cybersecurity training for both citizens and professionals to en-
sure that the productions of services or goods not only improve individuals and community’s qual-
ity of life but do so in a secure way.
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• Both users and developers should manage and understand ethical implications which often arise
during the process.

• Policies and standards should be made known to all stakeholders and relevant professionals (i.e.,
DPO) need to monitor that they are being followed.

• Behavioural and social scientists, and phycologists need to be involved when developing privacy
and security standards to ensure that psychosocial, human, and behavioural aspects are considered.

5.3 Limitations and future research

It is important to keep in mind the limitations of this study. Firstly, due to the flexible and wide nature
of a Living Lab, we may have missed stakeholders (actors), threats, goals, or constraints, in our analysis.
Since there is no relevant literature identifying all aspects of this supply chain and due to the experimental
nature of the study, we would propose future research to examine these relationships more extensively.
The information has derived from our work in the Brighton and Hove Digital Health Living Lab, and it
is possible that researchers from another Living Lab may have added or excluded some of the identified
components. A second limitation involves the contextual and artificial context used in the study. The
participants in this research were not contacted via surveys or interviews, the information was derived
from the research team’s long-lasting research experience with the Living Labs and the scarce evidence
which were identified in the literature. Future studies are invited to search extensively all stakeholders
and the perceived privacy and security risks. A third limitation is regarding the modelling which we per-
formed of the Living Lab. This modelling needs to be supported by a holistic and complete evaluation
framework and additional studies are encouraged to do so. As future work, our research team is planning
to further extend the language used to provide support for related concepts, which are connected to PbD,
for which there is currently limited support. Furthermore, we are planning to utilize and test the future
automation provided by the SecTro tool, to take advantage of the modelling language concepts. We are
keen to evaluate the automation which will allow us to automatically compare the models created with
existing organisational data-related models, such as database schemas or entity diagrams, to emancipate
organisations to automatically identify data minimisation breaches. Further technical mitigation strate-
gies shall be proposed via personilised sector-specific frameworks addressing particular vulnerabilities
respectively.

5.4 Conclusions

The main purpose of this study was to present the supply chain of a Living Lab and examine its related
security and privacy issues via a thorough analysis. To our knowledge, this is the first paper in the liter-
ature which achieves this aim. A Living Lab, like any other ecosystem, has a plethora of cybersecurity
issues that urgently require the proposal and application of mitigation strategies by both the users and the
professionals involved. Additional work is needed to advance this field further.
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Appendix A User requirements as derived from AI4HEALTHSEC project
[24]

User ReqID Description
REQ1 The risk assessment /management models and process shall be considered from a

holistic view of internal (i.e., organisational, technical, medical devices) and exter-
nal context of the complex health care system.

REQ2 The introduction of risk assessment/management models and processes in the
AI4HEALTHSEC methodology shall adequately take into account the complexity of
the ICT infrastructure and technical evolution of medical devices that underpin secu-
rity processes of health care complex adaptive system.

REQ3 The risk management approach shall provide an informed real time decision making
for managing cyber security risks and ensuring overall business continuity.

REQ4 The methodology shall define the organisation cyber security needs, risk appetite, and
risk tolerance for the key healthcare ICT infrastructure areas.

REQ5 The risk assessment/management approach shall alleviate the limitations of existing
risk management methodologies in terms of their ability to deal with ICT systems in
the critical infrastructures.

REQ6 The methodology shall leverage, use, and implement existing cyber security, informa-
tion security risk management, information security incident management standards
including ISO 31000, ISO27001, ISO 27005, ISO 27031, and ISO 27032 associated
with the protection of the complex ICT infrastructure.

REQ7 The methodology shall offer compliance with the relevant regulation necessary to
compliance with the health care information system sector.

REQ8 The methodology shall automatically detect potential cyber-attack and adversary ac-
tions using autonomous intelligence swarm agents and reporting to the supervisor
agents, so that evidence are combined and correlated with the existing data for the
attack predication and new attack vector discovery.

REQ9 The methodology shall include a real time communication, interaction, and feedback
among hierarchy-based multiple agents including supervisor and swarm agents and
create an overall dynamic cyber security situational awareness.

REQ10 The methodology and associated risk management framework shall consider
organisation-wide vulnerabilities detection using collective behaviour of swarm in-
telligence taking into account the underlying complexity of the ICT infrastructure and
interoperability and interconnectivity among various subcomponents including medi-
cal devices.

REQ11 The methodology shall consider depth of access by measuring how far threat actors
reach within the ICT infrastructure by collective swarm intelligence data for the risk
identification and predication.

REQ12 The methodology shall introduce a risk management system, which will consider the
nature and interdependencies of cybersecurity and medical assets and as well as their
implications on overall business continuity.

REQ13 The methodology shall adopt an evidence-driven Cyber Security Risk Assessment
model in order to capture and deal with cascading effects of risks, threats and vulner-
abilities, associated with the health care ICT infrastructure.
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REQ14 The methodology shall help elicit, understand and analyse risk management require-
ments for the health care ICT infrastructure, with particular emphasis on requirements
associated with the overall complex system and its supply chain context.

REQ15 The methodology shall consider all organisation wide vulnerabilities by correlating
data from the swarm agents and its impact for the net risk calculation.

REQ16 The risk assessment approach should follow quantitative assessment methods to de-
termine the risk level, based on existing consistent cyber security threat data.

REQ17 The risk assessment approach should consider Cyber Threat Intelligence (CTI) in-
formation including relevant threat actors, their capabilities, skills, motivations, and
underlying TTP and IoC.

REQ18 The methodology should consider cyber risk modelling considering assets and their
dependencies, vulnerabilities within the assets, possible attack paths, threat intelli-
gence properties, and risks.

REQ19 The methodology should leverage simulation models combined with a multi–criteria
decision making approach in order to produce timely, accurate, relevant and high-
quality evidence, information, indicators, factors and parameters associated based on
which the multi-dimensional risks will be assessed.

REQ20 The methodology should use graphs to discover and represent possible attacks plans
and patterns and will adopt a general approach to integrate several aspects of both
vulnerabilities and threat agents.

REQ21 The methodology should identify and model assets, processes, risks, stakeholders’
relationships/interactions and dependencies.

REQ22 The methodology shall create a range of metrics covering reliability, credibility, ac-
ceptance, timeliness, realism of risk management goals and the level of integration of
the risk management approach in decision making structures. These metrics should be
able to be measured across all cyber-security assets, medical device, and ICT systems
available within health care infrastructure.

REQ23 The methodology shall determine the level of assurance based on the evidence of
existing controls and their effectiveness and recommend alternative courses of action
for responding to risks.

REQ24 The methodology shall explore new techniques/methods for the credible calculation
of insurance premiums.

REQ25 The risk management approach shall ensure the constant vigilance of existing risks,
by offering mechanisms to understand status of residual value of risk and identifying
any new risk using intelligence swarm agents.

REQ26 The risk analysis methodology shall provide real-time decision-making support for
incident response and post incident review activities.

REQ27 The risk identification, forecasting and analyse shall provide a better understanding of
the cyber security incident related information.

REQ28 The risk management methodology shall align with the incident response and post-
incident activities to ensure eradication of the threats and risks and overall business
continuity.

REQ29 The risk assessment methodology should support threat intelligence information and
incident response planning, through lessons learn from the evolving threats, risks and
related incidents.
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REQ30 The risk management methodology shall consider publishing best practices that in-
clude blueprints and guidelines for adapting the approach to other critical infrastruc-
tures sector, such as smart grid cyber physical systems.

REQ31 The project shall contribute best practices associated with the deployment and opera-
tion of its framework for risk management in health care sector of any type and size.

REQ32 The incident handling methodology shall support evidence collection on both real
time and historic data from the various evidence collection sources to assist incident
detection.

REQ33 The evidence collection process shall include batch data including, but not limited to,
log files from vulnerable systems and network traffic.

REQ34 The evidence collection process shall include configurable steps, allowing for the spec-
ification of the type, format, and location of the incoming data sources.

REQ35 The evidence collection process shall consider anonymization of raw data collected
by various sources. The platform needs a process to pseudo-anonymise or anonymise
the collected data from various sources.

REQ36 The evidence preparation process shall consider the semi-structured nature of different
datasets.

REQ37 The data collected shall include records about network usage and bandwidth and
should allow the identification of network traffic anomalies and excessive bandwidth
usage.

REQ38 The data collection process shall consider and be aligned with existing industry pro-
prietary or non-proprietary data exchange protocols, with interest in understanding to
some extent the messages exchanged, like network packages and messages from the
interaction among systems.

REQ39 The incident handling process should be able to monitor the availability of signals and
system web sources or services and calculate their response time for further analysis.

REQ40 The incident handling approach shall support normalization and transformation of raw
data coming from semantically relevant sources to facilitate system independent data
processing and sharing across the AI4HEALTHSEC Framework.

REQ41 The incident handling approach shall consider for managing structural and semantic
mismatches across the different datasets collected.

REQ42 The incident handling approach shall support normalization and transformation for
the unified representation of cyber security threats detected by internal or external
components of this platform.

REQ43 The evidence preparation process shall support preliminary filtering of raw data, using
predefined criteria over the parameters collected from raw data, so that irrelevant one
can be removed and/or not taken into consideration in the incident handling process.

REQ44 The incident detection and event analysis approach shall be able to process streaming,
batch and historic data.

REQ45 The incident detection and event analysis approach shall consider data uncertainty and
incompleteness, so that the processing of the provided raw data can be feasible even
in the absence of some elements.

REQ46 The organization and filtering of the incoming raw data (across all the available data
sources) is essential for the further analysis of the current status of the systems. During
this process the evidence chains would be generated, and the relevant data would be
collected and stored for latter usage.
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REQ47 The incident detection and event analysis approach shall support the preliminary anal-
ysis of relevant raw data to identify potential security incidents.

REQ48 The security event analysis approach shall support semantic and structural decisions
regarding the description of the different type of incidents so that further processing
of the information generated can be processable and meaningful.

REQ49 The incident detection and event analysis approach shall utilize existing knowledge
sources with security data for correlating evidence to incidents and security events.

REQ50 The incident detection and event analysis approach should be customizable to further
domains, other than health ICT infrastructures.

REQ51 The incident handling methodology should maintain a knowledge base with informa-
tion about actual successful attack scenarios.

REQ52 The incident detection and event analysis approach should support decision making,
towards developing more efficient and effective defence strategies, based on evidence
from past detected incidents, extracted from the knowledge base.

REQ53 The incident handling methodology must provide cyber-attacks related information
that can be shared with other organizations in a secure and privacy preserving way.

REQ54 The incident handling methodology must identify the attacks and related information.
REQ55 The incident handling methodology should be able to predict scenarios of attacks.
REQ56 The incident handling methodology should provide a visual representation of the

cyber-attack path.
REQ57 The incident handling methodology should assure an acceptable risk level for the co-

operating stakeholders.
REQ58 The incident handling methodology should promote defensive capabilities and provide

a rational decision-making to help stakeholders in determining which security controls
must be implemented to encounter the identified security issues and cyber-risks.

REQ59 The incident handling methodology should support matching evidence collected in
real time with archived information for cyber-attack scenarios.

REQ60 The incident handling methodology shall be able to provide comparison among the
patterns of data collected at the infrastructure nodes and the normal state of operations.

REQ61 The incident handling methodology shall allow decision makers in predicting the as-
sets that are exposed to risks when a security event is detected.

REQ62 The incident handling methodology shall support decision makers in exploring differ-
ent attack scenarios on potential harmfulness of a detected anomaly to the infrastruc-
ture.

REQ63 The incident handling methodology shall present the attack path of a detected incident
across all impacted assets.

REQ64 The incident handling methodology shall present sufficient information to decision
makers to enable them to understand the risk of cyber-attacks detected in real time on
the infrastructure.

REQ65 The incident handling methodology shall always provide decision makers with ac-
cess to the results of the risk assessment process to understand the consequences of a
detected cyber-attack.

REQ66 The incident handling methodology shall provide recommendations to decision mak-
ers on the most suitable security controls to mitigate the risks from detected security
events and cyber risks.
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REQ67 The incident handling methodology shall allow decision makers understand the impact
from the implementation of a defensive mechanism to support informed decisions
when selecting the appropriate security controls.

Appendix B User requirements of a Living Lab according to their threat
prevention, detection, and awareness

Threat Prevention Threat Detection Threat Awareness
The introduction of risk
assessment/management
models and processes in the
AI4HEALTHSEC methodol-
ogy shall adequately take into
account the complexity of the
ICT infrastructure and technical
evolution of medical devices
that underpin security processes
of health care complex adaptive
system.

The methodology shall auto-
matically detect potential cy-
berattack and adversary actions
using autonomous intelligence
swarm agents and reporting to
the supervisor agents, so that
evidence are combined and cor-
related with the existing data for
the attack predication and new
attack vector discovery.

The risk management method-
ology shall align with the inci-
dent response and post-incident
activities to ensure eradication
of the threats and risks and over-
all business continuity.

The methodology shall define
the organisation cyber security
needs, risk appetite, and risk
tolerance for the key healthcare
ICT infrastructure areas.

The methodology shall include
a real time communication, in-
teraction, and feedback among
hierarchy-based multiple agents
including supervisor and swarm
agents and create an overall dy-
namic cyber security situational
awareness.

The risk assessment method-
ology should support updating
threat intelligence information
and incident response planning,
through lessons learn from the
evolving threats, risks, and re-
lated incidents.

The risk assessment /manage-
ment approach shall alleviate
the limitations of existing risk
management methodologies in
terms of their ability to deal
with ICT systems in the critical
infrastructures.

The methodology shall con-
sider depth of access by mea-
suring how far threat actors
reach within the ICT infrastruc-
ture by collective swarm intelli-
gence data for the risk identifi-
cation and predication.

The risk management method-
ology shall consider publish-
ing best practices that include
blueprints and guidelines for
adapting the approach to other
critical infrastructures sector,
such as smart grid cyber phys-
ical systems.
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The methodology shall lever-
age, use and implement ex-
isting cyber security, informa-
tion security risk management,
information security incident
management standards includ-
ing ISO 31000, ISO27001, ISO
27005, ISO 27031, and ISO
27032 associated with the pro-
tection of the complex ICT in-
frastructure.

The risk identification, forecast-
ing and analyse shall provide a
better understanding of the cy-
ber security incident related in-
formation.

The evidence preparation pro-
cess shall support preliminary
filtering of raw data, using pre-
defined criteria over the param-
eters collected from raw data,
so that irrelevant one can be
removed and/or not taken into
consideration in the incident
handling process.

The methodology shall offer
compliance with the relevant
regulation necessary to compli-
ance with the health care infor-
mation system sector.

The incident handling process
should be able to monitor the
availability of signals and sys-
tem web sources or services and
calculate their response time for
further analysis.

The organization and filter-
ing of the incoming raw data
(across all the available data
sources) is essential for the fur-
ther analysis of the status of the
systems. During this process
the evidence chains would be
generated, and the relevant data
would be collected and stored
for latter usage.

The methodology and risk man-
agement framework shall con-
sider organisation-wide vulner-
abilities detection using collec-
tive behaviour of swarm intelli-
gence considering the underly-
ing complexity of the ICT in-
frastructure and interoperabil-
ity and interconnectivity among
subcomponents including med-
ical devices.

The incident handling approach
shall support normalization and
transformation of raw data com-
ing from semantically rele-
vant sources to facilitate sys-
tem independent data process-
ing and sharing across the
AI4HEALTHSEC Framework.

The security event analysis ap-
proach shall support semantic
and structural decisions regard-
ing the description of the differ-
ent type of incidents so that fur-
ther processing of the informa-
tion generated can be process-
able and meaningful.

The methodology shall intro-
duce a risk management sys-
tem, which will consider the na-
ture and interdependencies of
cybersecurity and medical as-
sets and as well as their impli-
cations on overall business con-
tinuity.

The incident handling approach
shall consider for managing
structural and semantic mis-
matches across the different
datasets collected.

The incident handling method-
ology should maintain a knowl-
edge base with information
about actual successful attack
scenarios.
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The methodology shall adopt an
evidence-driven Cyber Security
Risk Assessment model in order
to capture and deal with cascad-
ing effects of risks, threats and
vulnerabilities, associated with
the health care ICT infrastruc-
ture.

The incident handling approach
shall support normalization and
transformation for the unified
representation of cyber secu-
rity threats detected by internal
or external components of this
platform.

The incident handling method-
ology must provide cyber-
attacks related information
that can be shared with other
organizations in a secure and
privacy preserving way.

The methodology shall help
elicit, understand and analyse
risk management requirements
for the health care ICT infras-
tructure, with particular empha-
sis on requirements associated
with the overall complex sys-
tem and its supply chain con-
text.

The incident detection and
event analysis approach shall
support the preliminary analy-
sis of relevant raw data (e.g.,
deviation from normal patterns)
to identify potential security
incidents.

The incident handling method-
ology shall present the attack
path of a detected incident
across all impacted assets.

The methodology shall consider
all organisation wide vulnera-
bilities by correlating data from
the swarm agents and its impact
for the net risk calculation.

The incident detection and
event analysis approach shall
utilize existing knowledge
sources with security data
(either external knowledge used
for training purposes or other
security relevant knowledge
acquired by other modules of
this system) for correlating evi-
dence to incidents and security
events.

The incident handling method-
ology shall provide recommen-
dations to decision makers on
the most suitable security con-
trols to mitigate the risks from
detected security events and cy-
ber risks.

The risk assessment approach
should follow quantitative as-
sessment methods to determine
the risk level, based on existing
consistent cyber security threat
data.

- -

The risk assessment approach
should consider Cyber Threat
Intelligence (CTI) information
including relevant threat actors,
their capabilities, skills, motiva-
tions, and underlying TTP and
IoC.

- -
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The methodology should con-
sider cyber risk modelling con-
sidering assets and their depen-
dencies, vulnerabilities within
the assets, possible attack paths,
threat intelligence properties,
and risks.

- -

The methodology should lever-
age simulation models com-
bined with a multi–criteria de-
cision making approach in or-
der to produce timely, accurate,
relevant and high-quality evi-
dence, information, indicators,
factors and parameters associ-
ated based on which the multi-
dimensional risks will be as-
sessed.

- -

The methodology should use
graphs to discover and represent
possible attacks plans and pat-
terns and will adopt a general
approach to integrate several as-
pects of both vulnerabilities and
threat agents.

- -

The methodology should iden-
tify and model assets, pro-
cesses, risks, stakeholders’ re-
lationships/interactions and de-
pendencies.

- -

The methodology shall deter-
mine the level of assurance
based on the evidence of exist-
ing controls and their effective-
ness and recommend alternative
courses of action for responding
to risks.

- -

The risk management approach
shall ensure the constant vigi-
lance of existing risks, by offer-
ing mechanisms to understand
status of residual value of risk
and identifying any new risk us-
ing intelligence swarm agents.

- -
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The incident handling method-
ology shall support evidence
collection on both real time and
historic data from the various
evidence collection sources to
assist incident detection.

- -

The evidence collection process
shall include batch data (i.e.,
collection of raw data over a
specific period), including, but
not limited to, log files from
vulnerable systems and network
traffic.

- -

The evidence collection process
shall include configurable steps,
allowing for the specification of
the type, format and location of
the incoming data sources such
as log files.

- -

The evidence collection process
shall consider anonymization of
raw data collected by various
sources. The platform needs
a process to pseudo-anonymise
or anonymise the collected data
from various sources.

- -

The evidence preparation pro-
cess shall consider the semi-
structured nature of different
datasets.

- -

The data collected shall include
records about network usage
and bandwidth and should al-
low the identification of net-
work traffic anomalies and ex-
cessive bandwidth usage.

- -
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The data collection process
shall consider and be at least
partially aligned with existing
industry proprietary or non-
proprietary data exchange pro-
tocols, with particular interest
in understanding to some extent
the messages exchanged, in-
cluding network packages and
messages from the interaction
among systems.

- -

The incident detection and
event analysis approach shall
be able to process streaming,
batch and historic data.

- -

The incident detection and
event analysis approach shall
consider data uncertainty and
incompleteness, so that the
processing of the provided raw
data can be feasible even in the
absence of some elements.

- -

The incident detection and
event analysis approach should
be customizable to further
domains, other than health ICT
infrastructures.

- -

The incident handling method-
ology must identify the on-
going attacks and related infor-
mation at all times.

- -

The incident handling method-
ology should be able to predict
possible scenarios of future at-
tacks.

- -

The incident handling method-
ology should assure an accept-
able risk level for the cooperat-
ing stakeholders.

- -
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