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Abstract—In a many-core chip, thermal flux and thermal correlation among the cores can be explored to create a thermal covert
channel (TCC). In this paper, we provide an analytical model to quickly determine the key TCC performance metrics, in terms of bit
error rate (BER), signal to noise ratio (SNR), and channel capacity, without going through lengthy computer simulation and/or physical
experiments that are normally needed in current TCC performance studies. According to our model, the TCC'’s BER is proportional to
the square root of the transmission frequency, which can be explored quantitatively to boost the TCC’s transmission efficiency by letting
the TCC’s thermal signal be transmitted at a higher frequency. In addition, our proposed model also links the jamming noise and
application of Dynamic Voltage Frequency Scaling (DVFS) to TCC’s BER performance, a feature that can be explored to
design/optimize the countermeasures against the TCC attacks. The TCC performance predicted by the proposed theoretical model is
found in a good agreement with that obtained from computer simulations, with an average error lower than 7%.

Index Terms—Manycore Systems, Thermal Covert Channel, Analytical Model.

1 INTRODUCTION

ORE than ever before, security of individual many-
Mcore chips has been so critical to ensure the security
of modern information system infrastructure and platforms,
ranging from cloud system [1] to end point mobile devices
[2]. Unfortunately, many-core chips face escalating multiple
threats, among which the covert channel attacks enabled by
many possible covert channels media [3], [4], [5] happen to
be among the most notorious and dangerous ones.

Of many possible covert channels that may exist in
many-core chips, the thermal covert channel (TCC) that
exploits high thermal correlation among processor cores can
do a great harm. In the literature, various thermal covert
channels have been demonstrated and studied [6], [7], [8],
[9], [10]. Transmitted over a thermal covert channel in the
form of temperature signals, secret data (e.g., passwords)
originated from one core in the secure zone can be leaked
to another core in the unsecured zone [9]. A thermal covert
channel can be established as a program or core in the secure
zone which is compromised by malware software, backdoor,
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Fig. 1. lllustration of thermal covert channel attack.

or even hardware Trojan (HT) [11].

Fig. 1 illustrates an attack scenario over a thermal covert
channel [9]. In this example, the compromised core in the
secure zone (referred to as the transmitter) loses control to
turn itself on or off. When the core is forced ON to consume
power, there is a direct consequence to bring up the core’s
temperature. On the other hand, the core’s temperature
drops when it is turned off. A password can be encoded and
then transmitted as thermal signals by setting the ON/OFF
intervals of the core. The malicious core in the unsecured
zone (referred to as the receiver) reads its local thermal
sensor to collect the thermal signal and decodes it to recover
the data. A simple thermal covert channel can be made more
robust and resilient to countermeasures, and thus more
dangerous, if it can dynamically change its transmission
frequency, as indicated in [9].

Performance of TCCs has been studied through lengthy
computer simulations and/or time-consuming experimen-
tation with special hardware setup. Simulation or experi-
ments on real machine are time-consuming, or require well-
craft design. In this paper, we explore to derive a model
based approach to predict the attack effects of TCCs under
various configurations in a fast manner. Design of counter-
measures against TCCs can benefit greatly from using the
analytical models for quick turnout when evaluating vari-
ous design options and tradeoffs. To this end, we present



in this paper a theoretical model that quantifies the power
spectral density, noise characteristics, channel capacity, sig-
nal to noise ratio (SNR), and the bit error rate (BER) of ther-
mal covert channel. The results predicted by the proposed
theoretical model are found in a good agreement with those
obtained from computer simulations, with a difference of
lower than 7%.

The remainder of the paper is organized as follows.
Section 2 reviews related work. Section 3 introduces the
preliminary of thermal covert channel. Modeling TCC is
presented in Section 4, and the model is validated with
various configurations experimentally in Section 5. Finally,
Section 6 concludes the paper.

2 RELATED WORK

Covert channel attacks have been studied for cloud systems
[1], operating system [12], and many-core chips [3], [4] etc.
To attack a many-core chip, a variety of thermal covert
channel designs have been proposed. They differ from each
other in terms of line coding schemes adopted and their
application areas.

Masti et al. [6] proposed a thermal covert channel with
a simple binary coding scheme, where bits '1” and ‘0’
are respectively represented by high and low temperature
levels. So far, they have achieved a throughput of 1.33 bits
per second (bps) and a BER of 11% on an Intel Xeon-based
sever. A more sophisticated coding scheme was adopted in
[7] and achieved an even lower bit error rate of 0.1% at 8
bps on a real machine, where bit ‘1" is encoded as a state
transition from active to sleep, and bit ‘0" is encoded as a
state transition from sleep to active. Another thermal covert
channel was demonstrated in a package-on-package system
[8]. In this case, sensitive data are able to be transmitted
between the CPU and the DRAM by measuring the number
of bit flips in the DRAM which is affected by temperature
variation. A related but different cover channel is power
management covert channel [5], where the transmitter and
receiver running on different cores use operating frequency
and/or voltage as a transmission medium, which is funda-
mentally different from TCC.

There are two countermeasures that can be applied to
thwart TCC attacks. In [9], a jamming noise whose trans-
mission frequency matches any detected TCC is emitted to
block the TCC transmission. In [10], DVFS is applied on
cores running TCC transceiver to make TCC transmission
impossible.

Bartolini et al. [7] proposed a model to estimate the
channel capacity. However, this work does not model the
channel signal, BER, and SNR of TCC. By far, no analytical
models of BER and SNR of TCC are found in the literature.
In this paper, we model the signal, noise, power spectral
density, BER, and bandwidth. Moreover, we explore the the-
oretical bound of maximally allowed data transmission rate.
Furthermore, the models are validated by comparing the
results of simulation experiments with the values obtained
by modeling.
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Fig. 2. The baseline of the thermal covert channel.

3 THE THERMAL COVERT CHANNEL
3.1 Overview

In the thermal covert channel, the bit streams of the pass-
words are encoded in the form of temperature variations.
The baseline of the thermal covert channel includes a trans-
mitter and a receiver, as shown in Fig. 2. The compromised
core sending the passwords is referred to as the transmitter,
and the malicious core receiving passwords is referred to
as the receiver. We assume that each core has a thermal
sensor [13], which is prevalent in modern many-core chips
for thermal management and fine-grain power budgeting
purposes [14].

The transmitter controls its ON/OFF status to consume
high or low power consumption. The lengths of the time
intervals of the ON or OFF period correspond to the data
transmission rate. The temperature of a core varies accord-
ing to its power consumption.

The thermal covert channel includes two components: a
physical system for data transmission and a communication
protocol to establish and sustain a data communication
session.

3.2 Transmitting the Bit Streams

A covert channel is built on a communication system that
transmits encoded thermal signals. The coding scheme in-
cludes level coding scheme (i.e., bits ‘1" and ‘0" are encoded
by high and low temperatures) and return-to-zero (RZ)
line coding scheme. However, the level coding can cause
overheating when multiple bits ‘1" are sent continuously.
Thus, the RZ encoding scheme in [10] is adopted to encode
the bit streams. Bit ‘1" is encoded by turning the transmitter
ON and then turning it OFF, and bit ‘0" by keeping it OFF
for sufficient amount of time. By controlling the length of
the time period of the temperature variation, the frequency
components of the temperature variations can vary. The
noise power of a TCC is mostly concentrated at low fre-
quencies, as demonstrated in [15]. As a result, by setting the
frequency of temperature signal higher than that dominated
by noise, the data transmission over such a covert channel
can be of little or no interference from noise. The digital
modulation modulates the bit streams via OOK (On-Off
Keying). The signal in the time domain can be expressed
as follows.

eOOK(t) = S(t) X C(t) (1)

s(t) =Y arg(t — kT) 2
k



where ¢(t) is the carrier signal, T} is the symbol width of
one bit, g(t) is the baseband pulse waveform with duration
Ty, and ay, is the value of the k-th bit of the bit streams to
be transmitted (1" or ‘0"). The receiver uses a finite impulse
response (FIR) [16] filter to extract the temperature infor-
mation of the transmission frequency in the temperature
signal. The receiver decodes the bit streams by checking the
signal amplitude. If it is higher than a preset threshold, it is
decoded as ‘1’, otherwise it is ‘0’.

A communication protocol decides when to start and
finish a communication session. In the baseline thermal
covert channel, the communication protocol in [10] is used
to initiate and terminate a transmission. A transmission
starts by a REQ packet from the transmitter to the receiver.
The transmitter keeps waiting until it receives an ACK
replied from the receiver. Then the transmitter sends data
(passwords) to the receiver. Once the transmitter finishes
transmission, a specific END packet is sent to the receiver to
inform it to terminate the transmission.

4 MODELING THERMAL COVERT CHANNEL AT-
TACK

4.1 Modeling the Thermal Signal
According to [17], a heat flow is modelled by
dT
AT L DIy = P TaraG 3)

dr
where A is the thermal capacitance matrix of the compo-
nents in a multi-core system (routers, processors, etc), T is
the discrete time unit, T'(7) is the temperature vector with
T (7)[j] representing the temperature of the j-th component,
D is the thermal conductance matrix which includes the
thermal conductance between vertical and lateral neighbor-
ing nodes, and P is the power vector that take into account
of both dynamic and leakage power, Tym,p is the ambient
temperature, and column vector G contains the thermal
conductance between each node and the ambient.

Consider a simplified case that there are only two active
cores (i.e., the transmitter and the receiver) in the multi-
core system. Every core is treated as a node in the proposed
model; that is, the grid resolution is assumed to be 1x1 for
every core. We assume that the two cores have the same
configuration and designate core 1 transmitting and core 2
receiving. In this case, matrices A, D, and vectors T', P, and
G in Eqn. 3 are given as:

a 0 b ¢ T D1 91
a=lp o=l d)r=f] r=al =[]
4)
where a is the thermal capacitance of the cores, b is the
thermal conductance of the cores to the ground, c is the
thermal conductance between the two cores, p; and p- are
the respective power consumption values of core 1 and
core 2, g; and go are the respective thermal conductances
between the ambient and core 1 and core 2, and T} and 15
are the respective temperatures of core 1 and core 2.
Eqn. 3 then can be expressed as two differential equa-
tions below.

{aTl’ + 0T1 + cI5 = p1 + Tambg1

5
CLTQI + CT1 —+ bTQ = P2 + Tamb92 ( )

3

where T] and T} account for the first derivatives of the
temperatures of core 1 and core 2 with respect to time, re-
spectively. Solving the differential equations given in Eqn. 5

yields
{Tl = 026_2_}]7- — Cle%b‘r + bpl + bTambgl — CD2
c—b

Ty = Cres' ™ — Coe o ™ + bpy + bTambgs — cp1

(6)
where C] and C5 are coefficients.

When there are m cores running in the system, within
the time of one period, i.e.,, (0, T}), the temperature signals
of both the transmitter and receiver in the thermal covert
channel can be expressed as.

s(t) = a1 + ane’?t + asp + ay (7)

where a1, as, az, a4, f1, and (o are coefficients, ay is the
temperature contribution of the receiver core (or the trans-
mitter core) and other cores, and p is the power consumption
of the transmitter core (or the receiver core). The coefficients
are determined by regression [18] with data collected from
simulation or experiment performed on a real machine.
Note that only a single set on simulation or experiment is
actually needed to fit the model for a given configuration.

4.2 Computation of Bandwidth
Bandwidth B can be expressed as

1
B=—
T ®)
where T, is the symbol width of one bit. The bandwidth can
be computed by solving the following problem.

maximize B 9)

T,
subject to s(?b) —s(0)>r (10)
where 7 is the resolution of the thermal sensor. Eqn. 10
ensures that temperature varies due to TCC can be detected
by the thermal sensor. Solving the above problem yields the

maximum bandwidth for a given sensor resolution.

4.3 Modeling Channel Capacity

According to Eqn. 7, the power spectral density can be
expressed as

T E ‘STb (f) ’2
Py(f) = Tilgloo -1 (11)
2013 203
S() =~ P~ T e T (o T aa)l))

(12)
where ST, (f) is the spectral function derived from s(¢), ¢(+)
is the Dirac delta function. The power spectral density of
the band-limited Gaussian noise (i.e., the temperature vari-
ations of other cores except the TCC’s transmitter) can be
expressed as follows and the coefficients can be determined
by curve fitting [19].

Po(f) = Me 4 x0e2f 03 (0< f<400) (13)

where A1, Ao, A3, €1, and €3 (€1, €2 < 0) are coefficients.
One can see from Eqn. 13, when the transmission frequency



increases, the power spectral density of the noise decreases
as well.

Capacity C is defined in terms of number of bits trans-
mitted per second. Following the Shannon formula [19], we
can estimate the channel capacity as

0= [0+ 57

where B is the bandwidth of the thermal covert channel,
P, (f) is the power spectral density of the Gaussian noise,
P.(f) is the power spectral density of the signal transmitted
in the channel.

One can see from Eqn. 14, the channel capacity can
be improved by reducing the power density of noise. As
indicated in [15], noise power density decreases at high
frequencies, as their temperatures do not vary abruptly
when the applications are running on the cores.

)df (14)

4.4 The BER Model

In the thermal covert channel, the signal is attenuated and
distorted when transmitting through the channel that is
exposed to white Gaussian noise. According to Eqn. 7, in
each period of (0,T}), the received signal of the receiver can
be expressed as follows.

r(t) = a1e®t + et + agp + ay + n;(t) (15)

where n;(t) is additive white Gaussian noise of zero mean.

The waveform after passing through an FIR filter with
a center frequency of f and impulse response of h(t) =
s(Tp — t) can be expressed as follows [19].

o(t) = {n when send%ng b%t :O: (16)
sc +n when sending bit '1

where s is the temperature signal component, which is the
output of 7(t) through the FIR filter by convoluting (¢) and
h(t), n is the output noise of n;(t) through the filter, which is
a narrowband Gaussian noise with zero mean and variance
of o2. Thus, z(t) is also a stochastic process with variance
of 02, and its mean values are s. (when transmitting bit ‘1’)
and 0 (when transmitting bit ‘0), respectively.

Suppose the sampling time of the i-th symbol is 75,
Then x is the discrete sample of z(¢), which is a Gaussian
random variable at time ¢7}. Thus, when sending bit ‘1’,
the probability density function of x can be expressed as
follows.

fi(z) =

. { (o—se)" } 17)
exp | — 55—
V2moy, P 205,
When sending bit ‘0’, the probability density function of x
is given as

fole) = ——exp { -7} 18)

Fig. 3 shows the curves of f1(z) and fo(z), where v is the
decision thresholds and the decision rule can be expressed
as follows.

1 when x>~ (19)

decision result =
0 when x <~

Fig. 3. The curves of f1(z) and fo(z).
When sending bit “1’, the bit error rate (the probability of

sending bit ‘1’, but bit ‘0" received) can be expressed as
follows.

v 1 v — 8¢
P(O1) = P(x <) = dr =1 — Serf <
O =Pl <) = [ fileds =1 jerte(1=%)
, (20
where erfc(z) = %T fwoo e~ " du. When sending bit ‘0’, the

bit error rate (the probability of sending bit ‘0’, but bit ‘1’
received) can be expressed as follows.

Pz >7) / fo(x

The total bit error rate of the thermal covert channel F; then
is given as
P [ e

ml folw)de

where P(1) and P(0) represent the probabilities of sending
bit ‘1" and bit ‘0’, respectively.

One can see from Eqn. 22, where P(1), P(0), f1(x) and
fo(x) are constants, the bit error rate E; is solely dependent
on the value of the decision threshold «y. From Fig. 3, one
can see that the bit error rate E; is equal to the area of the
shaded area in Fig. 3. Moreover, the bit error rate £ is the
smallest when the decision threshold is 7y, which can be
computed using the maximum likelihood method [18].
se o2 P(0)

2 T P

We assume that the probability of sending bit ‘1" in the
thermal covert channel is equal to the probability of sending
bit ‘0", that is, P(1) = P(0). In this case, 7o is equal to s./2.
The total bit error rate of the thermal covert channel F; can
be expressed as follows.

gl

P(1]0) = ferfc(

) (1)

B, = P(1)P(0[1) + P(0)P(1]0) =
(22)

Yo = (23)

1 N
) = §erfc( SNR

1
E = erfc ( (24)

Q\fan

where the signal-to-noise ratio SNR =

202 , o= is the power

of the signal, and o2 is the power of noise. Accordmg to
Eqn. 13, the total bit error rate of the thermal covert channel
E can be expressed as follows.

By = Lerfe( 252 ) (25)
= —er
D) Mectf + hoee2f + g

Eqn. 25 confirms that the total bit error rate of the thermal
covert channel can be reduced by increasing the frequency
of temperature signal.




TABLE 1
Configurations used in the simulation

Many core system configuration

Number of Cores (2D) 3x3/4x4
Number of Cores (3D) 3x3x3 /4x4x%x3
Fetch/Decode/Commit size 4/4/4

L1 D cache 16KB, 2-way, 32 B line, 2 cycles,
2 ports, dual tags
L1 I cache 32KB, 2-way, 64 B line, 2 cycles
L2 cache 64KB, 64 B line, 6 cycles, 2 ports
Main memory size 2GB
Benchmarks
PARSEC Blackscholes, Canneal,
Fluidanimate, Streamcluster,
Swaptions, X-264, Dedup,
Freqmine
SPLASH-2 Barnes, Raytrace
Hotspot configuration
Chip thickness 0.00015m
Specific heat capacity 1.75 x 108J/(m?® - K)
Silicon thermal conductivity 100W/(m - K)
Temperature threshold for DTM 373.15K
Heat sink side 0.06m
Heat sink thickness 0.0069m
Heat sink thermal conductivity 400W/(m - K)
Specific heat capacity of heat sink 3.55 x 10°J/(m? - K)
Thermal sensor resolution 0.1°C
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Fig. 4. The Gaussian fitting results of noise from different benchmarks.
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TABLE 2
Configurations of bit streams

ID of bit streams
1/2/3/4/5

Percentage of bits ‘1'(%)
20/40/60/80/100

5 EXPERIMENTAL RESULTS
5.1 Experimental Setup

Experiments were performed on a real machine and a many-
core simulator, Sniper, with McPAT integrated as the power
model, and Hotspot version 6.0 as the temperature simu-
lator. In the simulation, multiple applications are running
in the system. Table 1 lists the simulator configuration. We
used two kinds of benchmarks in the experiment, which
are also listed in Table 1. The benchmarks are selected
from PARSEC and SPLASH-2. During the experiments,
cores other than transmitters and receivers are running the
threads of these benchmarks. Each of the benchmarks are
parallelized into 4, or 8, or 16 threads. The floorplan of the
processor cores is adopted from the one adopted in [20].

In what follows, Section 5.2 analyzes noise, Section 5.3
validates the thermal covert channel model of Section 4, and
Section 5.4 analyzes two countermeasures.

5.2 Noise analysis

To analyze the feature of noise (i.e., to decide whether it is
Gaussian or not), an experiment recorded the temperature
traces by running applications on a real computer. The CPU
is AMD A10-7300 @1.9GHz with the operating system of
Ubuntu 16.04.5 LTS. We run the modprobe msr instruction

(a)

(b)

Fig. 6. The temperature signal in the time domain obtained from (a)
simulation and from (b) the model.

to load the model specific register (msr) module for the tem-
perature reading, and the temperature traces are recorded
every 10 ms under ten different system loads (treated as
noises) as shown in TABLE 1.

Gaussian fitting is performed to check whether traces fol-
low a Gaussian distribution. Fig. 4 shows the fitting results
for the different benchmarks. It can be seen that the average
R-squared of the thermal noise for each benchmark is 97.3%,
which justifies the assumption of noise being Gaussian.

Fig. 5(a) shows a channel noise in the time domain,
and its frequency spectrum is shown in Fig. 5(b). From
Fig. 5(b), one can see that majority components of the signals
concentrate in the low frequency band.

5.3 Evaluating the Thermal Covert Channel Models

Fig. 6 shows the comparison of temperature signal in the
time domain obtained from simulation and from the model.
From Fig. 6, one can see that the temperature signal in the
time domain obtained from the simulation agrees reason-
ably well with that obtained from the model. In addition,
we compare the R-squared of the thermal signal model in
Eqn. 7 when transmitting the bit streams in Table 2, and the
results are shown in Fig. 7. The average R-squared is about
98.4%. One can see that the simulation results of the thermal
covert channel are in good agreement with those predicted
by the thermal signal model by Eqn. 7.

From Fig. 8, one can see that the power spectral density
of the temperature signal computed from the simulation
agrees reasonably well with that obtained that predicted by
Eqn. 11.
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Fig. 9 shows the error of the power spectral density
model in Eqn. 11 when transmitting different bit streams.
Error is defined as below:

L
error:N;MD{—PZ-’

where P/ is the power from the power spectral density
model in Eqn. 11, P; is the power computed from simu-
lations. It can be seen that the average error of the power
spectral density predicted by Eqn. 11 is within 1.83dB of the
simulation results.

Fig. 10 compares the BER from simulation with the pro-
posed BER model in Eqn. 25 under different transmission
frequencies. The system is set to have a total of 4x4 cores,
and the distance between the transmitter and receiver is
1 hop. As can be seen from Fig. 10, both the simulation
results and the predication by the proposed models indicate
that the BER decreases with the increase of the transmission
frequency. The BER of the TCC reported in [7] is higher
than that of the TCC reported in [15] since the channel noise
concentrates at low frequency, as shown in Fig. 5(b), and
it impacts the former more seriously. It can also be seen
from Fig. 10 that the prediction by the proposed BER model
is very close to the result obtained from simulation; the
average error of the proposed BER model is 6.2%.

Fig. 11 compares the BERs from simulation with the
BERs from the proposed model in Eqn. 25 under different
system sizes. The 3x3x3 and 4x4x3 cases follow the 3D
mesh topologies. Specifically, the 3x3x3 NoC is organized

(26)

~— BER of [7]

—+Proposed BER model
-“-BER from simulation

0 25 50 75
Frequency/(Hz)
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Fig. 10. Comparison of the proposed BER model and BER from simula-
tions under different transmission frequencies.
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Fig. 11. The BERSs predicted by the proposed model vs. the BERs from
the simulation for different system sizes.

as three 3x3 2D meshes, and the 4x4x3 has three 4x4 2D
meshes. The distance between the transmitter and receiver
is 1 hop, and the transmission frequency is 100Hz. From
Fig. 11, one can see that, the average error of the proposed
BER model is 5.6%.

To explore the highest throughput in theory, we investi-
gate the maximum transmission frequency at an acceptable
bit error rate with the sensor resolution of 1 degree Celsius.
The most ideal bandwidth B of the TCC is 80Hz, as the
thermal noise concentrates between 0-20Hz and the highest
transmission frequency is 100 Hz. The signal-to-noise ratio
SNR is 0.49dB. According to the proposed capacity model
in Eqn. 14, the ideal channel capacity C is 46.3 bps for one
single channel. However, to achieve such a wide bandwidth
and high data rate, more sophisticated modulation schemes,
instead of OOK, should be used, which calls for future
research.

5.4 Performance Analysis of Countermeasures against
the Thermal Covert Channel

The proposed models can be used to allow quick estimate of
many countermeasures against TCC attacks without going
through time-consuming simulations.

5.4.1 Jamming based countermeasure

In [9], a countermeasure to combat the thermal covert
channel was proposed, where a jamming noise whose trans-
mission frequency matches any detected TCC is emitted to
block the TCC from transmitting data. Emitting jamming
noise reduces the signal-to-noise ratio by increasing the
power of the noise, thereby increasing the BER. Since the
jamming noise emitted is expected to behave in the way
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similar to the thermal signal, following the same treatment
as in Eqn. 7, the jamming noise can be expressed as

N(t) = pre”" + poe”" + psq + pa (27)

where 1, po, p3, ta, v1, and vo are coefficients, ¢ is the
power of the jamming core. Accordingly, the power spectral
density of jamming noise is:

E|No(f)|
Pn(f) = Alm ‘;é(f)’ (28)
2 2
Ne() = = i — vy g (1004 10)0(8)

(29)
where Np(f) is the spectral function from N(t), and ¢(-)
is the Dirac delta function, TI; is the inverse of the detected
TCC frequency. The BER of the thermal covert channel at
the presence of jamming noise is:

E, = 1erfc( P(f)

2 4PN (f)

Fig. 12 shows the BERs from both simulation and the
proposed BER model under different jamming noise power
levels. One can see that the estimated BERs are very close
to those from simulation experiments. The average and
maximum errors of the proposed BER model are 6.1% and
7.9%, respectively. Both methods indicate that BER increases
along with the escalation of jamming noise power.

) (30)

5.4.2 DVFS based countermeasure

Another new countermeasure against the thermal covert
channel attack is the use of DVFS [10]. Essentially, this
technique tries to mitigate the impact of a TCC by drop-
ping the V/F levels of cores involved in a TCC attack. In
this experiment, we examine the relationship between V/F
levels and BER.

The power consumption of the transmission p is a func-
tion of the V/F level and 7 [20]. The thermal signal model
in Eqn. 7 can be used to compute TCC signal with different
CPU frequencies.

1

p=5-CEVintp

where ( is the switching activity, £ is the effective capaci-
tance, V' is the supply voltage, 7 is the frequency, and p; is
the leakage power.

Fig. 13 compares the BER from simulation with the
proposed BER model under different CPU frequency levels

1)

~v-Proposed BER model
—+-BER from simulation

max error = 7.7%

30
250

500
Frequency/(MHz)

700 1000 2000

Fig. 13. The BERs vs. CPU frequencies.

of the TCC transmitter core. The distance between the trans-
mitter and receiver is 1 hop. Fig. 13 shows the estimated
BER is very close to that from simulation. The average and
maximum errors of the BER model are 4.1% and 7.7% re-
spectively. The results in Fig. 13 confirm that BER increases
with adoption of more aggressive DVFS to drop V/F even
lower.

6 CONCLUSION

In this paper, the analytical models to determine the BER,
SNR, and channel capacity of the TCC attacks were pre-
sented. These models reveal how the key parameters of
TCC, including transmission frequency and transmission
power are related to TCC performance in terms of BER.
Effectiveness of two previously proposed countermeasures
(e.g., insertion of jamming noise and application of DVEFS)
was also analyzed using the proposed models. Experimen-
tal results show that these models are able to accurately
predict the effectiveness of these countermeasures against
TCC attacks with errors lower than 7%, without resolving
to lengthy and expensive simulations and physical exper-
iment. In a word, the proposed TCC models can be inte-
grated into a design and test flow to assess the strength
of new types of TCC attacks and/or design optimized
countermeasures against TCC attacks.
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