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Abstract. In this paper, we provide an overview of the upcoming Im-
ageCLEF campaign. ImageCLEF is part of the CLEF Conference and
Labs of the Evaluation Forum since 2003. ImageCLEF, the Multimedia
Retrieval task in CLEF, is an ongoing evaluation initiative that promotes
the evaluation of technologies for annotation, indexing, and retrieval of
multimodal data with the aim of providing information access to large
collections of data in various usage scenarios and domains. In its 21st
edition, ImageCLEF 2023 will have four main tasks: (i) a Medical task
addressing automatic image captioning, synthetic medical images cre-
ated with GANs, Visual Question Answering for colonoscopy images,
and medical dialogue summarization; (ii) an Aware task addressing the

⋆ apart from the general organizers, authors are listed in alphabetical order.
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prediction of real-life consequences of online photo sharing; (iii) a Fusion
task addressing late fusion techniques based on the expertise of a pool
of classifiers; and (iv) a Recommending task addressing cultural heritage
content-recommendation. In 2022, ImageCLEF received the participa-
tion of over 25 groups submitting more than 258 runs. These numbers
show the impact of the campaign. With the COVID-19 pandemic now
over, we expect that the interest in participating, especially at the phys-
ical CLEF sessions, will increase significantly in 2023.

Keywords: Information retrieval, medical AI, image captioning, GANs,
Visual Question Answering, dialogue summarization, social media, user
awareness, late fusion, cultural heritage, content recommending, Image-
CLEF benchmarking, annotated data.

1 Introduction

The ImageCLEF evaluation campaign has been organised each year since 2003
and continues to enable the benchmarking activities and research tasks on the
cross-language annotation, indexing and retrieval of multimodal data. As part of
the Conference and Labs of the Evaluation Forum (CLEF) [17,18], the 21st edi-
tion of ImageCLEF will be hosted by CERTH in Thessaloniki, Greece, in Septem-
ber 202317. A set of benchmarking tasks was designed to test different aspects
of mono- and cross-language information retrieval systems [14, 17, 18]. Target
communities involve (but are not limited to): information retrieval (e.g., text,
vision, audio, multimedia, social media, sensor data), machine learning, deep
learning, data mining, natural language processing, image and video processing;
with special emphasis on the challenges of multi-modality, multi-linguality, and
interactive search. Both, ImageCLEF lab [29] and CLEF campaign, have impor-
tant scholarly impact with 407 publications on Web of Science (WoS) mentioning
ImageCLEF (with 2801 WoS citations) and 6730 results on Google Scholar.

The following sections introduce the four tasks that are planned for 2023,
namely: ImageCLEFmedical, ImageCLEFaware, ImageCLEFfusion, and the new
ImageCLEFrecommeding. Fig. 1 captures representative images for the afore-
mentioned proposed tasks.

2 ImageCLEFmedical

The ImageCLEFmedical task has been carried out every year since 2004 [18]. The
2023 edition will include the following tasks: (i) a sequel of the caption task with
medical concept detection and caption prediction, (ii) a new task on synthetic
medical images generated with GANs, (iii) a new Visual Question Answering
and generation task for colonoscopy images, (iv) a new pilot task on medical
doctor-patient conversation summarization for generation of clinical notes.

17 https://clef2023.clef-initiative.eu/
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Fig. 1. Sample images from (left to right, top to bottom): ImageCLEFmedical-caption
with an image with the corresponding CUIs and caption, ImageCLEFmedical-GAN
with an example of real and generated images, ImageCLEFrecommending task with an
example of editorial "European landscapes and landmarks" Gallery, and ImageCLE-
Faware with an example of user photos and predicted influence when searching for a
bank loan.

ImageCLEFmedical-caption18. The topic of the caption task resides in the
interpretation of the insights gained from radiology images. In the 7th edition
of the task [8, 10, 21–23, 25], there will be two subtasks: concept detection and
caption prediction. The concept detection subtask aims to develop competent sys-
tems that are able to predict the Unified Medical Language System (UMLS®)
Concept Unique Identifiers (CUIs) based on the visual image content. The F1-
Score [11] will be used to evaluate the participating systems in this subtask.
The caption prediction subtask focuses on implementing models to predict cap-
tions for given radiology images. After using the BLEU [20] score in previous
editions, it was decided to change the primary scoring metric for the 2023 chal-
lenge because recent studies [3,15,31] that investigated the relationship between
the BLEU score and human judgment found that there was only a moderate
correlation. In reviewing BLEU as an appropriate metric, it was also found that
semantically correct sentences tend to be disadvantaged when they differ from

18 https://www.imageclef.org/2023/medical/caption
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the reference in terms of morphology [32]. This is also consistent with recent
feedback from the previous edition. To this end, several different metrics alike
BERTScore [32] and BLEURT [26] are currently being evaluated, which aim
to capture the underlying semantics by leveraging state-of-the-art transformer-
based language models like BERT [6]. In 2023, an updated version of the Radi-
ology Objects in Context (ROCO) [24] dataset will be used, further extended in
comparison to 2022’s edition. As in the previous editions, the updated dataset
will be manually curated (e.g., image modalities, anatomy in x-ray images) after
using multiple concept extraction methods to retrieve accurate CUIs.

ImageCLEFmedical-GAN 19. The GANs task is a completely new challenge
in the ImageCLEFmedical track. The task is focused on examining the exist-
ing hypothesis that GANs are generating medical images that contain certain
"fingerprints" of the real images used for generative network training. If the
hypothesis is correct, artificial biomedical images may be subject to the same
sharing and usage limitations as real sensitive medical data. On the other hand,
if the hypothesis is wrong, GANs may be potentially used to create rich datasets
of biomedical images that are free of ethical and privacy regulations. The partic-
ipants will test the hypothesis by solving two tasks. The first task is dedicated
to the detection of mentioned "fingerprints" in the artificial biomedical image
data. Given two sets of real images and a set of images generated by some GAN
model, participants will try to detect, which set of real images was used for the
generative model training. The second task is focused on the analysis of the
similarity of output produced by generative models with different architectures
and/or with different training strategies. In this task participants will be given
a set of artificial images produced by a set of different generative models and
participant will try to group images by their source model. Possible options for
a data type in both tasks are histology, X-ray, CT scans.

ImageCLEFmedical-VQA20. The VQA task, also a new task in this format,
combines the task of visual question answering and question generation with de-
tecting diseases within the gastrointestinal (GI) tract. Medical doctors usually
examine the GI tract using colonoscopy, gastroscopy or capsule endoscopy. For
the VQA task, we combine images taken from the procedures with medically
relevant questions and answers. In total, the task has three subtasks: (i) The
visual question answering (VQA) subtask asks participants to generate text an-
swers given a text question and image pair. For example, we provide an image
containing a colon polyp with the following question: "Where in the image is the
polyp located?". Here, the answer should be a textual description of where in
the image the polyp is located, like the upper-left or in the center of the image.
Example questions could be "How many findings are in the image?", "What
are the colors of the findings?", etc. (ii) The visual question generation (VQG)
subtask requires participants to generate text questions based on a given text
answer and image pair. This task can be seen as the inverse of VQA, where
instead of generating the answer, we are asking for the question. An example

19 https://www.imageclef.org/2023/medical/gans
20 https://www.imageclef.org/2023/medical/vqa
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could be that given the answer "The image contains a polyp" and an image
containing a polyp, the question should be "Does the image contain an abnor-
mality?". (iii) The visual location question answering (VLQA) subtask where
the participants get an image and a question and are required to answer it by
providing a segmentation mask for the image. Example questions are: "Where
in the image is the polyp?", "Where in the image is the normal and the diseased
part?", "What part of the image shows normal mucosa?" The data is based on
the HyperKvasir dataset [2] with additional question-and-answer ground truth
verified by medical doctors. It includes images spanning the entire GI tract and
will include abnormalities, surgical instruments, and normal findings from gas-
troscopy, colonoscopy and capsule endoscopy procedures. For VQA and VQG,
at least 5,000 image samples, each with five question-and-answer pairs will be
provided. For VLQA at least 1,000 images with question and segmentation mask
pairs are given. Evaluation will be performed using well know metrics suitable for
medical applications such as precision, recall, F1 score, and Matthew correlation
coefficient [12].

ImageCLEFmedical-mediqa21. The MEDIQA-Sum task is a new pilot task
that focuses on automatic note generation from patient-clinician conversations,
a challenging task that encompasses spoken language understanding and clinical
note generation. MEDIQA-Sum 2023 will include three subtasks: (i) the Di-
alogue2Topic Classification subtask focuses on identifying the topic associated
with a conversation snippet between a doctor and patient, (ii) the Dialogue2Note
Summarization subtask focuses on producing a clinical note section text sum-
marizing a conversation snippet between a doctor and a patient, and (iii) the
Full-Encounter Dialogue2Note Summarization subtask tackles the generation of
a full clinical note summarizing a full doctor-patient encounter conversation.
New datasets have been created for the MEDIQA subtasks. The Dialogue2Note
dataset was created based on clinical notes and corresponding conversations writ-
ten by domain experts. The Full-Encounter Dialogue2Note dataset consists of full
doctor-patient encounters and corresponding notes written by medical scribes.
We will measure topic prediction with standard classification metrics such as F1
and accuracy. The two Dialogue2Note subtasks will use SOTA language gener-
ation metrics including ROUGE [16], BERTScore [32], and BLEURT [26].

3 ImageCLEFaware

When users contribute to online platforms they share data in a given context,
which is controlled and understood by them. These data are then stored and can
later be reused in contexts which were not anticipated initially. Such reuse can be
directed toward impactful situations, and can have serious consequences for the
users’ real lives. For instance, future employers often search online information
about prospective candidates. This process can involve humans or be automated
using Artificial Intelligence tools. Users should be aware that such inferences are
possible, with potentially detrimental effects for them.
21 https://www.imageclef.org/2023/medical/mediqa
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Photos represent a large part of the data shared online, and the ImageCLE-
FAware22 task focuses on their usage. Given a set of user photographic profiles,
and four modeled situations (search for a bank loan, an accommodation, a waiter
job, or an IT job), the objective consists in providing feedback to the users about
how their profiles compare to those of a community of reference. Users’ photos
are manually labeled with an appeal score by several annotators, and an av-
erage score per situation is computed and serves a ground truth. User profiles
are created by automatically detecting visual objects in users’ images, and the
resulting profiles can be used to automatically rate and rank profiles. Correla-
tion between automatic and manual profile rankings will be measured using a
classical measure such as the Pearson correlation coefficient.

While the global objective remains unchanged since the first edition, the
dataset will be enriched and updated for the third edition of the task. The
main changes refer to: (1) a larger number of user profiles to make the dataset
more robust, and (2) a new object detector based on EfficientDet, to provide
better profiles. Among the resources associated to the proposed tasks that will
be provided to the participants in different communities, we include: (i) visual
object ratings per situation obtained through crowdsourcing; (ii) automatically
extracted visual object detections for over 350 objects which have non-null rating
in at least one situation, using a new object detector compared to 2022.

The dataset includes personal data, and strong anonymization is performed
in order to comply with EU’s General Data Protection Regulation. Participants
receive only the object detections which compose the profile. Furthermore, the
names of these objects are anonymized.

4 ImageCLEFfusion

Late fusion approaches represent one of the goto methods of improving machine
learning performance in particular domains, where single-system performance
may not be acceptable, or even in critical systems, where every improvement is
vital. There are numerous examples in the literature where the top performers
on specific datasets or even entire domains are represented by late fusion sys-
tems that use several models and fuse their predictions. Some of these examples
would be the prediction of media memorability [1] and interestingness [30], the
detection of violent video scenes [5], and human action recognition [28]. As the
previous edition of the ImageCLEFfusion task shows [27], numerous types of
approaches to fusion exist, ranging from simple statistical approaches to more
complex systems that use traditional machine learning methods like KNN or
SVR, or deep neural network-based learning, and even using more than one
stage of fusion in order to create the final set of predictions.

In this context we propose the second edition of the ImageCLEFfusion23 task,
a follow-up to last year’s edition [27]. In the first edition, two tasks are defined as
two different machine learning task types, namely: (i) a regression scenario that
22 https://www.imageclef.org/2023/aware
23 https://www.imageclef.org/2023/fusion
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uses data associated with the prediction of multimedia interestingness, extracted
from the Interestingness10k dataset [4], and (ii) a retrieval scenario, using data
that targets the retrieval of diverse social images extracted from the Div150 chal-
lenge [13]. Annotation data, metrics, inducers, and all other tools are developed
and published during the respective benchmarking campaigns, and are provided
to participants to the fusion task. For this edition, we propose integrating a third
task, that targets another type of machine learning task, namely multi-label clas-
sification. Thus, we will integrate data associated with the Concept Detection
task from the ImageCLEFmedical caption task [25].

5 ImageCLEFrecommending

ImageCLEFrecommending24 is a new task which focuses on content-recommen-
dation for cultural heritage content. Despite current advances in content-based
recommendation systems, there is limited understanding how well these perform
and how relevant they are for the final end-users. This task aims to fill this gap by
developing ground truth data of recommendations and by allowing benchmarking
different recommendation systems and methods.

The task targets a key infrastructure for researchers and heritage profession-
als, namely Europeana [9]. With over 53 million records, the single search bar
that served as the main access point was identified as a bottleneck by many
users. Thus, the strategy has gradually shifted towards exploration of the avail-
able collections based on themes. Now users can explore over 60 curated digital
exhibitions, countless galleries and blog posts (to be refered to as editorials).
The metadata of the content items available on Europeana is in most cases very
rich and must follow a very well defined structure given by the Europeana Data
Model [7]. The current Europeana Recommendation Engine [19] focuses only on
providing recommended items based on the content of a gallery, which is a col-
lection of items with a title and optional description. The recommendations are
based on similarity of the most important metadata fields of the items (dc:title,
dc:creator, dc:subject, dc:date and dc:description) into a sentence embedding.
However, recommendations for editorials are done at the moment only manu-
ally. For instance when a new blog is created, the author would manually provide
a list of related galleries, blogs or exhibitions that have been already published.

The task requires participants to devise recommendation methods and sys-
tems, apply them in the supplied data set gathered from Europeana and provide
a series of recommendations for items and editorials. The task is thus divided into
two sub-tasks: (i) given a list of items, provide a list of recommended items; (ii)
given an editorial (Europeana blog or gallery), provide a list of recommended ed-
itorials. For the task a new dataset based on Europeana items and editorials will
be provided to the participants. The individual items in the dataset will include
a wealth of metadata based on the Europeana Data Model schema. Performance
will be evaluated on the basis of the recommendations that are provided com-
puting Mean Average Precision at X (Map@X) compared to the ground truth.
24 https://www.imageclef.org/2023/recommending
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Moreover, because black-box systems make it difficult for users to assess why the
recommendation should be trusted, the systems in this task that can provide an
explanation for the results provided will be awarded additional points in terms
of evaluation metrics.

6 Conclusions

The current paper provides an overview of the tasks proposed by the 2023 Im-
ageCLEF evaluation campaign organised in the framework of the 14th CLEF
Conference and Labs of the Evaluation Forum scheduled for September 2023,
in Thessaloniki, Greece. Since 2003, the tasks proposed by the ImageCLEF lab
gained popularity being held for the evaluation of technologies for annotation,
indexing, classification and retrieval of multimodal data, with the objective of
providing information access to large collections in various usage scenarios and
domains. The 21st edition brings several new tasks, e.g., content recommend-
ing, generative adversarial networks, visual question answering and generation,
medical dialogue summarization, while some old tasks were discontinued. All
the tasks are solving challenging current issues and will provide a set of new
test collections simulating real-world situations. Such collections are important
to enable researchers to assess the performance of their systems and to compare
their results with others following a common evaluation framework.
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