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Abstract: 

It has been confirmed that motor imagery (MI) and motor execution (ME) share a subset of mechanisms underlying 

motor cognition. In contrast to the well-studied laterality of upper limb movement, the laterality hypothesis of lower 

limb movement also exists, but it needs to be characterized by further investigation. This study used 

electroencephalographic (EEG) recordings of 27 subjects to compare the effects of bilateral lower limb movement 

in the MI and ME paradigms. Event-related potential (ERP) recorded was decomposed into meaningful and useful 

representatives of the electrophysiological components, such as N100 and P300. Principal components analysis 

(PCA) was used to trace the characteristics of ERP components temporally and spatially, respectively. The hypothesis 

of this study is that the functional opposition of unilateral lower limbs of MI and ME should be reflected in the 

different alterations of the spatial distribution of lateralized activity. Meanwhile, the significant ERP-PCA 

components of the EEG signals as identifiable feature sets were applied with support vector machine to identify left 

and right lower limb movement tasks. The average classification accuracy over all subjects is up to 61.85% for MI 

and 62.94% for ME. The proportion of subjects with significant results are 51.85% for MI and 59.26% for ME, 

respectively. Therefore, a potential new classification model for lower limb movement can be applied on brain 

computer interface (BCI) systems in the future. 
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1 | Introduction 
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Brain-computer interface (BCI) systems, for the sake of directly transmitting messages from the human brain to 

computers based on the brain’s mental activities, have grown rapidly in the last three decades [1-3]. EEG based BCI 

systems have unique advantages such as non-invasive, high time resolution, and affordable [4]. Motor imagery (MI), 

as one of the most widely used cognitive tasks, can be defined as sending a command to a BCI system by the user 

through the imagination of a limb movement. Compared to motor execution (ME), MI shares many commonalities 

in terms of performance and underlying neural substrates, which means that they share the cortical networks 

involving the contralateral BA4, PMd, parietal areas and SMA [5]. Based on the neural simulation theory, Jeannerod 

[6] has stated that motor imagery (MI) is a covert action that differs from an overt action only in that the action is 

not executed. This is the so-called ‘functional equivalence’ [7-10]. However, functional equivalence does not mean 

identical. In some neuroimaging studies, the functional activation patterns of the two types of movements are 

different [11, 12]. Therefore, it is essential to investigate whether the similarity extends to the specific type of limb 

movement. This is helpful for BCI systems to realize more refined motion control. 

This paper focuses on identification of the unilateral lower limb movement. Packheiser, et al. [13] have made a 

general statement that lower limb movement is lateralized through meta-analyses for footedness over 100k 

individuals across 164 studies. Besides, many studies of unilateral limb movement have confirmed that some 

effective components [14, 10, 15] of EEG can reflect the lateralization. The high identification rate of these laterality 

components can further guide the design of BCI systems to achieve accurate control. Due to the lack of research on 

the unilateral lower limb movement based on the general ERP components such as N1 and P3, the effective ERP 

components should be found to describe the left-right difference of the lower limb movement and verify the validity 

of these features in the classification model. Moreover, for developing lower limb MI-BCI systems, spatiotemporal 

features of single-trials are extracted from the ERP-PCA components to reduce the dimension of complex signals.  

This study aims to: (1) analyze the temporal ERP components in ME and MI of the unilateral lower limb; (2) 

investigate the differences between left and right foot movements (including ME and MI) with two-step ERP-PCA; 

(3) provide a novel BCI design for classifying left and right foot movements from EEG signals. 

2 | Materials and methods 

2.1 | Participants and ethics statement 

Twenty-seven right-handed volunteers (eleven females) without a history of neuromuscular disorders took part in 

this study. All participants had normal or corrected-to-normal vision. The mean age of participants was 24.52 

(SD=1.52) years. The Ethical Committee of Southeast University, Nanjing, China gave approval to the project, and 

the study has complied with the Declaration of Helsinki. Each participant signed the informed consent prior to 

participation and was paid 150 RMB as a reward. 

2.2 | Lower limb movement tasks and procedure 

A version of the lower limb movement task used by Yasunari and Junichi [15] has two conditions: real foot movement 

and imaginary foot movement. Each condition of foot movement consists of two tasks, including left and right foot 

movement. Stimuli display was controlled by E-prime v.2 (Psychology Software Tools, http://www.pstnet.com). 

During the ME part, the subject dorsiflexed a foot and maintained movements for 1 second (brisk movement). During 

the MI part, the subject was instructed to use kinaesthetic rather than visual imagery. 

Two kinds of foot movements (ME and MI) consist of five cue-based sessions, which were performed respectively. 

Each session consists of 30 trials, with 15 trials for the left foot and 15 trials for the right foot in random order. There 

was a 3-minute rest period between sessions. Besides, the ME was conducted before the MI. There was a 7-minute 

http://www.pstnet.com/
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rest period between ME and MI sessions. The experimental paradigm of the cue-based session is shown in Figure 1. 

With different combinations of conditions (ME and MI) and sides (Left and Right), there are 4 tasks: (a) Left foot 

motor execution (LFME), (b) Right foot motor execution (RFME), (c) Left foot motor imagery (LFMI), and (d) 

Right foot motor imagery (RFMI). 

 

FIGURE 1  Experimental procedure. An arrow indicates right or left lower limb movement task.  

2.3 | Electroencephalogram recording and pre-processing 

Continuous EEG activity was acquired from a 64-channel Synamps amplifier (NeuroScan, version 4.3) by using the 

electrodes mounted in an elastic cap according to the International 10-20 system and referenced to the right earlobe. 

The vertical EOG signals and horizontal EOG signals were recorded. Electrode impedances were kept below 5 kΩ. 

The sampling rate was 1,000 Hz with a 0.3 to 70 Hz bandpass filter.  

Signal pre-processing was conducted in MATLAB (Mathworks Inc.). EEG recordings were filtered at 0.5-40 Hz 

with IIR filter. Independent Component Analysis (ICA) was performed using the EEGLAB toolbox [16]. The 

components were inspected by Adjust tool and contaminated components, corresponding mainly to ocular artifacts, 

were rejected. The epochs were set from 1000 ms pre-stimulus to 1500 ms post-stimulus. Consequently, this 

produced four sets of artifact datasets. Each participant produced less than 75 trials (15*5 sessions) for each task. A 

total of 2020 trials for LFME, 2022 trials for REMI, 2025 trials for LFMI, and 2025 trials for RFMI were selected 

for further analysis. 

2.4 | Data analysis 

2.4.1 | Temporospatial analysis 

The ERP PCA Toolkit [17] was used to reconstruct the factor waveforms and apply inferential statistics. The ts-PCA 

was recommended by [18] to reduce the dimensionality and separate the meaningful ERP components. For the 

temporal-PCA (t-PCA), the input was the average of all epochs for each task of every subject. There were 6480 cases 

(27 participants* 60 channels*4 conditions) and 2,500 variables (-1000 to 1500 ms data sampled to 1,000 Hz). The 

new set of ERPs, which was obtained from the set of temporal factors, was submitted to a spatial-PCA (s-PCA). The 

characteristic spatial patterns can be extracted from the virtual electrode corresponding to the temporal component, 

which was treated as virtual ERPs. 

2.4.2 | Statistical analysis 

ERP components from the t-PCA were analyzed using mean amplitude in the selected time windows pooled from 

electrode clusters. The electrodes contained in the clusters were shown in Figure 2. Three-way robust ANOVA 

(condition * side * region) was used to assess the difference in ERP components. For the s-PCA, robust ANOVAs 
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were used to conduct a two-way ANOVA (condition * side). Familywise corrected alpha criteria of 0.05 and the 

Dunn-Šidák MCP correction for post-hocs were used in robust ANOVA. 

 

FIGURE 2  Electrode clusters. (A) Sagittal plane: frontal pole region including Fp1, Fpz, Fp2, frontal region including F3, F1, 

Fz, F2, F4, central region including C3, C1, Cz, C2, C4, and parietal region including P3, P1, Pz, P2, P4, and occipital region 

including O1, Oz, O2. (B) Coronal plane: left region including F3, C3, P3, midline region including Fz, Cz, Pz, and right region 

including F4, C4, P4. 

2.5 | Feature selection and classification 

Let a multichannel ERP time series be represented as an m×n matrix XERP, where m is the number of channels and 

n is the number of time samples. A singular value decomposition (SVD) of XERP yields 
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where 𝑈 = [𝑢1, 𝑢2, … , 𝑢ℎ]  and 𝑉 = [𝑣1, 𝑣2, … , 𝑣𝑔]  are orthogonal matrices, Σ  is a diagonal matrix with 

nonnegative 𝜆𝑖 along the diagonal in decreasing order, d=rank(XERP) is the number of nonzero singular values, 𝜆𝑖 

is the i-th largest singular value of XERP, and the vector 𝑢𝑖(𝑣𝑖) is the i-th left(right) singular vector. 

For classification, a spatial-temporal feature matrix of the EEG signals XEEG is defined as 

 
T
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where 𝑉𝑙∗ is a significant spatial vector, 𝑈𝑙∗ is a significant temporal vector, and 𝐹TS is a 𝑙 × 𝑙 matrix. Support 

vector machine (SVM) as a classifier is simple, robust, accurate, and efficient to obtain satisfactory results [19, 20]. 

Therefore, a binary SVM classifier was used to differentiate the effective features between the left and right motor 

tasks of two conditions. A 10-fold cross-validation procedure was performed on two feature-sample sets. Linear 

kernel function (LKF) was selected. The permutation test was applied to ensure the significance of classification 

results. The surrogated times of the permutation test is 1000. 

3 | Results 

3.1 | t-PCA ERP analysis 

The t-PCA with unrestricted Promax rotation was used for the four tasks, which yielded 7 identifiable factors 

with over 1.0% variance. The t-PCA results of subject#9 are shown in Figure 3. The t-PCA N100 and P300 

component waveforms at C3 (left hemisphere), C4 (right hemisphere), and Pz (midline site) in the curve section 

were almost consistent with the mean ERPs in terms of latency and amplitude. Combined with the table section 
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below, it is easy to find that a large N100 peaks at around 180 ms in the ERP waveforms for each condition, 

followed by a large P300 peaking at around 350ms. Furthermore, a similar distribution shown in topography 

section was found in the N100 and P300 components in the four tasks, which includes a centraltoparietal N100 

and a parietal P300. It should be pointed out that P300 components were obviously present in the ERPs of all 

subjects and the N100 component was not present in three subjects (subjects#4, subjects#15, and subjects#22).  

The seven-factor t-PCA components were tested using a three-way robust ANOVA with Condition (ME, MI), 

Side (L, R), and Region (as shown in Figure 2). The components were arranged in descending order of variance 

(TF1, TF2, TF3, TF4, TF5, TF6, and TF7). The results are shown in Table 1a. There was a significant condition 

of TF7, confirming that across Side and Region the pattern of activity was different per condition. And there 

was a significant region of TF2 and TF4, verifying that across Condition and Side each region had a different 

pattern of activity. Furthermore, the post-hoc test for each of the regions was shown in Table 1b. This region 

effect of TF2 was restricted to the Frontal site and Middle sites. The post-hoc result of TF4 shows that most 

brain sites were significant, leading to the significance of the region as the main effect.  

 

FIGURE 3  The t-PCA result of subject#9. A) The curve chart section shows mean ERPs and t-PCA derived N1 and P3 component 

waveforms for left and right foot tasks of real and imagery movement conditions. Each subgraph was plotted at C3, C4, and Pz 

from top to bottom. B) The table section in the middle shows the corresponding t-PCA derived N1 and P3 component information, 

including the index and the latency of the N1 and P3 components. C) The topography section shows the peak amplitude distribution 

of N1 and P3 components over all electrodes. 
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TABLE 1a  Statistical test results for the t-PCA ERP components with Promax 

 TF1 TF2 TF3 TF4 TF5 TF6 TF7 

Effect Twjt/c P Twjt/c P Twjt/c P Twjt/c P Twjt/c P Twjt/c P Twjt/c P 

C 3.560 0.076 1.530 0.240 0.950 0.336 2.040 0.170 3.330 0.079 0.170 0.690 6.660 0.014* 

S 0.160 0.710 0.000 0.950 0.110 0.740 0.010 0.941 0.310 0.590 0.260 0.610 0.430 0.530 

R 5.680 0.054 10.300 0.003** 2.300 0.280 15.380 0.000** 4.080 0.053 2.260 0.180 4.060 0.088 

C*S 0.030 0.870 0.430 0.525 0.990 0.340 0.990 0.360 0.020 0.900 0.050 0.820 1.060 0.330 

C*R 1.780 0.370 3.540 0.130 1.220 0.526 2.710 0.150 0.960 0.607 0.950 0.630 1.510 0.477 

S*R 1.390 0.490 0.610 0.880 1.090 0.580 0.630 0.790 3.480 0.095 1.890 0.320 1.210 0.500 

C*S*R 3.850 0.130 1.740 0.430 1.390 0.490 1.220 0.590 1.200 0.606 1.010 0.554 1.320 0.470 

Note: C represents Condition (ME and MI). S represents Side (Left and Right). R represents Region. *(p<0.05), **(p<0) 

 

TABLE 1b  Post-hoc results for the effect of Region 

 TF2 TF4 

Effect Twjt/c P Twjt/c P 

C vs F 6.830 0.016* 54.960 0.000** 

C vs P 0.110 0.741 14.490 0.001** 

C vs O 1.350 0.260 4.230 0.048* 

C vs FP 38.860 0.000** 1.470 0.230 

F vs P 8.410 0.008** 22.650 0.000** 

F vs O  7.420 0.012* 29.910 0.000** 

F vs FP 0.300 0.590 30.310 0.000** 

P vs O 3.690 0.069 36.760 0.000** 

P vs FP 2.660 0.120 44.300 0.000** 

O vs FP 9.160 0.011* 49.920 0.000** 

L vs R 0.370 0.550 0.330 0.570 

L vs M 15.930 0.001** 4.430 0.047* 

M vs R 17.030 0.001** 1.280 0.280 

3.2 | ts-PCA ERP analysis 

The same number of factors was used for each of the s-PCAs, which yielded 6 identifiable factors with 1.0% 

variance. The N100 and P300 components of subject#9 at the first factor which was computed by s-PCA, 

including component waveforms and ts-PCA factor values, are shown in Figure 4. The N100 data are presented 

in Figure 4A and P300 in Figure 4B. The results of N100 and P300 were consistent with that of t -PCA, 

indicating that these two cognitive components were present in most electrodes. Observing the ts-PCA factors 

in Figure 5C, the P300 component of RFMI with the negative ts-PCA factor was different from the other tasks. 

Each temporal factor has six spatial factors, so 42 temporal-spatial components were formed. Each 

component was tested using a two-way robust ANOVA with Condition and Side. The spatial components were 

arranged in descending order of variance (SF1, SF2, SF3, SF4, SF5, and SF6). The significant result is shown 

in Table 2. As the ERP components were mapped onto six virtual electrodes, the important results from this 

analysis only involve conditions and sides. There was a significant condition of TF4SF3, TF4SF6, TF5SF5, 

and TF6SF1, confirming that across tasks the pattern of activity was different per condition. Furthermore, there 
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was a significant condition by side interaction of TF2SF5 and TF4SF5. Marvelously, there was a significant 

side of TF2SF4, TF2SF5, TF5SF6, TF6SF2, and TF7SF2, verifying that across Condition the distribution of 

activity differed between the sides. 

.  

FIGURE 4  Mean ERPs of virtual channels (SF1) of subject#9 with ts-PCA. A) N100 component waveforms for left and right 

foot tasks of real and imagery movement conditions (MEL, MER, MIL, and MIR). B) P300 component waveforms of four tasks. 

C) Temporal-spatial PCA factors of four tasks from ts-PCA. The red rectangles represent the P300 component and the blue 

rectangles represent the N100 component. 

TABLE 2  Statistical test results for the ts-PCA ERP components with ICA 

 TF2SF4 TF2SF5 TF4SF3 TF4SF5 TF4SF6 TF5SF5 

 Twjt/c p Twjt/c p Twjt/c p Twjt/c p Twjt/c p Twjt/c p 

C 0.610 0.470 0.550 0.473 6.560 0.019* 1.370 0.260 4.840 0.033* 12.060 0.002** 

S 5.730 0.019* 5.810 0.037* 0.020 0.880 0.130 0.720 3.430 0.072 1.360 0.260 

C*S 1.520 0.220 4.860 0.046* 3.070 0.094 6.550 0.018* 0.060 0.810 0.000 0.980 

 TF5SF6 TF6SF1 TF6SF2 TF7SF2   

 Twjt/c p Twjt/c p Twjt/c p Twjt/c p     

C 0.020 0.890 15.960 0.001** 3.860 0.057 0.870 0.360     

S 14.550 0.003** 0.330 0.590 7.190 0.014* 8.200 0.025*     

C*S 0.150 0.726 1.010 0.321 1.270 0.270 4.620 0.123     

Note: C represents Condition (ME and MI). S represents Side (Left and Right). *(p<0.05), **(p<0.01) 

3.3 | Feature selection and classification 

To classify the left and right motor tasks under each condition, seven-factor t-PCA and six-factor s-PCA were applied 

in each trial. Therefore, the size of the feature set formed in this way is 7 TFs × 6 SFs × n trials × m subjects × 

4 tasks. The pair-T test with Bernoulli correction was applied to analyze the differences between the left and right 

motor tasks under ME and MI conditions respectively. The statistical test result is shown in Figure 5. It is easy to 

find that there are 7 PCA elements of ME condition with significant difference, which are TF4SF4 (22), TF4SF6 

(24), TF5SF6 (30), TF6SF2 (32), TF7SF2 (38), TF7SF4 (40), TF7SF5 (41). Meanwhile, 9 PCA elements of MI 

condition with significant difference are TF2SF3 (9), TF3SF1 (13), TF3SF3 (15), TF3SF5 (17), TF4SF4 (22), 
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TF4SF6 (24), TF5SF3 (27), TF5SF4 (28), TF6SF3 (33). 

Furthermore, Figure 6 and Table 3 present the validation accuracy of each subject with the permutation test. 

Significant classification results were obtained for 16 of the 27 subjects (59.26%) in the ME task and 14 of 27 

subjects (51.85%) in the MI task in this dataset respectively. The average accuracy of classification was up to 62.94% 

and 61.85% in two conditions respectively. The proportion of subjects with good classification results under both 

conditions is 37.04%. Furthermore, a reliability test was conducted on the classification results at the individual level 

and the value of Cronbach’s alpha was 0.919 (>0.7). The classification accuracy at the population level was 

significantly greater than 50% in each Condition. 

 

FIGURE 5  Pair-T test result of left and right motor task of ts-PCA factors over each condition (ME, MI). The transparent rectangle 

indicates the significant ts-PCA factors. 

  

FIGURE 6  Accuracy of classification of each subject.*(p<0.05) 
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TABLE 3  The mean accuracy of classification 

 ME MI 

 ACC (%) TP (%) TN (%) ACC (%) TP (%) TN (%) 

Mean (std)  62.94(0.08) 63.03(0.08) 63.00(0.09) 61.85(0.12) 61.37(0.11) 62.57(0.13) 

*Mean (std) 68.13(7.37) 68.02(7.22) 68.40(7.78) 70.86(9.27) 69.99(8.38) 72.20(10.69) 

Population level 58.89 59.30 58.52 59.38 59.01 59.78 

Note: ACC represents accuracy, TP represents True Positive, which means the proportion of the correct left 

foot label in the all left labels. TN represents True Negative, which means the proportion of the correct right 

foot label in the all right labels, *mean (std) represents average accuracy of the significant subjects. 

Population level represents the average accuracy of all subjects. 

4 | Discussions 

BCI can implement brain state-dependent control of robotic devices to help stroke patients for rehabilitation. This 

paper especially focuses on investigating the unilateral movement of the lower extremities. It tried to answer the 

following questions: what is the difference between the left and right foot movement in EEG signals, whether it can 

be used as the identifiable feature to construct a classification model which can be applied in BCI systems. Ultimately, 

the findings of this study provide direct evidence that motor imagination and motor execution share similar 

mechanisms directly linked to lower limb motor action, meanwhile it offers a new classification model for the BCI 

system based on unilateral lower limb tasks. 

4.1 | Disentangling cognitive components during real and imagined movements in two-

foot controls — N100 and P300 

There has been conflicting evidence as to whether the early ERP components include information on the locus of 

stimulus processing. N100 is an early component with no task-dependent changes to the lateralized presentation of 

stimuli [21, 22], but other studies have reported task-dependent changes as well [23, 24]. Our experimental results 

show that Nt1SF1 (TF6SF2) and Nt1SF2 (TF7SF2) were significantly different (p<0.05) with the effect of Side, 

which implies that N100 is a side-dependent component. Most previous studies agree that P300 involves multiple 

neural fields, such as occipital, temporal, parietal, frontal, thalamic, cerebellar, and limbic regions [25, 26]. 

Meanwhile, activated patterns of the underlying cortical regions are influenced by the type of stimulation and 

cognitive processing required by the particular task tested [27]. The hemispheric distribution of the P300 component 

may also be influenced by the parameters of the stimulus [28, 29]. This study also found that the asymmetry of TF2 

and TF4 (P300) amplitude favored the unilateral hemisphere when lower limb movement with overt and covert 

actions was happening. Furthermore, the N100 and P300 components can be selected as the effective features in the 

classification model to verify its applicability in BCI. 

4.2 | Feature extraction for BCI systems 

The ERP-PCA method [30, 18] was used in this study for temporal-spatial feature extraction. Under the guidance of 

ERP-PCA analysis, the ERP-PCA components that can distinguish unilateral movement (left/right) formed the basis 

vectors of the matrix W, which were used to extract potential ERP components from EEG signals for the 

classification of individual lower limb movement. As shown in Figure 6 and Table 3, more than half of the subjects 

achieved significant accuracy in both conditions, indicating that these ERP-PCA components of the single-trial of 

EEG signals are effective identifiable components.  

It is easy to find that the significant feature sets of ME and MI are quite different, as shown in Figure 5, which 
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further indicates that unilateral lower limb movements under the two conditions lead to two different temporal-

spatial patterns. The commonality of the significant feature sets of ME and MI is that they mainly cover P300 and 

N100 components. TP2 and TP3 component should be the main reason for the different classification results of MI 

and ME by observing the significant feature sets of ME and MI. Since the arrangement of ERP components followed 

the descending order of eigenvalues, TP2 and TP3 components were “larger” than that of P300 (TP4) and N100 

(TP6 and TP7). The exploration of TP2 and TP3 components will be carried out in future studies. 

Meanwhile, it is necessary to point out that the ERP-PCA classification model was not very prominent based on 

average accuracy. Due to the different mental states of each subject and possible noise, the performance of the 

proposed method for some subjects was not outstanding. Some studies [31, 32] mainly focus on the improvement of 

PCA algorithm, which can be further applied to our experiment. Therefore, it is very important to further improve 

the robustness of the feature extraction method. 

5 | Limitations of this study 

The neglect of our experimental design was the assessment of the participants' footedness. In addition, the exact 

onset of the motor tasks could not be ensured because the EMG of the foot was not detected. These limitations in 

the experimental design need to be addressed in further studies.  

It was not difficult to found that a quarter of the participants had no significant classification result in both ME 

and MI, indicating that the classification features extracted from the spatiotemporal factor with statistical 

significance have serious individual differences. However, the same set of spatiotemporal factors was used for all 

subjects, which inevitably affected the classification accuracy for individuals. We need to find the spatiotemporal 

characteristics suitable for an individual to improve the classification accuracy. 

6 | Conclusion 

The high coincidence of ME and MI in spatiotemporal ERP components has indicated that the research result was 

consistent with the “functional equivalence” theory and provided the basis for the application of MI in BCI systems. 

Meanwhile, this study has revealed the temporal-spatial components for the left-right discrimination of unilateral 

foot motor imagery, and examined the role of ERP components in unilateral foot motor imagery recognition. 

Furthermore, the proposed ERP-PCA classification model can provide new strategies for improving lower limb BCI 

performance. 
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