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Abstract—Multi-object tracking technology plays a crucial role in many applications, such as autonomous vehicles and security monitoring. This paper proposes a multi-object tracking framework based on the multi-modal information of 3D point clouds and color images. At each sampling instant, the 3D point cloud and image acquired by a LiDAR and a camera are fused into a color point cloud, where objects are detected by the Point-GNN method. And, a novel height-intensity-density (HID) image is constructed from the bird’s eye view. The HID image truly reflects the shapes and materials of objects and effectively avoids the influence of object occlusion, which is helpful to object tracking. In two sequential HID images, a new rotation kernel correlation filter is proposed to predict the objects. Furthermore, an object retention module and an object re-recognition module are constructed from the bird’s eye view. The experiments with the KITTI dataset show that the proposed method has the best performance among the existing traditional multi-object tracking methods.
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I. INTRODUCTION

OBJECT tracking is to estimate the trajectory of an object as it moves in a scene [1]. In the driver assistance systems of intelligent vehicles, object tracking is a key technology of environment perception [2–3]. Object tracking lays a foundation for obstacle avoidance, path planning, and adaptive cruise [4]. Besides, object tracking is also widely used in military defense and security monitoring [5–6].

According to the number of tracked objects, object tracking is divided into single-object tracking and multi-object tracking (MOT). Since most application scenes contain multiple objects of interest, MOT has become a major research area recently. MOT generally follows the tracking-by-detection paradigm that the objects of interest are detected first, and then the same object in subsequent frames is associated into a trajectory.

In general, MOT methods are divided into deep learning methods and traditional methods. The deep learning MOT methods tend to have higher accuracy. However, they require a large number of training samples. We need to label the relationships between the objects in multiple frames. The labeling process is expensive and time-consuming.

The traditional MOT methods directly obtain correlation information from data and don't need to label the relationships between the objects in multiple frames. This greatly reduces the costs of the application and improves the universality. Most of the existing traditional MOT methods are based on images, but images are easily affected by illumination and occlusion. Rapid improvements in 3D rangefinder technology allow us to digitize the shape and surface characteristics of objects accurately and conveniently. 3D point clouds acquired by LiDARs provide the geometric information of the sampling points on the surfaces of physical objects. And, the 3D point clouds are unaffected by illumination. They are the effective supplements to images and contribute to achieve accurate positioning and tracking. Thus, this paper uses the multi-modal information of 3D point clouds and images to improve the accuracy of MOT.

This paper proposes a MOT framework based on the multi-modal information of 3D point clouds and color images. At each sampling instant, the 3D point cloud and image acquired by a LiDAR and a camera are fused into a color point cloud. Then, we obtain the point cloud within the visual field of the camera, which is used to construct a novel height-intensity-density (HID) image. At the same time, the objects are detected from the 3D color point cloud by the Point-GNN method [7]. In two sequential HID images, a new rotation kernel correlation filter (RKCF) is proposed to predict the objects. Then, the predicted objects are associated with the detected objects by the Kuhn-Munkres algorithm. Furthermore, an object retention module and an object re-recognition module are designed to overcome the object matching failure in the in-between frames. The proposed method in Fig. 1 makes full use of multi-modal
data and effectively achieves information complementation to improve the tracking accuracy. The contributions of this paper are as follows:

1) A novel weighted height-intensity-density (HID) image is constructed for MOT. Due to the weighted merge of the height, intensity, and density information from point cloud data, the HID image contains more information that truly reflects the shapes and materials of objects.

2) A rotation kernel correlation filter (RKCF) is developed to predict the objects in the HID images. The rotation mechanism makes the base sample more accurate and avoids information loss in feature extraction, which effectively reduces the accumulated error and ensures the accuracy of prediction.

3) An object retention module and an object re-recognition module are developed based on the color image to overcome the object matching failure in the in-between frames. The multi-modal information of 3D point clouds and color images complement each other in our proposed multi-object tracking framework.

These technical features make our multi-object tracking method accurate and reliable. Our method is based on the multi-modal information of the point cloud and the color image. The weighted HID image is constructed from the point cloud. The object retention module and the object re-recognition module are developed based on the color image. In a word, this paper proposes a multi-object tracking framework based on the multi-modal information of 3D point clouds and color images.

The rest of the paper is organized as follows. Section II reviews the previous work related to this research. The HID image construction is described in Section III. In Section IV, the MOT framework is detailed. Experimental results are presented in Section V to show the performance of our method. Section IV concludes this paper.

II. RELATED WORK

A. Deep learning MOT Methods

Zhang et al. [8] designed mmMOT, which uses Vgg-net and PointNet++ to extract image and LiDAR point cloud features respectively, and establishes a multi-modal fusion module. Luiten et al. [9] proposed MOTS Fusion, which combines the depth map, color image, optical flow, and camera pose to achieve object tracking by using optical flow estimation. Erkan et al. [10] proposed FANTrack that uses CNN for data association and builds Siamese networks to model the similarities between tracks and detections. Mono3DT [11] and QD-3DT [12] use 3D box depth-ordering matching for robust instance association. Zhou et al. [13] proposed CenterTrack to localize objects and predict the associations with the previous frame. Tokmakov et al. [14] presented PermaTrack based on CenterTrack with a recurrent memory module. Wu et al. [15] proposed PC-TCNN, which introduces a tracklet proposal design on point clouds. Wang et al. [16] proposed DiMOT, which extracts both spatial feature and temporal feature to learn the correlation relationship. LGM [17] and TrackMPNN [18] achieve object tracking without...
appearance information based on graph neural networks. The accuracy of these supervised deep learning MOT methods depends on the number of training samples. Supervised deep learning methods usually require a large amount of time and manual work to label the relationship between objects in different frames. Unsupervised deep learning MOT methods can avoid these problems to some extent.

Gonzalez et al. [19] defined an affinity measure based on position, appearance, and optical flow affinity. It uses an unsupervised neural network to select key points to be tracked by the optical flow. Favyen et al. [20] proposed a method which constructs two different inputs for the same sequence of video, calculates trajectories by applying an unsupervised RNN model on each input independently, and trains the model to produce consistent trajectories across both inputs. Shyamgopal et al. [21] proposed SimpleReID, which is categorized as learning by generating labels. It first generates tracking labels using a traditional MOT method and trains a ReID network to predict the generated labels.

Although these unsupervised deep learning methods avoid the expense of extensive annotation, they are not sufficiently accurate. One reason is that they only use single-modal information. In addition, the labels of some unsupervised MOT methods are generated from the predictions of traditional tracking methods. If the predictions are incorrect, the trained model will also be inaccurate, resulting in poor accuracy of the tracking result.

III. THE HID IMAGE CONSTRUCTION

A. Multi-modal Data Fusion

Our tracking method is mainly used for autonomous vehicles and mobile robots. These intelligent systems use different kinds of sensors to collect the environmental data and perceive the environment. Generally, at each sampling instant, a 3D point cloud (a set of discrete points) and a color image are collected by a laser rangefinder (LRF) and a camera respectively, as shown in Fig. 2(a) and Fig. 2(b). To take full advantage of these multi-modal data in multi-object tracking, the 3D point cloud and the color image are fused to a 3D color point cloud by the geometric mapping relationship, i.e. perspective projection, between the LRF and the camera as follows

\[ s \| \vec{p} = A[R, t] \| \vec{p} \]

where \( s \) is an arbitrary scale factor, \( A \) is the intrinsic parameter matrix, and \( [R, t] \) is the extrinsic parameter matrix between the
LRF and the camera. \( \mathbf{p} = [x, y, z]^T \) denotes a laser point in the 3D point cloud in the laser coordinate system and \( \mathbf{e} = [u, v]^T \) is its image projection in the pixel coordinate system. \( \mathbf{p} = [x, y, z, 1]^T \) and \( \mathbf{e} = [u, v, 1]^T \) are their homogeneous coordinates. The laser point is projected to the imaging plane and is colored by its corresponding pixel in the color image. Therefore, a color point cloud is obtained, as shown in Fig. 2 (c). The geometric mapping relationship, i.e. the intrinsic parameter \( \mathbf{A} \) and the extrinsic parameter \( \mathbf{R} \mathbf{T} \), is obtained by the calibration of the LRF and camera according to the pinhole camera model [28], as shown in Fig. 3.

In general, the visual field of the LRF is 360°, while the visual field of the camera is about 60°. Because of the difference of visual fields between two sensors, some laser point clouds, which are within the visual field of the camera, can be projected to the imaging plane and colored by their image projection. The other laser points, which are out of the visual field of the camera, can’t be projected to the imaging plane and have no image projection. Therefore, we can divide the 3D point cloud \( \mathcal{P} = \{\mathbf{p}_i = (x_i, y_i, z_i)\}[1 ≤ i ≤ n] \) into two parts: 3D color point cloud \( \mathcal{P}_c = \{\mathbf{p}_c = (x_c, y_c, z_c)\}[1 ≤ i ≤ n_c] \) and 3D colorless point cloud \( \mathcal{P}_e = \{\mathbf{p}_e = (x_e, y_e, z_e)\}[1 ≤ i ≤ n_e] \), as shown in Fig. 2(c) and Fig. 2(d). The 3D color point cloud \( \mathcal{P}_c \) can also be denoted by \( \mathcal{P}_c = \{\mathbf{p}_c = (x_c, y_c, z_c, R_{ci}, G_{ci}, B_{ci})\}[1 ≤ i ≤ n_c] \), where \( R_{ci} = R(u_c_i, v_c_i), G_{ci} = G(u_c_i, v_c_i), \) and \( B_{ci} = B(u_c_i, v_c_i) \) denote the three-primary color of the image projection \( \mathbf{e}_c = (u_c_i, v_c_i) \) of \( \mathbf{p}_c ). In addition, the LRF can also measure the reflection intensity \( t_{ci} \) of each laser point \( \mathbf{p}_c ). Therefore, we obtain a 7D laser point \( \mathbf{p}_{ci} = (x_{ci}, y_{ci}, z_{ci}, R_{ci}, G_{ci}, B_{ci}, t_{ci}) \).

B. HID Image Construction of 3D Point Clouds

We construct a 2D grid on the xoy plane and place the 3D point cloud \( \mathcal{P}_c \) without RGB information into the 2D grid. The size of the grid is set to 0.1m. The points in a cell \( \mathcal{C}(u, v) = \{\mathbf{p}_{ci} = (x_{ci}, y_{ci}, z_{ci})\}|\mathbf{p}_{ci} \in \mathcal{P}_c \} \) are \( x_{ci} \leq x \leq x_{ci} + (u - 1)d \) and \( y_{ci} \leq y \leq y_{ci} + (v - 1)d \) where \( u \) and \( v \) are the column and row numbers of the cell, \( x_{min} \) and \( y_{min} \) are the minima of \( x \) and \( y \)-coordinates, and \( d \) is the size of the cell. \( 1 ≤ u ≤ \bar{m} \) and \( 1 ≤ v ≤ \bar{n} \), where \( \bar{m} = \left\lfloor \frac{x_{max} - x_{min}}{d} \right\rfloor \) and \( \bar{n} = \left\lfloor \frac{y_{max} - y_{min}}{d} \right\rfloor \); \( x_{max} \) and \( y_{max} \) are the maxima of \( x \) and \( y \)-coordinates, and \( \lfloor \cdot \rfloor \) denotes floor(\cdot).

For each cell, we compute three features: height, intensity, and density as follows:

\[
h(u, v) = \frac{\max\{z_{ci} | \mathbf{p}_{ci} \in \mathcal{C}(u, v)\} - z_{\min}}{z_{\max} - z_{\min}} \tag{2}
\]

\[
i(u, v) = t_{ci} \text{ corresponding to } \max\{z_{ci} | \mathbf{p}_{ci} \in \mathcal{C}(u, v)\} \tag{3}
\]

\[
d(u, v) = \min \left\{ 1.0, \frac{\log(N_{uv} + 1)}{\log 64} \right\} \tag{4}
\]

where \( z_{\min} \) and \( z_{\max} \) represents the maximum and minimum height of point clouds respectively, \( t_{ci} \) is the reflection intensity of \( \mathbf{p}_{ci} \) and \( N_{uv} \) is the number of the points in \( \mathcal{C}(u, v) \). The values of \( h(u, v), i(u, v) \) and \( d(u, v) \) are all between 0-1.

Fig. 4 visualizes the value distribution of a HID image patch in the height channel, the intensity channel, and the density channel separately. The brighter the color in the distribution map, the larger the value. It can be seen obviously that the feature of the height channel is stronger than others. If three channels are directly merged into the non-weighted HID image, the effective information of the density channel and the intensity channel will be covered by the height channel. The weight is set as:

\[
r_h; r_i; r_d = \frac{1}{SUM_h}; \frac{1}{SUM_i}; \frac{1}{SUM_d} \tag{5}
\]

we compute the sum of the values of each point in the three channels separately as follows:

\[
SUM_h = \sum_u \sum_v h(u, v) \tag{6}
\]

\[
SUM_i = \sum_u \sum_v i(u, v) \tag{7}
\]

\[
SUM_d = \sum_u \sum_v d(u, v) \tag{8}
\]

Specifically, it needs to be explained here why the weight is set not to emphasize channels with stronger features, but to achieve a balance. This is because the information in the three channels is complementary and all contribute to the accuracy improvement.

To use these features to construct a new feature image, we need to normalize them to 0-255 according to the rule of the color channel as follows:

\[
h_{hid\_{max}} = \max\{h(u, v) r_h, i(u, v) r_i, d(u, v) r_d\} \tag{9}
\]
We obtain three channels: height $H = \{h(u, v) | 1 \leq u \leq \bar{m}, 1 \leq v \leq \bar{n}\}$, intensity $I = \{i(u, v) | 1 \leq u \leq \bar{m}, 1 \leq v \leq \bar{n}\}$, and density $D = \{d(u, v) | 1 \leq u \leq \bar{m}, 1 \leq v \leq \bar{n}\}$, as shown in Fig. 5(a), (b), and (c). As a result, these three feature channels $H, I,$ and $D$ are merged into a new feature image, called the height-intensity-density (HID) image, as shown in Fig. 5(d).

Compared with the color image, the HID image is more robust and can effectively avoid the problems of object occlusion. Fig. 6 shows the tracking results in color images and HID images respectively. The color image-based tracking method is described in detail in Section V-B. In Fig. 6, the dotted line represents the predicted bounding box and the solid line represents the detected bounding box. As shown in Fig. 6 (a), although the objects are successfully detected at both the $t$ sampling instant and the $t + 1$ sampling instant, the predicted bounding boxes drift during the tracking based on the color image. Therefore, the predicted objects and the detected objects at the $t + 1$ sampling instant match incorrectly, and the IDs of the two vehicles are exchanged. It can be seen obviously that the tracking drift is actually caused by the occlusion of pedestrians in the foreground in Fig. 6 (a), which is avoided in the HID image in Fig. 6 (b).

Compared with the color image, the HID image has some advantages. Background clutter leads to redundant features extracted in color images, while the top-down view of the HID image avoids complex information. Therefore, the object feature extracted from HID images is clearer, which ensures the accuracy of prediction. Object occlusion causes bounding boxes in the color image to overlap while bounding boxes in the HID image are independent of each other. Therefore, the objects in the HID image will not be affected by nearby objects, which improves the tracking accuracy.

IV. MULTI-OBJECT TRACKING

A. Problem Description

MOT is to correlate objects in consecutive sampling instants. Fig. 7 describes the tracking-by-detection paradigm. As can be observed, at the $t$ sampling instant, there are 3 tracked objects a, b and c. At the $t + 1$ sampling instant, the position of tracked objects can be predicted by the tracker, and objects in the scene are also need to detected at the same time. Detected objects need to be associated with predicted objects at the $t + 1$ sampling instant. After data association, there are three kinds of outputs: matched predicted-detected objects, unmatched detected objects and unmatched predicted objects.

In this process, there are three main problems:
1) How to correlate objects correctly;
2) How to deal with unmatched predicted objects;
3) How to deal with unmatched detected objects.

To correlate objects correctly, we construct a HID image and develop a RKCF tracker to predict the objects in the HID images. For unmatched predicted objects, we build an object retention module. It checks whether the prediction is correct and retains correctly predicted objects to compensate for the missed detection. For unmatched detected objects, we build an object re-recognition module. It can only not compensate for the wrong prediction, but also deal with a tracked object which disappears temporarily and then reappears.

B. Multi-object Detection from 3D Point Clouds

In our method, the Point-GNN is used to detect objects from the 3D color point cloud $P$, at each sampling instant [7]. The network will output 3D bounding boxes and detection confidences of objects. Because we have obtained the geometric mapping relationship between the LRF and the camera in Section III-A, we can project the 3D bounding boxes into the imaging plane by using (1), and obtain the corresponding 2D bounding boxes in the image. In addition, we
can also project the 3D bounding boxes into the 2D grid on the xoy plane vertically, and obtain the corresponding 2D bounding boxes in the HID image. At the t sampling instant, the 2D bounding boxes of the detected objects in the HID image $D_t$ are denoted by $B_t^2 = \{b_{ts}^2|1 \leq s \leq n_t\}$, where $(u_{ts}, v_{ts})$, $(l_{ts}, w_{ts})$, and $\gamma_{ts}$ are the center, size, and heading angle of the 2D bounding box in the HID pixel coordinate system. To achieve better object tracking effect in the HID images, we propose a rotation kernel correlation filter (RKCF), which includes three steps as follows.

1) Rotating the HID Image at the t Sampling Instant

As described in the kernel correlation filter [29], to train a classifier, we need to construct the training data which include a base sample and several virtual samples. The base sample is an image patch which has the same center as the 2D surrounding box of a tracked object. It is 3 times the size of 2D surrounding box of a tracked object. The virtual samples are obtained by cyclically shifting the base sample. The training data have a great effect on the accuracy of the classifier. If the 2D surrounding box is tilted, as shown in Fig. 8(a), the base sample may lose some key information of the tracked object, which will affect the virtual samples. In order to obtain a standard base sample, we hope that the 2D surrounding box has the same orientation as the image, as shown in Fig. 8(b). Thus, for each 2D surrounding box $b_{ts}$, we should rotate the HID image $D_t$ through $\theta_{ts}$ with $(u_{ts}, v_{ts})$ as the rotation center first, and then extract the patch around the 2D surrounding box $b_{ts}$ from the rotated HID image $\tilde{D}_t$ as the standard base sample. If $0 \leq \gamma_{ts} \leq \pi$, $\theta_{ts} = 90^\circ - \gamma_{ts}$; if $-\pi \leq \gamma_{ts} \leq 0$, $\theta_{ts} = -90^\circ - \gamma_{ts}$. If $\theta_{ts} > 0$, the rotation direction is anticlockwise; if $\theta_{ts} < 0$, the rotation direction is clockwise, as shown in Fig. 9.

2) Training the Classifier at the t Sampling Instant

Let $x_{00} \in R^{m \times n}$ denote the base sample which is represented by color features. Without loss of generality, $m$ and $n$ are set as an odd number respectively. Let $\bar{m} = (m - 1)/2$ and $\bar{n} = (n - 1)/2$. Since the virtual samples are obtained by cyclically shifting the base sample $x_{00}$, $\{x_{ij} = P[x_{00}Q]| - \bar{m} \leq i \leq \bar{m}, -\bar{n} \leq j \leq \bar{n}, i \neq 0, j \neq 0\}$ denotes the virtual samples, where $P$ is a row cyclic shift operator (permutation matrix) and $Q$ is a column cyclic shift operator. If $i > 0$, the base sample $x_{00}$ shifts down $i$ rows; if $i < 0$, the base sample $x_{00}$ shifts up $i$ rows. If $j > 0$, the base sample $x_{00}$ shifts right $j$ columns; if $j < 0$, the base sample $x_{00}$ shifts left $j$ columns.
a result, we can obtain the training samples $X = \{x_{ij} = P^i x_{00} Q^j | -\tilde{m} \leq i \leq \tilde{m}, -\tilde{n} \leq j \leq \tilde{n}\}$, which are rewritten as the circulant matrix $X = C(x_{00}) \in \mathbb{R}^{mn \times mn}$.

$$X = C(x_{00}) = \begin{bmatrix}
    x_{(-m)(-n)} & x_{(-m)(-n+1)} & \cdots & x_{(-m)n} \\
    x_{(-m+1)(-n)} & x_{(-m+1)(-n+1)} & \cdots & x_{(-m+1)n} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{m(-n)} & x_{m(-n+1)} & \cdots & x_{mn}
\end{bmatrix}$$  \hspace{1cm} (14)

where $C$ denotes the cyclic shift, as shown in Fig. 10(a).

Each sample $x_{ij}$ corresponds to an output $y_{ij}$, which denotes the probability that the object moves $i$ rows and $j$ columns. The output $y_{ij}$ obeys the 2D Gaussian distribution, as shown in Fig. 10. By using the samples $x_{ij}$ and their outputs $y_{ij}$, we train the classifier, i.e. the kernel regression model

$$f(z) = w^T \phi(z) = \sum_{i,j} a_{ij} \phi(x_{ij})^T \phi(z)$$  \hspace{1cm} (15)

where $z$ is a sample, $f(z)$ is its output (probability), and $\phi(\cdot)$ is the nonlinear mapping. The kernel regression model is solved by minimizing the squared error over the training samples $x_{ij}$ and their regression outputs $y_{ij}$ as follows

$$\min \alpha \sum_{i,j} (f(x_{ij}) - y_{ij})^2 + \lambda \left( \sum_{i,j} a_{ij} \phi(x_{ij}) \right)^2$$  \hspace{1cm} (16)

where $a_{ij}$ is an element of the parameter matrix $\alpha$

$$\alpha = \begin{bmatrix}
    a_{(-m)(-n)} & a_{(-m)(-n+1)} & \cdots & a_{(-m)n} \\
    a_{(-m+1)(-n)} & a_{(-m+1)(-n+1)} & \cdots & a_{(-m+1)n} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m(-n)} & a_{m(-n+1)} & \cdots & a_{mn}
\end{bmatrix}$$

$y_{ij}$ is an element of the output matrix $y$

$$y = \begin{bmatrix}
    y_{(-m)(-n)} & y_{(-m)(-n+1)} & \cdots & y_{(-m)n} \\
    y_{(-m+1)(-n)} & y_{(-m+1)(-n+1)} & \cdots & y_{(-m+1)n} \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{m(-n)} & y_{m(-n+1)} & \cdots & y_{mn}
\end{bmatrix}$$

and $\lambda$ is a regularization parameter.

Since $X$ is a block circulant matrix, the corresponding kernel matrix $K$ is also a block circulant matrix. This contributes to the fast computation of $\alpha$ by using the 2D Fourier transform as follows

$$\hat{\alpha} = \frac{1}{k^{xx} + \lambda} \mathcal{F}^\dagger \hat{y}$$  \hspace{1cm} (17)

where $k^{xx}$ is the generator matrix of the block circulant matrix $K$ and the hat $^\dagger$ denotes the Fourier transform. The detailed derivation for 1D samples is in [29]. $k^{xx}$ is represented as

$$k^{xx} = \exp \left( -\frac{1}{\sigma^2} (\|x_{00}\|^2 + \|x_{00}\|^2) -2\mathcal{F}^{-1}(\mathbb{X}_{00} \mathcal{X}_{00}) \right)$$  \hspace{1cm} (18)

where $\mathcal{F}^{-1}$ is the inverse Fourier transform and $\mathbb{X}_{00}$ is the complex-conjugate of $\mathbb{X}_{00}$, $\sigma$ is the bandwidth of the Gaussian kernel function. By using $k^{xx}$ and $y$, we can compute $\alpha$ fast and obtain the kernel regression model.

3) Predicting the Object at the $t+1$ Sampling Instant

At the $t+1$ sampling instant, the 2D bounding box $b_{tz}$ of each tracked object in the HID image $D_t$ is also used on the HID image $D_{t+1}$. Similar to $D_t$, the HID image $D_{t+1}$ is also rotated through $\theta_{tz}$ with $(u_{tz}, v_{tz})$ as the rotation center. Then, the image patch around the surrounding box $b_{tz}$ is extracted from the rotated HID image $D_{t+1}$ as the standard base sample $z_{00}$.

And, the virtual samples are obtained by cyclically shifting the base sample. As a result, we can obtain the testing samples $Z = \{z_{ij} = P^i z_{00} Q^j | -\tilde{m} \leq i \leq \tilde{m}, -\tilde{n} \leq j \leq \tilde{n}\}$.

By using the kernel regression model (15), the prediction responses of all the testing samples are computed as

$$\hat{f}(Z) = \hat{k}^{xx} \mathcal{F}^\dagger \hat{a}$$  \hspace{1cm} (19)

where $k^{xx} = \phi(z_{00})^T \phi(X)^T$ is the generator matrix of the block circulant matrix $K^{xx}$.

Similar to (18), $k^{xx}$ is computed as

$$k^{xx} = \exp \left( -\frac{1}{\sigma^2} (\|x_{00}\|^2 + \|z_{00}\|^2) -2\mathcal{F}^{-1}(\mathbb{X}_{00} \mathcal{X}_{00}) \right)$$  \hspace{1cm} (20)

$f(Z)$ is in $\mathbb{R}^{mn \times m}$, a matrix, containing the output for all cyclic shifts of $z_{00}$, i.e. the full prediction responses.

From the full prediction responses $f(Z)$, we can find the testing sample $z_{ab}$ that has the maximal response. The $a$ rows and $b$ columns of $z_{00}$ cyclically shifts to $z_{ab}$ represent the distances that the tracked object moves between two sampling instants in the rotated HID image $D_{t+1}$. The tracked object that predicted by RKCF at the $t + 1$ sampling instant is called the predicted object. In the original HID image $D_{t+1}$, the position of the predicted object is computed as

$$\begin{align*}
    u_{(t+1)s} &= u_{ts} + a \cos \theta_{ts} - b \sin \theta_{ts} \\
    v_{(t+1)s} &= v_{ts} + b \cos \theta_{ts} + a \sin \theta_{ts}
\end{align*}$$

The 2D bounding boxes of the predicted objects in the HID image $D_{t+1}$ at the $t + 1$ sampling instant are denoted by $b_{(t+1)j} = \{b_{(t+1)j} | 1 \leq j \leq n_{t+1}\}$.

D. Data Association

To assign the detected objects to the predicted objects, the assignment cost matrix $M_{t+1} = \{m_{(t+1)ij} | 1 \leq i \leq n_{t+1}, 1 \leq j \leq n_{t+1}\}$ is computed as the product of the prediction score and the intersection-over-union (IOU) distance between the 2D bounding box of each detected object and the 2D bounding boxes of all the predicted objects by using the Kuhn-Munkres (KM) method [30].

$$m_{(t+1)ij} = S_{(t+1)ij} \cap b_{(t+1)j} = b_{(t+1)j}$$  \hspace{1cm} (22)

where $S_{(t+1)ij}$ is the prediction score of the $j$th predicted object, which will be introduced in Section IV-E. The initial prediction score of each predicted object is set as 1.

After the KM assignment, there are three kinds of outputs: matched predicted-detected objects, unmatched predicted objects, and unmatched detected objects. The matched predicted-detected objects are used to update the tracked objects and continuously train and predict at the next sampling instant. The unmatched predicted objects are used for object retention. The unmatched detected objects are used for object re-recognition.

E. Object retention

To ensure the integrity of the tracking sequence, we propose an object retention module to identify the correctly predicted
objects from the unmatched predicted objects and retain them.

Let $\mathbf{b}_{t+1}^p = \{\mathbf{b}_{(t+1)}^p|1 \leq j \leq \bar{n}_{t+1}^p\}$ be the 2D bounding boxes of the unmatched predicted objects in the HID image $D_{t+1}$ at the $t + 1$ sampling instant. For $\mathbf{b}_{(t+1)}^p$, we find the 2D bounding box $\mathbf{b}_{ij}$ of the corresponding tracked object at the $t$ sampling instant. Then, we compute the similarity $s_j$ between the color image in $\mathbf{b}_{(t+1)}^p$ and the color image in $\mathbf{b}_{ij}$, to check if the prediction is correct by using the average hash algorithm.

We use color images instead of HID images to calculate the similarity. It is because the point cloud information has already been used in the object prediction module, and the use of the color image information has a multimodal effect.

For the color image $I$ in each 2D bounding box, the processing steps are described as follows [31].

1) The color image $I$ are resize to $16 \times 16$, and then transformed to a grayscale image $G$.

2) The average value of the grayscale image $G$ is computed by

$$\mu_g = \frac{\sum_{i=1}^{16}\sum_{j=1}^{16} G(u,v)}{256}$$  (23)

3) If $G(u,v) \geq \mu_g$, its hash value is set as 1; if $G(u,v) < \mu_g$, its hash value is set as 0. Then, we obtain the 256-bit binary hash value of the image $I$.

Then, the similarity $s_j$ between the color image in $\mathbf{b}_{(t+1)}^p$ and the color image in $\mathbf{b}_{ij}$ is computed as the hamming distance between their 256-bit binary hash values. If $s_j > T_s$, these two objects are the same, indicating that the prediction is correct. The correctly predicted object is retained to update the tracked object for continuous training and predicting at the next sampling instant. If not, it is determined that the prediction is wrong. The wrongly predicted object is added to the unsuccessfully tracked objects and waits for the object re-recognition.

It is always assumed that the detection at the $t$ sampling instant is accurate. But the detection at the $t$ sampling instant may actually be inaccurate detection, which leads to the inaccurate prediction at the $t + 1$ sampling instant and the error accumulation in the process of continuous prediction. To filter out the impact of the wrong prediction, we propose a detection score and a prediction score for each predicted object.

In addition, we set a prediction score $S_{(t+1)}^p$ as the weight of the predicted object. The initial prediction score of each correctly predicted object is set as 0.5. As the prediction time increases, the prediction error accumulates, so the prediction score is gradually reduced to ensure the accuracy of association:

$$S_{(t+1)}^p = S_{(t)}^p(1 - \delta)$$  (24)

A correctly predicted object can be retained for up to 8 frames.

The prediction score in the object retention module ensures the integrity of the tracking sequence. The object retention module checks whether the prediction is correct and retains correctly predicted objects. Therefore, the prediction can still be continued in the case of missed detection, and the reliability of prediction results is ensured.

F. Object Re-recognition

To identify the correctly detected objects from the unmatched detected objects and find out new objects, reappearing objects and disappeared objects, we develop an object re-recognition module.

As mentioned above, the unsuccessfully tracked objects whose 2D bounding boxes before tracking failure are denoted by $\mathbf{b}_T = \{\mathbf{b}_k|1 \leq k \leq \bar{n}_T\}$, include all the wrongly predicted objects. Let $\mathbf{b}_{P_{T+1}} = \{\mathbf{b}_{(t+1)}^p|1 \leq i \leq \bar{n}_{P_{t+1}}^p\}$ be the 2D bounding boxes of the unmatched detected objects at the $t + 1$ sampling instant. Then, we compute the appearance score $s_{ik}$ between the color image in $\mathbf{b}_{(t+1)}^p$ and $\mathbf{b}_k$ by using the average hash algorithm, following the processing steps in Section IV-E.

If $s_{ik} \geq T_a$, the two objects in $\mathbf{b}_{(t+1)}^p$ and $\mathbf{b}_k$ are the same. If $T_a > s_{ik} \geq T_s$, we further use the spatial distance score $l_{ik}$ between $\mathbf{b}_{(t+1)}^p$ and $\mathbf{b}_k$ to verify if the two objects in $\mathbf{b}_{(t+1)}^p$ and $\mathbf{b}_k$ are the same. If $l_{ik} \leq T_s$, these two objects are the same. If $l_{ik} > T_s$, the threshold $T_d$ is set to $T_d = l_{m} \times n_{ik}$, where $l_{m}$ is the maximal distance that the object moves between the two successive frames and $n_{ik}$ is the difference of the frame numbers between $\mathbf{b}_{(t+1)}^p$ and $\mathbf{b}_k$.

If the two objects in $\mathbf{b}_{(t+1)}^p$ and $\mathbf{b}_k$ are the same, the $i$th unmatched detected object in $\mathbf{b}_{(t+1)}^p$ is considered as a correctly detected object or a reappearing object. It is used to update the tracked object and is removed from unsuccessfully tracked objects. If not, a new tracked object is created for $\mathbf{b}_{(t+1)}^p$. In addition, if an unsuccessfully tracked object exists for more than 5 frames, we think that this object disappears permanently.

The combination of the appearance score and the spatial distance score in the object re-recognition module ensures the accuracy of association. The object re-recognition avoids creating new tracks repeatedly and improves the tracking performance. It can not only compensate for the wrong prediction but also deal with a tracked object which disappears temporarily and then reappears. It is effective for recovering a tracking sequence from tracking failure.

V. EXPERIMENTS AND ANALYSIS

Our method is evaluated on the KITTI tracking data set [32]. This data set contains 50 sequences with 19103 frames, which have the ground truth. For the object prediction module, we set $\lambda = 1 \times 10^{-4}$ and $\sigma = 0.5$. For the object retention module, we set $\delta = 0.05$. For the object re-recognition module, we set $T_a = 120, T_h = 200, T_i = 160$ and $l_{m} = 25$. The hyperparameters are tuned via cross validation.

A. Metrics

1) 2D Evaluation Metrics

For KITTI 2D MOT, the experimental results are evaluated according to the recently proposed HOTA (Higher Order Tracking Accuracy) metrics [33]. The HOTA metric naturally decomposes into a family of sub-metrics which are able to separately measure different aspects of tracking. The sub-metrics are the detection accuracy score (DetA) and association accuracy score (AssA).

2) 3D Evaluation Metrics

For KITTI 3D MOT, the experimental results are evaluated
To show the performance of the weighted HID image, we compare the effect of object tracking based on the weighted HID image with that based on the color image and the non-weighted HID image.

The color image-based tracking method uses a kernel correlation filter (KCF) to predict the objects in two sequential color images. Then, the predicted objects are associated with the detected objects by the Kuhn-Munkres algorithm. Furthermore, an object retention module and an object re-recognition module are added to overcome the object matching failure in the in-between frames.

In the comparative experiment, only the type of input image is different. The other parameters of the three methods are the same, which ensures the fairness of the comparison of tracking performance based on the color image and the HID image.

To show the performance of the HID image, we compare the effect of object tracking based on the color image with that based on the HID image. As can be observed in Table I, all the metrics of the method with the HID image are higher than those of the method with the color image. This shows that the HID image has a good effect on MOT, which effectively avoids the influence of object occlusion and improves the tracking accuracy compared with the color camera image.

To show the performance of the weighted HID image, we compare the effect of object tracking based on the weighted HID image with that based on the non-weighted HID image. As shown in Table I, the HOTA and AssA metrics of the method with the weighted HID image are higher than those of the method with the non-weighted HID image. If the weight is not added, the effective information of the point cloud intensity will be hidden and the tracking accuracy will decrease. This shows that the weight has a good effect on MOT, which improves the tracking accuracy.

2) **Performance of the RKCF**

To show the performance of the RKCF, we compare the effects of object tracking by using the RKCF and original KCF. As can be observed in the difference between the experimental results of “HID + KCF + Retain (KCF)” and “HID + RKCF + Retain (RKCF)” in Table II, the RKCF is 0.8% higher than the KCF in terms of HOTA.

The rotation mechanism of RKCF makes the base sample more accurate and avoids the information loss in feature extraction, which effectively reduces the accumulated error compared to the original KCF and ensures the accuracy of prediction.

Under the mechanism of the object retention module, the prediction can still be continued for several steps, even if there is no corresponding detection. In the process of continuous prediction, the accumulated error of prediction will increase, resulting in tracking drift. Due to the rotation of RKCF, the base sample is more accurate, which effectively reduces the accumulated error compared to the original KCF and ensures the accuracy of prediction. On the contrary, the base sample obtained by KCF is incomplete, which leads to a rapid increase in the error of prediction until the prediction fails.

3) **Performance of the Object Retention Module and the Object Re-recognition Module**

To show the performance of our object retention module and object re-recognition module, we set “HID + RKCF” as the baseline, and compare the effects of object tracking by adding the object retention module (HID + RKCF + Retain) and object re-recognition module (HID + RKCF + Reco).

As shown in Table III, “HID + RKCF + Retain” is 2.93% higher than “HID + RKCF” in terms of HOTA, proving that the object retention module is effective for continuously predicting objects and improving prediction reliability. “HID + RKCF + Reco” is 1.34% higher than “HID + RKCF” in terms of HOTA, proving that the object re-recognition module is effective for recovering a tracking sequence from tracking failure. “HID + RKCF + Retain + Reco” is 3.19% higher than “HID + RKCF” in terms of HOTA, proving the joint action of the two modules overcomes the object matching failure in the in-between frames and ensures the integrity of the tracking sequence. In summary, the object retention module and the object re-recognition module can effectively improve tracking accuracy.

### B. Ablation Study

We perform ablation study on the KITTI-Car training set based on the 2D MOT evaluation metrics.

1) **Performance of the weighted HID Image**

In order to show the performance of our weighted HID image, we compare the effect of object tracking based on the weighted HID image with that based on the color image and the non-weighted HID image.

### Table I: Analysis of Weighted HID Image

<table>
<thead>
<tr>
<th>Input</th>
<th>HOTA↑</th>
<th>DetA↑</th>
<th>AssA↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color Image</td>
<td>76.30%</td>
<td>75.31%</td>
<td>77.54%</td>
</tr>
<tr>
<td>Non-weighted HID image</td>
<td>77.55%</td>
<td>75.27%</td>
<td>80.15%</td>
</tr>
<tr>
<td>Weighted HID Image</td>
<td>78.04%</td>
<td>75.31%</td>
<td>81.13%</td>
</tr>
</tbody>
</table>

### Table II: Analysis of RKCF

<table>
<thead>
<tr>
<th>Method</th>
<th>HOTA↑</th>
<th>DetA↑</th>
<th>AssA↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>HID + KCF + Retain (KCF)</td>
<td>76.98%</td>
<td>75.12%</td>
<td>79.14%</td>
</tr>
<tr>
<td>HID + RKCF + Retain (RKCF)</td>
<td>77.78%</td>
<td>75.15%</td>
<td>80.76%</td>
</tr>
</tbody>
</table>

### Table III: Analysis of Object Retention (Retain) and Object Re-recognition (Reco)

<table>
<thead>
<tr>
<th>Method</th>
<th>HOTA↑</th>
<th>DetA↑</th>
<th>AssA↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>HID + RKCF</td>
<td>74.85%</td>
<td>73.92%</td>
<td>76.06%</td>
</tr>
<tr>
<td>HID + RKCF + Retain</td>
<td>77.78%</td>
<td>75.15%</td>
<td>80.76%</td>
</tr>
<tr>
<td>HID + RKCF + Reco</td>
<td>76.19%</td>
<td>74.96%</td>
<td>77.71%</td>
</tr>
<tr>
<td>HID + RKCF + Retain + Reco</td>
<td>78.04%</td>
<td>75.31%</td>
<td>81.13%</td>
</tr>
</tbody>
</table>
1) Changing detection method with our tracking method to show the performance of Point-GNN detector

We adopt detection results of three different detectors on our tracking method respectively to show the performance of the Point-GNN detector. SECOND [34] is a one-stage voxel-based detection method and Point-RCNN [35] is a two-stage detection method based on point cloud segmentation. Point-GNN uses a graph neural network on the point cloud. As shown in Table IV, compared with other detectors, using the detection results of Point-GNN in our tracking method achieves the highest HOTA. We can find that Point-GNN achieves the best accuracy among the three methods.

2) Changing tracking method with Point-GNN to show the performance of our tracking method

There are no other MOT methods using the same detection method (Point-GNN). To make a fair comparison, we adopt the Point-GNN detection results on a generally recognized MOT baseline method AB3DMOT. Compared with the AB3DMOT method that uses Point-GNN, our method achieves higher HOTA, as shown in Table V. The experimental results show that our tracking method has better performance.

D. Analysis of the grid size

The performance of the HID image depends largely on the grid size. The larger the grid size, the smaller the size of the HID image and the fewer the details. The lack of HID image details leads to poor tracking accuracy. The smaller the grid size, the larger the size of the HID image, the more the details, and the slower the image processing. Due to the sparsity of point cloud, a too small grid size will not increase more details, while a too large size of the HID image will greatly increase the cost of image processing. Therefore, we need to find a proper resolution.

We add an experiment to determine which grid size is the most appropriate for tracking by changing the grid size on the KITTI-Car training set based on the 2D MOT evaluation metrics. As shown in Table VI, when the grid size is set as 0.1m, the HOTA and AssA reach the highest. At the grid size of 0.1m, our method achieves 20.8 FPS on the KITTI-Car test data set, which is suitable for autonomous driving. Therefore, the grid size is set to 0.1m for the construction of HID image in our method.

This grid size is not too large to lose detail or too small to increase time consumption, which balances tracking accuracy and time efficiency. At this grid size, the size of the HID image is appropriate, and the objects in the image are clear and easy to distinguish. Therefore, we can achieve the best performance. If the grid size is set smaller, not only the tracking accuracy will not improve, but also the real-time performance will not be satisfied.

E. Comparison Experiments

1) KITTI 3D MOT

In this experiment, we compare our method with some 3D MOT methods on the KITTI-Car validation set based on the 3D MOT evaluation metrics. Following the same experimental settings as AB3DMOT [24], we use sequences 1, 6, 8, 10, 12, 13, 14, 15, 16, 18, 19 as the validation set. As shown in Table VII, our method reaches the highest in all the 3D MOT metrics.

2) KITTI 2D MOT

In this experiment, we compare our method with other advanced methods on the KITTI-Car test set based on the 2D MOT evaluation metrics. Experimental results with different methods are shown in Table VIII. We divide these methods into supervised deep learning methods, unsupervised deep learning methods and traditional methods, which are currently published in the KITTI benchmark data set.

Our method achieves 20.8 FPS on the KITTI-Car test data set. The running time of our method is 0.048s, which is suitable for autonomous driving.

Among all published MOT methods, the HOTA of our method is only lower than two supervised deep learning methods, PC-TCNN and Permatrack. However, due to the complexity of the network, these two methods have longer running time and lower computational efficiency than our method. In addition, the training process of supervised deep learning methods relies on a large number of carefully labeled objects, and the labeling process is time-consuming and expensive. As a traditional method, our method does not require labeling.

The other supervised deep learning methods have the same
real-time performance as our method, but the accuracy is lower. CenterTrack and TrackMPNN can only associate detection frames between two consecutive frames, so it is not possible to re-match objects that have disappeared for a long time. In our method, on the other hand, the object retention module and the object re-recognition module are developed based on the color image, which overcomes the object matching failure in the in-between frames. QD-3DT and Mono3DT only use single-modal information, while our method takes full advantage of point cloud information and image information. We not only construct a novel weighted height-intensity-density (HID) image by the point cloud but also develop an object re-recognition module and an object retention module by using the color image, which makes the multi-modal information complement each other effectively.

Compared with unsupervised deep learning methods, our method achieves higher HOTA. This is because the labels of some unsupervised deep learning methods are generated from

<table>
<thead>
<tr>
<th>Method</th>
<th>Category</th>
<th>HOTA↑</th>
<th>DetA↑</th>
<th>AssA↑</th>
<th>Time↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC-TCNN [15]</td>
<td>Supervised Deep Learning Method</td>
<td>80.90%</td>
<td>78.46%</td>
<td>84.13%</td>
<td>0.3s</td>
</tr>
<tr>
<td>Permatrack [14]</td>
<td>Supervised Deep Learning Method</td>
<td>78.03%</td>
<td>78.29%</td>
<td>78.41%</td>
<td>0.1s</td>
</tr>
<tr>
<td>Mono3DT [11]</td>
<td>Supervised Deep Learning Method</td>
<td>73.16%</td>
<td>72.73%</td>
<td>74.18%</td>
<td>0.03s</td>
</tr>
<tr>
<td>LGM [17]</td>
<td>Supervised Deep Learning Method</td>
<td>73.14%</td>
<td>74.61%</td>
<td>72.31%</td>
<td>0.08s</td>
</tr>
<tr>
<td>CenterTrack [13]</td>
<td>Supervised Deep Learning Method</td>
<td>73.02%</td>
<td>75.62%</td>
<td>71.20%</td>
<td>0.045s</td>
</tr>
<tr>
<td>QD-3DT [12]</td>
<td>Supervised Deep Learning Method</td>
<td>72.77%</td>
<td>74.09%</td>
<td>72.19%</td>
<td>0.03s</td>
</tr>
<tr>
<td>TrackMPNN [18]</td>
<td>Supervised Deep Learning Method</td>
<td>72.30%</td>
<td>74.69%</td>
<td>70.63%</td>
<td>0.05s</td>
</tr>
<tr>
<td>DiTMOT [16]</td>
<td>Supervised Deep Learning Method</td>
<td>72.21%</td>
<td>71.09%</td>
<td>74.04%</td>
<td>0.08s</td>
</tr>
<tr>
<td>MOTSFusion [9]</td>
<td>Supervised Deep Learning Method</td>
<td>68.74%</td>
<td>72.19%</td>
<td>66.16%</td>
<td>0.44s</td>
</tr>
<tr>
<td>SMAT [19]</td>
<td>Unsupervised Deep Learning Method</td>
<td>71.88%</td>
<td>72.13%</td>
<td>72.13%</td>
<td>0.1s</td>
</tr>
<tr>
<td>Visual-Spatial [20]</td>
<td>Unsupervised Deep Learning Method</td>
<td>62.50%</td>
<td>61.10%</td>
<td>65.30%</td>
<td>-</td>
</tr>
<tr>
<td>Mono-3D-KF [25]</td>
<td>Traditional Method</td>
<td>75.47%</td>
<td>74.10%</td>
<td>77.63%</td>
<td>0.3s</td>
</tr>
<tr>
<td>EagerMOT [26]</td>
<td>Traditional Method</td>
<td>74.39%</td>
<td>75.27%</td>
<td>74.16%</td>
<td>0.01s</td>
</tr>
<tr>
<td>AB3DMOT [24]</td>
<td>Traditional Method</td>
<td>69.99%</td>
<td>71.13%</td>
<td>69.33%</td>
<td>0.0047s</td>
</tr>
<tr>
<td>MASS [27]</td>
<td>Traditional Method</td>
<td>68.25%</td>
<td>72.92%</td>
<td>64.46%</td>
<td>0.01s</td>
</tr>
<tr>
<td>Our method</td>
<td></td>
<td>75.90%</td>
<td>75.20%</td>
<td>77.22%</td>
<td>0.048s</td>
</tr>
</tbody>
</table>

Fig. 11. Qualitative results on the KITTI-Car test set (a) in the HID images, (b) in the 3D point clouds, and (c) in the color images.
the predictions of traditional tracking methods. If the predictions are incorrect and generate noise, the trained model will also be inaccurate, resulting in low accuracy of the tracking result. Moreover, our method ranks first among all the traditional methods in terms of HOTA.

In conclusion, The reason that our MOT method can achieve good performance is mainly due to the following aspects: 1) The HID image is constructed from the 3D point cloud, which effectively avoids the influences of object occlusion; 2) the object retention and the object re-recognition are developed based on the color image, which overcomes the object matching failure in the in-between frames; 3) the 3D point cloud and the color image are fully utilized, which makes the multi-modal information complement each other effectively.

In order to show the details of our MOT method, the qualitative results of the sequence 0000 from the KITTI tracking test set are shown in Fig. 11. The bounding box of each object is represented by a different color box and marked with its own ID. Our method is able to create an accurate trajectory in the 3D space and performs well even in a cluttered scene.

VI. CONCLUSION

In this paper, we propose a multi-object tracking framework based on the HID image with the multi-modal information. The main contributions of our method include the construction of the HID image, the RKCF based on the HID image, the object retention and the object re-recognition based on the color image. These technical features make our method accurate. Experimental results show that our method achieves competitive performance among the traditional multi-object tracking methods.
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