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A B S T R A C T

Recent years, informatization methods have been gradually applied to medical treatment, in
which machine learning and evolutionary computation play an important role. However, the
effective methods for the study of multi-factor disease evolutionary process are still largely
open. There are some issues in the field of disease analysis, such as the lack of visual multi-
factor disease evolution model and effective analysis methods. For a universal method of data
analysis and medical diagnosis, the machine learning algorithms should be combined with the
formal modeling methods to fully realize the complementary advantages, make model has the
advantages of visualization and efficient data analysis. This work proposes a novel research
idea for the modeling analysis of current multi-factor diseases and reveal its feasibility, so as
to explore potential pharmaceutical targets and enable doctors and patients to better understand
the evolution process of multi-factor diseases. It is worth mentioning that, in order to verify the
feasibility of the proposed idea, we applied it to the analysis of the role of monoamine hormones
in depression. The model incorporates the machine learning algorithms, and it finally outputs
the pathogenic probability under different hormone levels, reflecting the importance of different
factors on depression. The application case proved that we provide a clear process model and a
novel research method for multi-factor disease evolutionary process analysis.

1. Introduction
The advancement of Internet technology has led to an increase in the application of research methods in the

medical field [1, 2, 3, 4, 5]. However, the complexity of disease development is significant. The interaction of external
factors and the body’s reaction functions can result in changes in the structure, metabolism, and function of the body.
Understanding these changes is essential for studying and preventing diseases [6]. The field of pathology is critical in
identifying the causes, mechanisms, and rules of disease development [7, 8, 9, 10]. In addition, research on multi-factor
disease analysis has been conducted, but currently, there is a lack of a suitable method for visualizing the evolutionary
process of diseases, specifically in terms of displaying the impact of disease and the probability of different factors.
To address this, we propose a method that combines formal methods and machine learning algorithms for multi-factor
disease evolutionary process analysis. This approach aims to resolve the non-visual aspect of disease progression and
aid doctors in analyzing and observing the effects of various factors on disease development.

In this paper, in order to facilitate the model construction, we firstly proposed a generalized model of multi-factor
disease analysis using Coloured Petri nets (CPN) [11], and then used the refined the original generalized model through
CPN for specific diseases. The advantages and progressiveness of this model are mainly reflected in the visualization
of the process, and innovatively incorporating machine learning algorithms to analyze the data. In the specific diseases,
CPN is used to model the action evolutionary process of multi-factor diseases and analyze the action details of each
factor. As an effective modeling tool, CPN is a kind of discrete event modeling language, and it is a combination of
Petri nets [12] and high-level programming languages. At the same time, CPN can dynamically reflect the running
states and the relationships among various parts. In CPN, different factors are characterized, and the machine learning
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Figure 1: The proposed methodology to model and analyze multi-factor disease processes

algorithms is used to process the data and output the probability of a disease, so as to reflect the influence degree of
different factors in the disease.

According to the statistics of the World Health Organization, the global incidence of depression is about 11%, and
the number of patients is as high as 340 million [13]. Nowadays, with the increasing pressure of contemporary young
people, the incidence of depression is increasing significantly around the world, and the depression has become the
fourth largest disease in the world. Therefore, we chose depression as our main target diseases in our research.

As of now, most studies are limited to the state manifestation of depression patients, and its pathological role is
not clear in medicine, among the relationship between various monoamine hormones also cannot be clearly presented
in graph view [14]. Thus, it is particularly important to pay attention to the pathological roles of depression-related
hormones in the treatment of depression, we are necessary to construct a model to depict and analyze these associations.
In complex evolutionary systems such as multi-factor diseases, visual modeling can show more pathological details.
So we introduce visual modeling into the description of monoamine hormones. At present, most doctors rely on QAs to
diagnosing depression. In contrast, the advantage of our modeling approach is that it follows data analysis and reduces
the subjective judgment of doctors. In the case study of depression, the model can analyze specific states caused by
three different levels of monoamine hormones, and output the disease probability of different factors in the depression.
In the modeling process, we utilize hierarchical CPN to visualized the hormone effects process. The hierarchical CPN
can simplify complex models, which is fit with the analysis process of diseases under different factors. The hierarchical
CPN can divide each factors into different sub-modules, which make the structure of each part clearer. Through model
integration and simulation, we come to the conclusion that low levels of the three monoamine hormones increased the
risk of the disease. The main contributions of this paper are as follows, and the framework of the proposed method is
shown in Fig. 1.

1) The framework: We propose a modeling and analytics framework of multi-factorial disease processes, which
includes an analytical method that effectively combines CPN and machine learning algorithms, and it is ultimately
applied to study the evolutionary process of multiple monoamine hormones in depression.

2) The modeling approach: We first proposed a generalized model for multi-factor symptom analysis based on CPN,
which is suitable for analyzing most multi-factor diseases, and then applied it to a specific case. The core significance
is to propose a novel modeling approach for the multi-factorial diseases process analysis.

3) The analytical method: In order to better analyze the final impact of each factor on the pathogenic results, we
use the machine learning algorithms to analyze the data, and replace the arc functions to output the probability of
disease occurrence, so as to reflect the influence degree of different factors on the disease. This allows us to observe
the probability of the disease more intuitively, under different facts.

The rest of this paper is organized as follows: The second section introduces the related work. The third section
describes the whole construction process of multi-factor disease analysis model. The fourth section describes the
specific analysis methods and simulation results of the model. The fifth section summarizes the full paper.
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2. Related Work
In recent years, many healthcare systems have used various types of Petri nets as mathematical tools to create

models and analyze them [15]. In the latest studies, the authors proposed an infectious disease transmission model
based on Generalized Stochastic Petri nets, which qualitatively analyzes the transmission modes of COVID-19 and
other infectious diseases at various stages [16]. [17] and [18] establish an extended model to predict independent
emotional components based on CPN. In [19], using CPN, the authors proposed a modeling method to visualize
machine learning algorithm prediction processes. In [20], the paper proposed a Fuzzy-stochastic Mixed Petri nets
as a mathematical tool to model the complex psychological system, and established an emotion regulation model. In
[21], Petri nets was used to establish a relationship model between mood and sleep time. The Mani Mehraei et al.
[22] analyzed the simulation results mainly by manipulating the processing rate of the hybrid Petri nets model. For
multi-factorial analysis of disease evolution, Ref. [8] proposed a method that confirmatory factor analysis of single
versus multi-factor models for Alzheimer’s disease. Ref. [9] proposed a strategy that combined Multi-factor biomarker
screening to rapidly diagnose Alzheimer’s disease. Ref. [10] summarized multiple aspects of cancer evolution. These
studies give us some enlightenments. However, they are not enough to cope with the pathogenesis of multi-factorial
diseases.

Machine learning is widely used in medical image analysis and disease prediction, as well as other relevant fields
[23, 24, 25]. Due to the deviation of the algorithm, the prediction results are still susceptible to the influence of concept
drift, inexplicability, label bias and errors [26, 27, 28]. Formal methods can be used to solve such problems. Among
many formal models, Petri nets [29, 30, 31] is a powerful modeling tool. It can accurately describe the process behavior,
and have interpretability. These advantages make Petri nets to some extent make up for the shortcomings of machine
learning and ensure the accuracy of machine learning results [32].

On the basis of above research, in order to retain the advantages of formal language modeling and take into account
the advantages of machine learning in data analysis, we propose a hybrid multi-factor disease analysis model, which
combined machine learning algorithms and Petri nets to model and analyze multi-factorial diseases evolutionary
process. It can analyze the interactions among multiple factors. The model includes univariate and multi-factorial
processes. Since we want to incorporate machine learning, we adopt CPN that a high level Petri nets. This is because
in the data analysis part, we use the machine learning algorithm to train the related data to obtain the prediction
functions, and replace the traditional arc functions of CPN with them. We need to characterize different factors as
different color sets to give them a special biological meaning, so CPN is used in the proposed methodology. CPN
regards different action processes as sub-modules, which makes the structure clearer. In the model simulation, we
integrated machine learning algorithms to process relevant data, and finally outputted the impact ratio of various
factors. Then, we conducted in-depth research into the mechanism of depression, as which a multi-factor disease
analysis application example of the proposed method. In the case study, we use CPN to describe the depression
of interaction among a variety of single amine hormones, and construct the relationship model among dopamine,
serotonin and norepinephrine. In summary, our method not only well visualizes the entire evolutionary process of
multi-factor disease, but also conducts simulation and outputs relevant results, to help doctors develop new strategies
for the treatment of psychological disorders.

3. Modeling Scheme
3.1. Related Concepts
3.1.1. CPN Module and Hierarchical CPN

Petri nets is traditionally divided into low level Petri nets and high level Petri nets. CPN belongs to the high level
Petri nets, which is an aggregate that can combine Petri nets with programming languages, and reduces the basic
elements in the network system through the classification of tokens, so as to achieve the purpose of reducing the scale
of the network system. Generally, the goal of model simulation is to debug and study system design [33]. We can
studied the behaviors of the system in different situations through the simulation of CPN model, so CPN model is
simpler and clearer when modeling complex system. Based on these advantages of CPN, we establish an abstract
model based CPN, and applied it to the multi-factor study of depression. The definition of CPN can refer to [11], and
the following is the definitions of the CPN Module and the hierarchical CPN.

Definition 1 [11]: A CPN Module is a four-tuple, CPN𝑀 = (CPN, 𝑇𝑠𝑢𝑏, 𝑃𝑝𝑜𝑟𝑡, PT), where:
1) CPN = (P, T, A, 𝛴, V, C, G, E, I) is a non-hierarchical Coloured Petri Nets.

First Author et al.: Preprint submitted to Elsevier Page 3 of 15



Short Title of the Article

P0 T0

P1

P2

P3

T1

T2

T3

P4

P5

P6

F(x)

H(x)

G(x)

s

s

s

s

s

s

s

s

s

INT

INT

INT

INT

INT

INT

INT

Figure 2: The MDP model

Table 1
The meaning of places

Place Meaning

𝑃0 Disease factor input
𝑃1 Factor 1
𝑃2 Factor 2
𝑃3 Factor 3
𝑃4 Probability 1
𝑃5 Probability 2
𝑃6 Probability 3

2) T𝑠𝑢𝑏 ⊆ T is a set of substitution transitions.
3) P𝑝𝑜𝑟𝑡 ⊆ P is a set of port places.
4) PT : P𝑝𝑜𝑟𝑡 → {IN, OUT, I/O} is a port type function that assigns a port type to each port place.
Definition 2 [11]: A hierarchical CPN is a four-tuple CPN𝐻 = (S, SM, PS, FS), where:
1) S is a finite set of modules. Each module is a CPN Module s = ((P𝑠, T𝑠, A𝑠, 𝛴𝑠, V𝑠, C𝑠, G𝑠, E𝑠, I𝑠), 𝑇 𝑠

𝑠𝑢𝑏, 𝑃
𝑠
𝑝𝑜𝑟𝑡,

PT𝑠). It is required that (P𝑠1 ∪ T𝑠1 ) ∩ (P𝑠2 ∪ T𝑠2 ) = ∅ for all 𝑠1, 𝑠2 ∈ S such that 𝑠1 ≠ 𝑠2.
2) SM: T𝑠𝑢𝑏 ⊆ S is a sub-module function that assigns a sub-module to each substitution transition.
3) PS is a port-socket relation function that assigns a port-socket relation PS(t) ⊆ 𝑃𝑠𝑜𝑐𝑘(t) × 𝑃 𝑆𝑀(𝑡)

𝑝𝑜𝑟𝑡 to each
substitution transition t. It is required that ST(p) = PT(𝑝′), C(p) = C(𝑝′), and I(p)<> = I(𝑝′)<> for all (p, 𝑝′) ∈
PS(t) and all t ∈ 𝑇𝑠𝑢𝑏.

4) FS ⊆ 2𝑃 is a set of non-empty fusion sets such that C(p) = C(𝑝′) and I(p)<> = I(𝑝′)<> for all p, 𝑝′ ∈ fs and all
fs ∈ FS.

3.1.2. Multi-factor disease analysis model
We proposed an abstract Multi-factor Disease Process (MDP) model, which is on the basis of CPN. The MDP

model accomplish the hierarchy by hierarchical CPN, making the model more organized and the logic of disease
influences clearer. The following is the definition of MDP.

Definition 3: A MDP is a hierarchical CPN = (P, T, A, 𝛴, V, C, G, E, I) that satisfies the following three points:
1) A MDP has three kinds of special places 𝛼, 𝐵 = (𝛽1, 𝛽2, 𝛽3, ⋯, 𝛽𝑛) and 𝛤 = (𝛾1, 𝛾2, 𝛾3, ⋯, 𝛾𝑛), where n ∈ N+;

𝛼 ∈ P is called the source place that represents the set of various disease factors; 𝐵 ⊆ P is called the sink place set that
represents the output values of the each factor, and ∙{𝛼} = 𝐵∙ = ∅; 𝛤 ⊆ P is called branch place set that represents the
influencing process of disease each factor.

2) A MDP has two kinds of special transitions 𝛿 and 𝑍 = (𝜁1, 𝜁2, 𝜁3, ⋯, 𝜁𝑛) , where n ∈ N+; 𝛿 ∈ T is called the
classified transition that represents 𝛼 is divided into specific processes at different levels of 𝛤 ; 𝑍 ⊆ T is called the
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Table 2
The meaning of transitions

Transition Meaning

𝑇0 Data collection
𝑇1 The action process of factor 1
𝑇2 The action process of factor 2
𝑇3 The action process of factor 3

Table 3
The meaning of arc functions

Arc Function Meaning

𝐹(𝑥) Predictive function of factor 1
𝐻(𝑥) Predictive function of factor 2
𝐺(𝑥) Predictive function of factor 3
𝑠 Influencing factors in specific cases

hierarchical transition set that consists of a finite set S of modules, s ∈ S is defined according to the Definition 2. 𝜁1,
𝜁2, 𝜁3, ⋯, 𝜁𝑛 can separately represent a specific response to one of the factors each module.

3) A MDP has one kind of special arcs 𝐹 = (𝑓1, 𝑓2, 𝑓3, ⋯, 𝑓𝑛 ), where n ∈ N+; 𝐹 ⊆ A, 𝐸(𝑓𝑛) = Func(𝑣1, 𝑣2, 𝑣3,
⋯, 𝑣𝑛), Func is the prediction function derived from the relevant machine learning algorithms, 𝑣1, 𝑣2, 𝑣3, ⋯, 𝑣𝑛 ∈ V.
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Figure 3: Top-level MDP module of depression

In MDP model of Fig. 2, P0 is the input that is a disease factor, and after the judgment T0, the next step will be the
cross-action of various factors. The specific change process of each factor is abstracted by the transitions T1, T2 and
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T3, and the corresponding results are finally outputted by the arc functions F(x), H(x) and G(x). Table. 1-3 shows the
notations used in the data collection and analysis process in Fig. 2.
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3.2. The modeling process of case study
In this section, we applied the previously proposed MDP model into a specific example, establishing a MDP

model about dopamine, serotonin and noradrenaline in depression mechanism. The model is constructed empirically
from existing medical assertions and is also based on data-driven. This is due to the fact that the problem we study
is illustrated based on data. Inspired by these backgrounds, we constructed a generalized research idea in multi-
factorial diseases, and introduced a relevant dataset based on that. Driven by a combination of data and existing
expert experience, our modeling ideas become more convincing. CPN provides the foundation and basic primitives
for graphical representation. Its goal is to model specific systems with formal modeling methods. We need the abstract
model at the top level to allow us to focus on the details of actions. CPN modules can be seen as unknown boxes. The
core advantage of hierarchical CPN is that it allows model actions to work at different levels of abstraction without
interfering with each other. Therefore, after establishing an abstract model by CPN, we need to consider multiple
factors of disease, regard each factor as a sub-part of the model, and use machine learning algorithms to predict the
pathogenic probability of various factors, and final achieve the hierarchical modeling.

Before modeling the entire mechanism process, we firstly need to consider the consequences that may be involved
under different hormones. The next step is to judge the state under different hormone levels according to the input
conditions, meanwhile, we give the allocation principles and the problems that should be paid attention during the
modeling process, and obtain the formal model. Finally, We finish the hierarchical modeling of the whole system.
Throughout the modeling process, we have done the following tasks: according to medical rules, we input a person’s
three hormone levels as a color set, in which the values of each element are given different data types. Then this input
will be operated through various judgment rules. The rules of specific state and structure are extracted from clinical
characterizations. Below is a detailed explanation of the steps.
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3.2.1. Hormone judgment Principles
The action mechanism of hormone changes should follow the corresponding pathological features and medical

standards [34, 35, 36]. Therefore, for the action mechanism of the above three hormones, we need to input the
corresponding hormone levels. For serotonin, the normal range in human blood is 161.45 ± 31.3ng/ml, and the normal
range of corresponding norepinephrine and dopamine in human body is 615± 3240pmol/ L and 225.76± 104.83g/24h.
When hormone range is lower than the normal range, corresponding state changes will occur. In the simulation data,
when the hormone value is within the normal range, set it’s judgment value as 1, and vice versa to as 0. A simulated data
set consists of dopamine, norepinephrine, serotonin, and a final decision value, which is made up of random numbers
generated by Python within medical range. Based on this, we carried out the hierarchical modeling, which requires
modeled the state of each hormone production, and then integrated them together.
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After considering all the required occurrence conditions, we also need to pay attention to the state changes caused by
single action, joint action, and concurrent state. In the entire model, our hormone behavior model is a formal modeling
for a specific situation, so it also need to be adhered to the following guidelines:

1) Hormone action cannot be interrupted until reaching final state, and hormones don’t have any priority order
between evolutionary process.

2) In the CPN model, we combined the content of three hormones into a marked set as the input, and finally formed
multiple marked sets of different hormones as the output. For example, the output of a single hormone is one marked
set, and the output of multiple hormones is another marked set.
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3.2.2. The complete model
Modeling the action mechanism of monoamine hormones involves three key steps. Many different hormones

usually act at the same time, so we need to judge the hormone level. After the hormone value is input into T1, we
need to judge whether the hormone content is lower than the minimum level through arc expression, and then carry
out state classification, which is shown in Fig. 3.

The color set in Fig. 3 is declared as follows:
closet OUT = real ;
closet INPUT = product OUT * OUT * OUT ;
closet OUT x OUT = product OUT * OUT ;
var s , n , d , z , m : OUT .
Fig. 3 is the top-level MDP module of depression, which includes two levels and six parts, and then we will show

the details of the other two levels and six parts, as shown in Figs. 4-8. The top-level MDP module of depression
represents a abstract view of the entire MDP module of depression. In the MDP module of depression, we can see
that the INPUT, intermediate frame, and OUT exchange tokens with each other, via the places and transitions, but we
cannot see the specific structure of what the INPUT, intermediate frame, and OUT do. In Fig. 3, 1’(16.0,21.3,10.2)
represents that a person’s levels of three hormones, under normal circumstances, the value should be ten times that of
it. But in order to facilitate the subsequent machine learning algorithm to be integrated into the model for analysis, we
uniformly reduced the input data to one-tenth.

In Fig. 4, Part 1 and Part 2 respectively describes a series of physical changes and subsequent results caused by
normal and low levels of serotonin in human body. The increase of serotonin will make the mood gradually tend to a
stable state; on the contrary, it’s lower can lead to emotional instability, increase the risk of depression, and eventually
lead to anxiety depression. In the analysis process, we will integrate the machine learning algorithms into the specific
action mechanism. The detailed combination methods are described in Section 4.
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Figure 9: The complete model

Since low norepinephrine and dopamine both increased the risk of retarding depression, we can combine the both
in modeling to represent their interaction, as shown in Figs. 5-8. Fig. 5 and Fig. 6 show Part 3 at the second level and
Part 6 at the third level, we can see that Part 3 contains Part 6, and Part 6 reflects the interaction between norepinephrine
and dopamine content in the normal range, so there are two variables n and d in the last transition, and the final output
type is OUTxOUT. By the mechanism of action, it can be known that when its content increases, it can reduce the
probability of disease.

Finally, Fig. 7 and Fig. 8 respectively shows Part 4 for the second level and Part 5 for the third level. From Fig.
7, we can see that Part 5 is a composition of Part 4, and the two parts jointly reflect the common connection between
the low levels of norepinephrine and dopamine. The decline of norepinephrine will resulted in inadequate 𝛼1 and 𝛼2
receptors, while a lack of dopamine results in inadequate D1 receptors in the prefrontal cortex, D1 receptors in the
nucleus accumbens and D2 receptors in the striatum. Although the two hormones act on different receptors, they lead
to the same state, so they are interacted. It can be seen from Fig. 8 that the output type of single variables n and d is
OUT, which represents the result after the action of single hormone. However, when the output type is OUTxOUT,
there are multiple variables n and d simultaneously exist in a transition, which represents the result of the interaction
of various hormones.

First Author et al.: Preprint submitted to Elsevier Page 9 of 15



Short Title of the Article

Fig. 9 shows the details of the complete model. By the hierarchical modeling, the model mechanism becomes
simpler and easier to analyze and understand. At the beginning of this section, we show the relationships among
different levels of hormones and different states. At here we show the details of the effects of different levels of
hormones. In the whole model, the balance of the action mechanism among the three hormones can be clearly
demonstrated. We will verify the rationality of the model through model simulation in the next section.

4. Model simulation and analysis
In this section, we integrate Logistic Regression algorithm into MDP model of depression. In accordance with

the relevant medical standards, we generate some simulated data, and training data, obtained prediction function and
forecasting results. Finally, we replaced the arc functions with the prediction functions to get the result of simulation,
and verified the rationality and validity of the model. The specific process of model simulation is described in detail
below.

4.1. Algorithm Analysis
We select the Logistic Regression algorithm [37, 38] among many machine learning algorithms for the disease

classification. The reason why we chose the logical regression algorithm is that the parameters of its expression conform
to the expression structures of the CPN arc functions. That makes the integration of CPN and machine learning more
convenient. The results of the logical regression algorithm are between 0 and 1, which conforms to the result setting
of the polarization of most diseases. For the research problem of multi-factor disease analysis evolutionary process,
we need to consider the global situation rather than individual differences. The hypothesis of the Logistic Regression
algorithm model is h(Θ)= g(Θ𝑇 X), where: X represents the feature vector, and g stands for the logical function. The
algorithm is a commonly used Sigmoid function, and its formula is 𝑆(𝑥) = 1

1+𝑒−𝑥 . The function image is shown in Fig.
10.

Figure 10: Sigmoid function image

For a given input variables, according to the selected parameters, hΘ(x) can calculate an estimated possibility that
output variable is equal to 1 : hΘ(x) = P( y = 1 | x ; Θ ). If we calculates hΘ(x) = 0.7, this means that the disease
has 70% possibility being a positive type. Correspondingly, if it equals 0.3, this means that has 30% possibility of
being a negative type. Before the algorithm analysis, we generate some simulation data according to relevant medical
guidelines for our train and test. The data is mainly composed of SE, NE, DA and Output . The value of Output is 0
or 1, which represents whether a person is depressed in a given situation. It is mainly determined by the values of SE,
NE, and DA.

We analyze the data using Logistic Regression algorithm, which is implemented by Python. The method obtains
the training model by the training of sample data, and then uses the training model to predict unknown data. In MDP
model of depression, according to the normal levels of dopamine, norepinephrine, and serotonin in medical, we set
three thresholds of 132, 615, and 120.93. Similarly, to facilitate the integration of machine learning algorithms into the
model for analysis, we also reduced it to one-tenth of the normal data. For serotonin, when hΘ(x) is less than 13.2, then
y = 1 ; when hΘ(x) is greater or equal to 13.2, then y = 0, and so on. In the process of modeling and evaluation, since
the dictionary is unordered, we introduced the OrderedDict function to make the dictionary ordered, and converted
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the data set into 2D data structure. So as to facilitate the extraction of features and labels by the Pandas function. For
cross-validation, we randomly select data from the training and test samples at a ratio of 7 : 3. The model is trained
with training data by import fit function into training model, and then the model is evaluated with test data. We use exp
function in Numpy to obtain the probability value. Finally, we get the model predicted results of three hormone single
action and interaction.

4.2. Model Simulation
As can be known from the above, we have obtained the four prediction functions generated by the single and

interaction model. In the last step, we need to combine the obtained prediction functions with MDP model of
depression. We replaced the output arc functions with the prediction functions to get the corresponding probability.
The following are the specific steps of the model simulation.

In the final output arc functions, we used CPN own structures to achieve the loop structure in the algorithm, and
inputted the relevant parameters, which are obtained from the Logistic Regression model. The correlation algorithm
of the final model is shown in Algorithm 1. For Algorithm 1, it mainly represents the related rules of model operation.
The model starts to run with the initial marking, its structure includes a loop, and this can show all possible transition
sequences. Only when the former set of the current transition meets the trigger conditions, there will be token flow to
the subsequent. In Algorithm 1, the arc function E is the function obtained by machine learning, and t𝑖 is the probability
of the output. Algorithm 1 can give a better understanding of how CPN works and how to get results. In the whole
operation process of the model, the sub-modules of each hormone will also run according to Algorithm 1 and integrate
into large modules through hierarchical CPN. Then, we used CPNTools [39] for model simulation. CPNTools is a

Figure 11: The model simulation result of SE down
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Figure 12: The model simulation result of SE up

Algorithm 1: Analysis of multiple pathogenic factors
Input: 𝐶𝑃𝑁 = (𝑃 , 𝑇 , 𝐹 ,Σ, 𝐶, 𝐺, 𝐸, 𝐼), ⟨𝑀0, 𝑄,𝑊 ⟩

Output: 𝐶𝑃𝑁2 = (𝑃2, 𝑇2, 𝐹2,Σ2, 𝐶2, 𝐺2, 𝐸2, 𝐼2)
1 𝑃2 = {𝑝𝑖|𝑀0(𝑝𝑖)≠∅}, 𝑇2 = ∅, 𝐹2 = ∅, Σ2 = {𝐶(𝑝𝑖)|𝑝𝑖∈𝑃2}, 𝐶2 = 𝐶(𝑝𝑖), 𝐺2 = ∅, 𝐸2 = ∅, 𝐼2 = 𝐼(𝑝𝑖)(𝑝𝑖∈𝑃2).
2 Compute all enabled binding elements ⟨𝑡𝑖, 𝑏𝑗⟩ under initial marking 𝑀0, then get all enabled transitions 𝑡𝑖;
3 while {𝑡𝑖|𝑖 = 1, 2, ..., 𝑛} ≠ ∅ do
4 if Tokens.value satisfies the criteria then
5 for each tokens in model do
6 if 𝑝𝑖 = ⋅𝑡𝑖 then
7 𝑝𝑖+1 ← 𝑡𝑜𝑘𝑒𝑛
8 𝑇2=𝑇2

⋃

{𝑡𝑖}, 𝐸2=𝐸2
⋃

{𝐸(𝑝𝑖, 𝑡𝑖)}, 𝐴2=𝐴2
⋃

{(𝑝𝑖, 𝑡𝑖)}, 𝐺2=𝐺2
⋃

{𝐺(𝑡𝑖)}

9 else
10 𝑇2=𝑇2

⋃

{𝑡𝑖}, 𝐴2=𝐴2
⋃

{(𝑝𝑖, 𝑡𝑖)}, 𝐸2=𝐸2
⋃

{𝐸(𝑝𝑖, 𝑡𝑖)}, 𝐺2=𝐺2
⋃

{𝐺(𝑡𝑖)}
11 for each 𝑝𝑖 = 𝑡𝑖⋅ do
12 𝑝𝑖+1 ← 𝑡𝑜𝑘𝑒𝑛
13 𝑃2=𝑃2

⋃

{𝑝𝑖}, 𝐴2=𝐴2
⋃

{(𝑡𝑖, 𝑝𝑖)}, 𝐸2=𝐸2
⋃

{𝐸(𝑡𝑖, 𝑝𝑖)}, 𝐶2=𝐶2
⋃

{𝐶(𝑝𝑖)}, Σ2=Σ2
⋃

{𝐶(𝑝𝑖)}

14 E = Function obtained by the Logistic Regression algorithm

15 Get the new marking 𝑀 , recalculate the enabled binding elements ⟨𝑡𝑖, 𝑏𝑗⟩ under the marking, where 𝑡𝑖 is printed with probability

convenient simulation tool, which can dynamically display the action process and hormones change of model, and
output the final states. At here we only show the final output models of serotonin, the simulation results as shown in
Fig. 11 and Fig. 12.

The innovation of our method is reflected in the introduction of a novel research idea in multi-factor disease
evolutionary process analysis. This new research idea can visualize the specific changes of different influencing factors,
and analyze the data of different individuals, thus achieving the coexistence of personalization and visualization. Visual
modeling is a way of thinking about problems; it can be modeled around realistic ideas. In this study, visual modeling
is specifically applied to show the details of each depression symptom, and also to run the system dynamically during
the simulation phase of the model, allowing dynamic tracking of each step of model changes. The advantage of visual
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modeling is that it allows retaining the necessary details of complex problems and filtering out the unnecessary ones.
It also provides a mechanism to observe the special system from different perspectives. The combination of CPN and
machine learning makes maximum use of each other’s advantages and makes up for each other’s disadvantages. At
the same time, it also overcomes the shortcomings of CPN in data analysis. In the whole process of fusion between
CPN and machine learning, we bring the obtained prediction functions parameters directly into the CPN arc functions.
These prediction functions are analyzed by data, and these analog data are set in accordance with relevant medical
guidelines, so the fusion process and steps are strict and clear.

4.3. Discussion
In this part, we will discuss and verify the results. Fig. 11 and Fig. 12 shows the prediction process of the MDP

model in depression. In Fig. 11, we can see that the input value for the serotonin hormone is 11.0, below normal
range, and the probability tending to negative of output prediction is 0.842. In Fig. 12, When the input value of
serotonin hormone is 17.0, within the normal range, the probability tending to positive of output prediction is 0.881,
which is consistent with the results obtained by the training model in Logistic Regression model. To sum up, the
simulation results can verify the rationality of model. Petri nets has the specific mathematical analysis method, it can
view problems at a more abstract level, and also provides mature graphic expression. In addition, Petri nets can depict
the system evolutionary process and provide a visual model to trace behavior changes, so as to analyze the causality
of pathogenic factors and the mechanism of disease evolution and diffusion. However, Petri nets lack enough data
analysis ability when facing multi-factor disease evolutionary process. For machine learning, its advantage lies in the
data analysis ability, but there are also problems such as lack of visual modeling capability, label bias and errors. The
effective combination of the Petri nets and machine learning can make up for their shortcomings, and make full use of
their respective advantages. The above is the advantages of our modeling method. Of course, in the existing researches,
this is the first attempt to use a formal approach to the analysis of multi-factorial disorders and to apply it to depression.
Meanwhile, MDP has certainly universality, this is another advantage of this method. Although our existing work needs
to be improved, especially in the fusion of CPN model and machine learning algorithm, this method still provides new
ideas for research in the field of multivariate disease analysis.

Next, we will use more abstract formal methods to prove the relationship among influencing factors in various
diseases, and explore more effective ways to combine CPN with machine learning. The advantages and progressiveness
of this model are mainly reflected in the visualization of the process and the innovative integration of machine learning
and Petri nets. In recent years, more and more scholars have begun to pay attention to the medical field. At present,
some researches apply Petri nets to the cellular level or introduce Petri nets into machine learning to improve the
accuracy of machine learning. But our work is mainly to propose the novel research idea and framework for analysis of
current multi-factor diseases evolutionary process and prove its feasibility. Every method has its own advantages. The
advantages of this method lie in the fusion of CPN and machine learning in the field of multi-factor disease evolutionary
process analysis. This new research idea can visualize the specific changes of different influencing factors, and analyze
the data of different individuals, thus achieving the coexistence of personalization and visualization. At the same time,
this model also has some limitations, which are mainly reflected in the fact that due to the particularity of depression
itself, we could not obtain the real hormone data, so there are certain deviations in data results. Our major contribution
is the novel idea of formal modeling and analysis of the evolution process of multi-factor diseases. The integration of
CPN and machine learning will be further explored in future studies. With regard to the model optimization, we plan
to use a more integrated system to combine the data analysis part of machine learning and the modeling part of CPN,
so as to make the model building more convenient. At the same time, the model structure can be optimized to explore
more links among internal factors of the disease.

5. Conclusion
This paper studies the interactions between various factors in diseases, and proposes a novel approach that integrates

Petri nets and machine learning to model multi-factorial disorders. The key points of this method are those the model
can demonstrate the disease evolutionary process, and also visualize the process of disease changes. It can better show
the evolutionary process and development trend of diseases, and intuitively shows the results of multi-factor disease
analysis. Absolutely, we built a MDP based on CPN, which allows us to express characteristic data as tokens. MDP
can dynamically simulate in CPNTools, and output the probability of disease under different factors. Then, we apply
our method in a multi-factorial analysis of depression, and proposed MDP model of depression to predict the effects of
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serotonin, norepinephrine, and dopamine hormones. In addition, the MDP abstract model proposed in this paper can
also be used in the analysis of other multi-factor diseases. It will better shows the evolutionary process and development
trend of diseases, and intuitively shows the results of multi-factor disease analysis. At the same time, it can also provide
better predictive assistance for clinical medical diagnosis. In future, we will continue to carry out in-depth research and
optimize the multi-factor disease analysis model to make it more widely applicable and perform better. We will also
explore further aspects of machine learning, such as deep learning, which may be suitable for reserch the evolutionary
computation process of multi-factorial diseases.
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