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Abstract—With the explosive growth of Internet of Things
(IoT) devices and applications, deploying Deep Neural Networks
(DNNs) on resource-constrained embedded edge devices has
become a popular research trend. Because such systems have lim-
ited resources, they need to rely on optimising resource utilisation
to meet performance requirements. However, for scenarios where
the DNN application and workloads are dynamically changing,
the offline system optimisation technique cannot achieve optimal
runtime performance in practical environments. Hence, in this
PhD project, we propose a Bayesian Optimisation (BO)-based
runtime tuning scheme for improving energy efficiency of het-
erogeneous MPSoC-based DNN accelerator in the context of DNN
applications. By seeking suitable hardware configurations of the
accelerator for dynamic DNN inference workloads ranging from
200 M to 600 M FLOPs (floating-point operations) at runtime,
the recommended configuration can averagely save up to 15.33%
energy consumption from a random configuration setting.

Index Terms—Heterogeneous MPSoC, Bayesian optimization
(BO), Partial Reconfiguration

I. INTRODUCTION

In recent years, Deep Neural Networks (DNN) have become
one of the most commonly used machine learning (ML) algo-
rithms in a wide range of AI applications. The development
towards deeper neural networks results in higher computa-
tional requirements, which make it difficult to implement
large models on a resource-constrained edge device with a
satisfying computing speed, memory, and energy cost require-
ments [1]. To overcome these challenges, pruning network
structure and quantizing floating-point precision and various
pruning techniques have become one of the most promising
offline solutions for reducing the computation consumption of
inference with acceptable accuracy loss [2].

Instead of optimising the network to meet hardware resource
requirements, the other researchers consider optimising both
hardware architecture and the DNN model as a “co-design”
problem [3]. These techniques provide the designed hardware
and DNN model pair with a trade-off considerations on perfor-
mance and cost. However, this may not be an ideal solution
for the edge computing systems that are desired to handle
multiple DNN applications or workloads, since the optimised
hardware configuration is tied to a specific DNN model, and
it is difficult to flexibly alter the hardware architecture for
variable workloads to achieve the optimal energy efficiency
on a prepared-in-advance edge device at runtime. Hence, in
this PhD project, we propose an adaptive energy efficiency
searching strategy aided by partial reconfiguration technique

to maximise energy efficiency for dynamic workloads on
heterogeneous MPSoC-based DNN accelerators at runtime.

II. PROBLEM DESCRIPTION

We aim to achieve the optimal energy consumption E by
altering DNN accelerator (D) for workloads W that changed
dynamically to optimise overall energy efficiency at runtime.
Mathematically, this optimization problem is represented as:Dbest = argmin

D∈D
E(D|W)

W ∈ ⟨W1,W2, ...,Ws⟩
(1)

The Eq.(1) is to identify the optimal DNN accelerator Dbest

that can achieve the lowest energy consumption from the
searching space D, where the vector Dk represents the combi-
nation of ⟨areak, freqk⟩, where, areak is a tuple representing
the area, including the number of FPGA resources in terms of
LUT, Register, BRAM, and DSP required for Dk and freqk
is the DNN accelerator input clock frequency for a given W .

III. PROPOSED METHODOLOGY

Fig.1 presents the experiment setup for validating the
proposed runtime energy efficiency searching methodology.
The main idea is to obtain the runtime performance metrics,
namely execution time (i.e., latency) and power consumption
donated as t and P , respectively, for a range of hardware
accelerators D operating on the current workload W , and
through a closed-loop runtime searching algorithm in Process-
ing System (PS), an optimal hardware configuration will be
used for partial runtime reconfiguration of DNN accelerators
in Programmable Logic (PL).

The BO algorithm adopts a surrogate function [4], fs(x),
to fit the black box function E(D|Wi), while employing
an Acquisition Function (AF), such as Upper Confidence
Bound (UCB) and Thompson Sampling (TS), to guide the
exploration of the search space. With each iteration, the fs(x)
is updated by absorbing a new sampling points ⟨D,E(D|Wi)⟩
to gradually approximate the true function underlying the
black box system, and AF will suggest the next sampling point
according to the latest fs(x).

The BO algorithm and the runtime monitoring system
for reading power/latency sensors, as well as system clock
configuration functions are implemented in the PS, and DNN
accelerators are implemented in the PL using Deep-learning
Processor Unit (i.e., DPU) IPs. To maximise the runtime
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Fig. 1. Runtime adaptive energy efficiency searching strategy on MPSoC based DNN accelerator

energy efficiency of PL for the current workload, we intro-
duced a partial reconfiguration platform to support runtime
reconfiguration for DNN accelerators.

IV. EXPERIMENTS AND RESULTS

Currently, 8 DPU configurations (i.e., area) [5] and 23
system input clock frequency (i.e., freq) settings ranging from
60 MHz to 108 MHz are available to construct the searching
space D. In order to validate the exploration efficiency of
the proposed strategy, we use 3 different AFs: ‘UCB’, ‘TS’
and ‘Greedy’, ZCU102 board runs 200 images classification
tasks on a batch of DNN models with 200 M to 600 M FLOPs
workloads generated by the OFA (once for all) framework [6].
The Fig.2 illustrates that the proposed strategy can suggest a
D which has ≤ 4% average relative difference to the global
optimal energy consumption for an unexplored new workload
using only 2 iterations. This can be achieved by initializing BO
with 72 sampling points ⟨D,E(D|Wi)⟩ from the 3 explored
workloads W and using ‘Greedy’ AF. In addition, Table I
provides a comparison of energy consumption for examples
of the unexplored workloads ranging from 200 M to 600
M FLOPs with and without applying the proposed strategy.
The results demonstrate that the proposed searching strategy
can averagely save energy consumption up to 15.33% from a
random configuration setting.

TABLE I
COMPARISON OF ENERGY COST ON DIFFERENT WORKLOADS

Average energy cost (J) of Wi

283 M 289 M 407 M 436 M 456 M

Without Optimisation 6.47 6.34 7.52 9.01 8.85
With Optimisation 5.63 5.68 6.65 7.84 7.67

Average Improvement 14.86% 11.46% 13.00% 14.84% 15.33%

V. FUTURE WORK

In this PhD project, we propose a runtime adaptive strategy
to improve the energy efficiency and resource utilisation of
heterogeneous MPSoC-based DNNs acceleration for dynamic
workloads. The experiments can preliminarily prove that the
proposed strategy can efficiently optimize energy efficiency.
We foresee that the proposed approach can be employed on a
larger search space D with more adjustable parameters (e.g.,

chip voltages, fine tune network parameters) and optimisation
targets such as the accuracy of DNN models and resource
utilisation. Thus, we will focus on extending the search space
and try to further validate the proposed strategy with more
DNN models with a wider range of workloads in the future.
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Fig. 2. Proposed strategy exploration efficiency on an unexplored workload
for different AF when BO initialised by 3 explored workload.
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