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Abstract—Deep learning methods have become the key ingre-
dient in the field of computer vision; in particular, convolutional
neural networks (CNNs). Appropriating the network architecture
and data pre-processing have significant impact on performance.
This paper focuses on the classification of handwritten Chinese
numbers. Firstly, we applied various methods of pre-processing
to our collected image dataset. Secondly, we customised a
CNN-based architecture with minimal number of layers and
parameters specifically for the task. Experimental results showed
that our proposed methods provides superior classification rate
of 99.1%. Our results also show that the proposed method has
competitive performance compared to smaller neural networks
with fewer parameters, e.g. Squeezenet and deeper networks
with a larger size and number of parameters, e.g., pre-trained
GoogLeNet and MobileNetV2.

Index Terms—Chinese number classification, Convolutional
neural network, Deep learning, Image processing, hand written
recognition.

I. INTRODUCTION

Handwritten recognition, in a broad sense, is a well studied
pattern classification problem and has attracted much attention
due to wide range of applications [1], [2]. By definition,
it refers to ability of machines to recognise and interpret a
written text by human. Numerous applications such as reading
postal addresses, bank check amounts, car plates, and books
can be benefited by this intelligent technique [3], [4]. Never-
theless, it is challenging to design a high performance system
due to various handwritten types and languages by individuals
around the world. This paper addresses a particular and yet less
studied handwritten classification type, i.e. Chinese numbers
classification.

Despite the popularity and importance of Chinese char-
acters, there is little work carried out on the classification
of handwritten Chinese numbers. One reason could be due
to the lack of a comprehensive database. Recently, we have
established a wealthy database of this type and proposed a
dictionary learning based technique for this purpose [5]. Our

open source database paves the path for further research on
improvement of Chinese number recognition systems.

The traditional handwritten number classification methods
work on three major steps. In the first step, the image
enhancement and noise removal is normally applied. These
include methods such as RGB-to-grayscale conversion, size
normalization, etc. The second step involves extracting fea-
tures from the image of interest, e.g. histogram of oriented
gradients (HOG) [6]. In the final step, the extracted features are
classified by using traditional classifiers such as support vector
machine (SVM) [7]–[9] and k-nearest neighbor (kNN) [10],
[11]. In [12], the authors used three classification methods
to recognise Arabic characters handwriting. They used HOG
to extract the features; classification was performed using
SVM and kNN. In [13], the authors proposed a system for
handwriting recognition based on SVM classifier. They used
statistical methods for feature extraction and the SVM for
classification.

Experimental results suggest that deep learning methods
outperform traditional machine learning in a large margin. The
CNN structure was first proposed by Fukushima in [14] and
then LeCun et al. applied gradient based learning to CNN
to classify handwritten numbers [15]. Deep learning achieves
promising performance in computer vision [16], [17], natural
language processing [18], [19], and speech recognition [20],
[21]. Convolutional neural network (CNN) plays a crucial role
in solving various computer vision problems. By definition,
CNN is a multi-layer neural network that learns formative
features at each layer of its hierarchy. Thus, in this paper
we propose to employ this novel method for Chinese number
recognition.

Various methods based on deep learning have been proposed
for recognition of handwritten numbers and characters. In
[22], researchers explored the performance of convolutional
neural network for addressing this problem, such LeNet,
AlexNet, ZfNet and VGGNet. They used ICDAR2013 dataset
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consisting of 200 classes. In [23], researchers proposed a
deep convolutional neural network model by minimizing that
intra-class variation and maximizing the inter class variation.
They used a DB1.1 database and 2015 ICDAR Chinese
handwriting recognition. Researchers in [24] proposed method
base on CNN for recognizing Arabic digits dataset. MADBase
database was used for their analysis.

Despite the complexity in the characters of the Chinese
numbers, the literature shows reduced effort to solve problems
associated with its recognition and classification. This is
mainly due to the lack of a standard dataset. We recently
collated a large dataset from a large number of native Chinese
people specifically for this task. As a result, we pioneered a
method to classify handwritten Chinese number classification
using dictionary learning [5]. Following that work, here we
have designed a CNN method for handwritten Chinese number
recognition. To optimize performance, we propose the method
consists of two phases; a) image processing: we first proposed
Otsu’s method to smooth the images, we then adapted the
images in accordance with our CNN input channels. b) CNN:
we customized a CNN architecture with appropriate number
of layers, including convlutional/max pooling layers and clas-
sification based on CNN method.

In next section, we describe the proposed method including
the dataset description and preparation, image pre-processing,
and neural network structure. Section 3 is devoted to exper-
imental settings and the corresponding results. Finally, the
paper is concluded in Section 4.

II. MATERIAL AND METHOD

A. Dataset

Our handwritten Chinese number dataset consisting of
15,000 samples was collected at Newcastle University [25].
It includes 15 Chinese numbers, where the numbers written
by 100 people in different handwriting. The participants wrote
numbers on a standart A4 sheet which was scanned at the
resolution of 300×300 pixels. The size of all images is 64-by-
64. One sample of handwritten Chinese number can be seen
in Fig. 1.

Fig. 1: Simplified example of handwritten Chinese numbers.
The equivalent English numbers are given on the top of each
handwriting.

B. Image pre-processing

The preprocessing phase includes two parts; image en-
hancement and noise removal. Initially, each scanned image

(a) (b) (c) (d)

Fig. 2: Example result of image processing step for Chinese
number ‘0’. (a) the original grayscale image of size 64×64;
(b) binarized image using Otsu’s method; (c) cropped image;
(d) resized image to 32×32. The images are made negative
for ease of presentation.

is converted to gray-scale, then, a global image threshold is
determined by using Otsu’s method to convert the image from
gray-scale to binary image (shown in Fig. 2b). The cropping
operation is performed on the image so that each number in
an image can be fitted in a rectangular box that is equal in size
to the width and height of the number. The result of cropping
operation is shown in Fig. 2c. In the last step, images are
resized to 32×32 pixels as shown in Fig. 2d.

C. Classification using CNN

In this paper, a customized CNN architecture is proposed.
It includes a set of empirically selected combination of layers
consisting of convolutional, max-pooling, and fully connected
layers. The network architecture design is illustrated in Fig. 3.
The architecture of CNN consists of two parts: feature extrac-
tion and a soft-max layer that outputs a probability distribution.
For feature extraction, we propose a set of convolution and
max-pooling layers. In the convolution layer, features from
previous layers are convolved with learnable kernel. The max-
pooling layer performs the downsampled operation on the
input layers. The fully connected layer computes the score of
each class from extracted feature in the preceding steps. In the
final softmax layer, a score vector that outputs a probability
distribution is generated; the class with the highest score is
used for classification.

Below we provide a detailed description of the lay-
ers/parameters that constitute our proposed CNN. The first
layer is a convolutional layer with kernel size “5×5” pixels

Fig. 3: Visualization of the proposed CNN architecture.
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(a) Input image.

(b) Conv.1 outputs.

(c) Conv.2 outputs.

Fig. 4: Output of CNN layers for 103. The input image size
is 32×32. The output of the first and second layers consist
of 8 and 12 convolutional images of size 32×32 and 16×16,
respectively.

and 8 output channels. The second layer is a max-pooling layer
with “2×2” kernel size. The third layer is a convolutional layer
with kernel size “5×5” pixels and 12 output channels. The
fourth layer is a max-pooling layer with “2×2” kernel size.
The following layers are fully connected neural layer with
768 – 15 neurons in each layer. As an illustrative example
the output of each CNN layers for Chinese number 103 is
given in Fig. 4. It is noted that all programs are implemented
using Python language and Pytorch library [31]. The results
are generated on a machine equipped with Intel core i7 with
2.20 GHz, NVIDIA GeForce 1050 graphics card and 8GB of
memory.

III. EXPERIMENTAL RESULTS

Chinese numbers were classified via a 5-fold cross valida-
tion. Eighty percent of all samples were used for training and
twenty percent for testing. There are 1000 samples per classes
in dataset. At each trial, 800 samples were used for training
and 200 samples for test.

The Stochastic gradient decent (SGD) optimizer is used for
training [26]. The SGD approach needed a short training time
compared to traditional gradient decent. In this paper, SGD
is used for training with momentum 0.95 and learning rate
0.002. The selected momentum value accelerated to accelerate
the training process with the SGD approach.

Rectified linear unit (ReLU) was used for activation function
[27]. The training procedure was stopped after 12 epochs as
shown in Fig. 5.

In Fig. 6 confusion matrix for all 15 classes is illustrated. It
is seen that the number of correct classification by the trained
network for all classes is more than 196 (out of 200), meaning
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Fig. 5: Cross entropy loss in training stage.

Fig. 6: Confusion matrix; vertical and horizontal axes show
respectively the true and predicted labels. The diagonals and
off-diagonals represent the number of correctly-classified and
misclassified samples, respectively.

the 98% classification accuracy. For example 197 samples of
class 13 are correctly classified as class 13 and one sample
of class 13 are incorrectly of class 8, classes 11 and 14.
Misclassification happened between class 2 and 3; this is due
to the observation that upper section of the number of 2 is
similar to that of 3.

Table I demonstrates the obtained results with CNN on
Chinese number classification. The results are better than those
reported in [5] which was based on dictionary learning. The
proposed method obtained 0.1% misclassification error on
training data and 0.9% misclassification error on test data.

TABLE I: Classification accuracy of different method for
Chinese number classification.

Method Accuracy (%)

InDPL [5] 93
The proposed method 99.1
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TABLE II: Classification accuracy of different deep models
for handwritten Chinese numbers.

GoogleNet
[28]

MobileNetV2
[29]

SqueezeNet
[30]

Proposed
method

Accuracy 99.83% 99.77% 98.55% 99.1%

For completeness, in table II we compare the proposed
models with two powerful deep learning platforms, GoogleNet
[28] and MobileNetV2 [29]. To replicate results under the
same experimental environment, we applied our proposed
image processing method prior to feeding to these networks.
The accuracy difference between our proposed method and
GoogleNet and MobileNetV2 is 0.73% and 0.67%, respec-
tively. Despite the large size and number of parameters of
these networks (i.e., 1.27, 7, and 3.5 million parameters in
SqueezeNet, GoogleNet, and MobileNetV2, respectively), our
proposed network provided competitive performance. On the
other hand, the number of calculated parameters of the pro-
posed model is much lower than GoogleNet and MobileNetV2.
Also, we compare our proposed method with a lesser deep
network, SqueezeNet that well-known CNN architecture com-
patible with small computers [30]. SqueezeNet produced an
average classification accuracy of 98.55% over 5-folds cross
validation, which makes our customized CNN fits nicely in
the literature.

IV. CONCLUSION

Deep learning so far has proven to be a powerful tool for
pattern classification. Our proposed image processing method
and CNN architecture showed dramatic increase in classifi-
cation accuracy. Furthermore, combining the proposed image
processing method with large sized CNN architectures shows
slight improvement in comparison with our proposed minimal
architecture. Finally, our proposed architecture is optimised for
real-time scenarios, e.g., mobile application, without relying
on GPUs or cloud computing.
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