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Abstract

Focusing on the supervision problems caused by high-cost and low-
quality labeling in information extraction, we provided a detailed
overview of the various approaches that were proposed to solve the
sub-tasks of bootstrapping information extraction. We summarized cur-
rent principal approaches and depicted the specific issues addressed in
recent research. To provide inspiration and reference for similar stud-
ies in terms of mainstream data sources, evaluation specifications and
applications, we summarized the relevant datasets, evaluation metrics,
and systematic applications of bootstrapping information extraction.
In addition, we reflected on the remaining problems of bootstrapping
information extraction and highlighted some directions for future work.
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1 Introduction

Information extraction is broadly viewed as a method for filtering information
from large volumes of text [1]. This includes the retrieval of documents from
collections and the tagging of particular terms in text. Information extraction is
the backbone for knowledge-driven AI systems, where information is evaluated
and summarized to form knowledge. One of the main challenges information
extraction faces is the supervision problem, such as poor domain scalabil-
ity, single extraction granularity, and loose supervision signals [1]. Nowadays,
the main solutions to this problem include: weakly supervised approaches
based on knowledge bases, indirectly supervised approaches from Question
Answer(QA), and weakly supervised approaches based on linguistic models,
which have the common feature of leveraging the participation of other tasks
or other resources to achieve high-quality supervision. Due to the high cost
of labeling and the low quality of labeling, machine learning or deep learning
models increasingly need to focus on weakly supervised learning approaches,
i.e., heuristically using external knowledge bases, patterns/rules, or other clas-
sifiers to generate training data. Bootstrapping [2, 3], as a representative of
incomplete supervision (a type of weak supervision), refers to a problem setting
in which one is given a small set of labeled data and a large set of unlabeled
data, and the task is to induce a classifier. If this process continues to iter-
ate, the amount of labeled data that can be used to guide classification will
increase accordingly. It has been proved effective in information extraction
task, such as semantic lexicon construction, dictionary construction, relation
extraction or entity set expansion, etc. The concept of bootstrapping is inher-
ited from the bootstrapping term in statistics [4], which refers to the use of
limited sample data to re-establish a new sample that is sufficient to represent
the distribution of the parent sample through repeated sampling. This iter-
ative bootstrap process is transferred to the information extraction domain
with the hypothesis that a limited number of good relationship instances can
refine good relationship patterns, which in turn can usually help find good
relationship instances.

The idea of bootstrapping information extraction(BIE) originally comes
from the solution to the problem of extracting a relation for a particular
type of data from thousands of independent information sources automatically
[5].They present a technique that exploits the duality between pattern and
relation to grow the target relation starting from a small amount of relation
sample. DIPRE(Dual Iterative Pattern Relation Extraction) is a method to
extract structured relationships (or tables) from a collection of HTML docu-
ments. This method works best in a Web-like environment, where the tuples to
be extracted from the table often appear repeatedly in the consistent context
of the set document. DIPRE uses set redundancy and inherent structure to
extract target relationships and simplify the training process. This idea shown
in Figure 1 is later applied in the widely known Snowball system [6], which
extends the extraction work to text documents. It produces the selective pat-
terns with high coverage so that they generate correct tuples and identify new
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tuples. A more important improvement is that the Snowball system provides
an evaluation of patterns and tuples based on selectivity. Snowball would only
retain tuples and patterns that are considered ”reliable enough” for iterative
process of the system. These new patterns and tuples generation and filtering
strategies can significantly improve the quality of extracted tables. It solves the
problem of gradually decreasing correctness and severe semantic drift caused
by the gradual enlargement of error patterns. Some subsequent systems fol-
low the bootstrapping method like Snowball, but will add more reasonable
descriptions of patterns, restrictions and scoring strategies, or build large-scale
patterns based on the extraction results of previous system. For example, in the
NELL (Never Ending Language Learner) system [7], given an initial ontology
(a few definitions of classes and relationships) and a few samples, it can con-
stantly learn and extract new knowledge from the Web through self-learning.
Currently, NELL has extracted more than 3 million tuples of knowledge [7].

Fig. 1 The Idea of the DIPRE Method

As deep learning approaches are becoming mainstream in NLP, neural
network-based snowball has emerged. The neural Snowball approach aims to
learn new relations with a small sample of known relations by migrating seman-
tic knowledge over existing relations. Specifically, Neural Snowball [8] uses
Relational Siamese Networks (RSN) to learn relational similarity measures
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between instances based on existing relationships and their labeled data. Sub-
sequently, given a new relation and a small number of labeled samples, RSN
is used to accumulate reliable instances from the unlabeled corpus, and these
instances are used to train a classifier that can further identify new facts about
the new relation. In contrast to traditional bootstrapping, Neural Snowball also
makes use of a large-scale labeled dataset. Although the distribution of existing
relationships may differ significantly from that of new relationships, the deep
learning model can still extract high-level abstraction features to characterize
unknown relationships. As a result, Neural Snowball is more expressive and
capable of handling more complex relationships. However, the recall growth of
the Neural Snowball method is lower than expected, which means that RSN
may have overfitted the existing patterns [8].From DIPRE to Neural Snowball,
the related work reflects some of the changes in the paradigm of BIE from the
traditional symbolic process of extraction to the modern vectorization process,
and from heuristic learning methods to neural network-based deep learning
methods.

All BIE processes can be summarized into two alternating parts: pattern
expansion and instance expansion. The former considers how to efficiently gen-
erate high-quality instance templates, while the latter is concerned with how
to robustly obtain high-quality instances. In the alternating process, abstract
and concrete paradigm occurs between the pattern and the instances. Tra-
ditional bootstrapping methods usually use explicit representations, such as
rules or symbols. Neural network-based methods, on the other hand, use an
implicit representation by means of vectors or features.Nevertheless, the spe-
cific strategies and techniques used in the BIE process have not been well
organized and summarized.

The current survey on information extraction mainly focuses on open infor-
mation extraction, information extraction of a specific extraction object, or
information extraction of a particular domain. We also find that many journal
papers in the IE community are algorithm-centric, with less consideration on
the datasets and evaluation methods. In this work, we survey research related
to the bootstrapping approaches of IE in general, categorize them, and then
summarize the current applications that apply the BIE. The categorization is
especially aimed at giving IE and NLP practitioners a perspective on using
BIE that is available in diverse forms.A comparison between our work and
other major reviews can be found in Table 1.

In summary, this paper has the following findings and contributions:

1. This paper analyzes the main paradigms of bootstrapping information
extraction and summarizes their essential components from a methodolog-
ical perspective.

2. This paper reviews the relevant datasets, evaluation metrics, and systematic
applications of bootstrapping information extraction to provide mainstream
data sources, evaluation specifications, and inspiration for similar studies.

3. This paper puts forward the challenges faced by bootstrapping information
extraction and suggestions for its future research direction.
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Table 1 The comparison between our work and related review works

Work Year Focus

Cheng et al.[9] 2021 The recognition methods of Chinese NER
Zhou et al.[10] 2022 The methods and evaluation of Neural OIE
Yang et al.[11] 2022 Various extraction techniques based on deep learning
Zhang et al.[12] 2022 The IE methods of Traditional Chinese Medicine text

Landolsi et al.[13] 2023 The methods,datasets and application of medical IE
Abdullah et al.[14] 2023 The methods and application of textual IE

The rest of the survey is organized as follows.Section 2 outlines the overall
idea and flow of the overview. We introduce the main BIE methods by focusing
on four important phases in Section 3. Commonly used datasets and evaluation
metrics for BIE are given respectively in Section 4 and Section 5. Section 6
sorts out typical BIE application systems. We summarize the main prospects
and challenges for BIE in Section 7 before final conclusion in Section 8.

2 Materials and strategies

This study provides a systematic review of bootstrap methods in informa-
tion extraction. Figure 2 illustrates the main stages of the research. First, we
survey the source literature from the designated database by keyword search
strategy, then we formulate the selection criteria for inclusion and exclusion,
and finally we formulate the fundamental issues of the systematic review.The
overall review uses the framework proposed by Arksey and O’Malley [15] and
is informed by PRISMA guidelines [16].

Fig. 2 Research Flow Chart
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2.1 Search strategy and database source

In order to systematically sort through all the past research work on BIE, the
source we retrieve or search for BIE related literature include Science Direct1,
IEEE Xplore2, ACM Digital Library3, SpringerLink4, Google Scholar5, and
ACL database6. We identify bootstrapping-related literature by keywords
appearing in the title and abstract of the literature. This study was con-
ducted by restricting the valid basic concepts related to the research object,
which were mapped to the corresponding keywords. The main keywords are
BIE, pattern-based bootstrapping, bootstrap extraction/mining, seed Self-
expansion, semi-supervised information extraction, named entity recognition,
relation extraction, pattern matching, etc. As the results, 326 papers were
finally collected after our initial search.

2.2 Inclusion and exclusion criteria

Since the existing work related to bootstrapping information extraction has
a large time span, multiple sources of heterogeneous data, a variety of study
types, and varying study quality, the following inclusion and exclusion criteria
are proposed. Table 2 and Table 3 show the details of Inclusion and exclusion
criteria.

Table 2 The List of Inclusion Criteria

+ Inclusion criteria

+ Input data must be textual.
+ The study should be innovation or improvement of BIE methodology.
+ The content covered in the paper is the relevant research work of the last decade,
except for the information extraction application system
+ Reputable journal or conference paper should be reviewed unless BIE is a section
of the dissertation.
+ The proposed method starts with little or almost no manual.

2.3 Research questions

In order to drive the entire review methodology systematically, the research
questions focus mainly on the special aspects of BIE method. To be more
specific, our review raises the following research questions:

1. How to generate proper and correct seeds for patterns or instances?
2. What are the methods to represent and learn to obtain patterns?

1https://www.sciencedirect.com/
2https://ieeexplore.ieee.org/Xplore/home.jsp
3https://dl.acm.org/
4https://link.springer.com/
5https://scholar.google.com.hk/?hl=zh-CN
6https://aclanthology.org/
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Table 3 The List of Exclusion Criteria

- Exclusion criteria

- The input data is obtained with the help of semi-structural features of web pages.
- The study focuses only on the use of previous BIE method.
- The paper does not reveal much obvious information.
- The paper only uses the bootstrapping idea in a purely statistical method study.
- The paper only includes definitions and reviews of the BIE method.
- Short paper that are without model description and experiment.
- The proposed method requires a large amount of annotated data or knowledge base.

3. What methods are used to get instances?
4. How to evaluate patterns and instances?

3 Bootstrapping Information Extraction
Methods

BIE methods is referred to as extracting information from a certain informa-
tion source in a way that starts with a limited set with labels to expand its set
size [17]. Due to its minimally supervised, domain-independent, and language-
independent nature, the bootstrapping method has its own distinctive features
in information extraction, which are respectively reflected in the generation of
seeds, the learning of patterns and the evaluation of patterns during pattern
expansion, and the acquisition of instances, or the evaluation of instances dur-
ing instance expansion. Figure 3 illustrates the general principle of the BIE
method. Therefore, we review the research work on BIE methods from the
above aspects, and try to answer the research questions raised in the previous
section.

Fig. 3 The General Principle of the BIE Method
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3.1 Seed Generation

In the seed generation process, taking into account the appropriateness and
correctness of the seeds is the central issue, the seed generation strategy and
the seed generation quality are considered. The seed may be either pattern or
instance.

3.1.1 Seed Generation Strategy

To avoid confusion, the instances or patterns used to initiate BIE are collec-
tively referred to here as seed, where the pattern seed is designed to obtain
high-quality instance seed. The current main strategies for seed generation
in the last decade are divided into manual strategy and automatic strategy
according to the degree of automation.

The advantage of the manual strategy is that the seed quality is easy to
control, but it is labor intensive. In contrast, the automated strategy reduces
human involvement and makes seeds easily accessible. However, it is diffi-
cult to guarantee the quality of seeds. Nowadays, most studies use automatic
strategies, even manual selection often combine automatic strategies to gen-
erate seeds for different purposes. For seed pattern, manual construction is
the simplest approach, while for seed instance, the co-reference approach is
the most straightforward. Yahya et al. developed ReNoun [18], an open infor-
mation extraction system that extracting facts for noun-based relations by
focusing on nominal attributes and on the long tail. ReNoun has been per-
formed in pipeline. Begin by extracting a small number of high-precision facts,
ReNoun relied on manually specified lexical pattern that are specifically tai-
lored for noun phrase but are general enough to be independent of any specific
attributes. Thanks to such patterns, ReNoun can make the generated seed
facts more precise through co-reference that requires the attribute and object
noun phrases of a seed fact to refer to the same real-world entity.

In the era of rapid development of web information, there are many avail-
able corpus data on web pages. To make full use of the web resources, some
researchers have started to obtain seed by searching on the web. For exam-
ple, in the entity relation extraction model proposed by Wang, they acquire a
large corpus of sentences containing company names and relationship patterns
on the web through a crawler module to facilitate entity recognition while the
process is constantly iterative and keeps acquiring more and more candidate
corpus [19].

Another important type of seed is word dictionaries, glossaries, thesauri,
etc. Han et al. extracted entity types and relationship types from the inter-
nal structure of the thesaurus, and then designed an algorithm for automatic
generation of initial seed sets of domain knowledge graphs based on the the-
saurus. The experimental results show that the initial seed set obtained by
using the thesaurus can achieve a result closer to the manually designed seeds
[20]. Considering that there is no readily available lexicons, Tuo et al. in their
work on aspect extraction and aspect term expansion, clustered the words of
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major aspects into categories in which all aspects are included. Aspect cate-
gories were selected and the top 30 % of aspect terms for each aspect were
chosen as seed terms [21].

On one hand,lexicons can be considered as semantically orchestrated struc-
tured seed sources. They encompass domain-related seed information and
provide an effective means for bootstrapping domain information extrac-
tion.Yet not every field has well organized lexicons.On the other hand,since
web resources are easily accessible and can quickly supplement the corpus,
they serve as an open gateway for acquiring instance seeds. But the quality of
these seeds remains to be determined [19]. However,obtaining seeds from web
resources is still a preferable method for generating seeds if the quality of web
resources has been reasonably evaluated, as it saves time and labor costs.

3.1.2 Seed Generation quality

Ensuring seed quality is another significant issue that requires attention in
seed generation, particularly concerning automatic strategies. To enhance seed
quality, it is often necessary to screen the seeds, primarily based on their char-
acteristics. Much of the relevant work over the past decade has been conducted
in a non-supervised manner.

Phi et al. proposed and compared various approaches for automatic seed
selection, drawing inspiration from ranking relation instances and patterns
computed by the HITS algorithm. They also explored picking cluster cen-
troids using methods such as K-means, Latent Semantic Analysis (LSA), or
Non-Negative Matrix Factorization (NMF) [22]. The experimental setup used
random seed selection as the baseline comparison method, and the results
demonstrated that the relation extraction system utilizing the random method
exhibited the poorest average P@50 among all seed selection strategies. The
K-means automatic extraction approach demonstrated the best performance,
while the performance of the other methods was comparable. Notably, the
HITS- and K-means-based approaches displayed a slightly better performance
[22]. In a study by Xiong et al., sentiment seeds were selected by arranging
the nodes according to their degrees in a semantic graph and manually choos-
ing nodes with evident polarity [23]. In [21], the K-means algorithm was also
employed for automatic seed selection, where selecting a large hyperparameter
’k’ was deemed necessary to ensure the quality of the seed terms. Additionally,
in [24], BONIE examined the presence of seed facts in a large-scale external
knowledge base and retained only those that were common. This approach
yielded a diverse set of clean facts for further training.

Since the unsupervised approaches [21–24] has no externally supervised
signals to guide the learning process, more data and more complex models
are needed to effectively learn the structure of the data. Thus these current
unsupervised methods, while simple and feasible, are difficult to ensure that
higher quality seeds are obtained. Therefore more supervised methods may be
explored for quality control of seed generation.
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3.2 Pattern Learning

Pattern learning constitutes a fundamental step in BIE, as it determines the
accuracy of expansion from a limited number of instances to a larger set. In
the realm of pattern learning, it is essential to consider what to learn, how to
learn, and how to enhance learning comprehensively and effectively.

3.2.1 Pattern representation

The pattern representation that refers to the input or output of pattern learn-
ing may affect the pattern learning framework used for BIE and the pattern
generalization ability. Typical pattern representations include the word, part
of speech tagging, word sense, parse tree, etc. Please refer to Table 4 for spe-
cific information. The earliest symbolic representation is the word itself, often
referred to as surface pattern.

Zupon et al. used surface patterns consisting of up to 4 words before/after
the targted entities, and argued that such pattern is agnostic to the types of
patterns learned, and can be trivially adapted to other types of patterns [29].
Word itself, part of speech(POS) tagging, word sense and parse tree belong
to context pattern, which consists of the context information of the target
attribute. Ding et al. used a natural language processing toolkit for POS and
name entity(NE) recognition tagging and a syntactic parser for parsing, since
each event is represented using a frame-like structure to capture the meanings
of different events [32].Similar to this work is that the event trigger, each
entity mentioned, and the dependency path between them were extracted as
event patterns in [33]. Xiong proposed a feasible pattern representation method
by constructing a small window of POS tagging pattern for each slot value
and then combining all the corresponding ”sub-patterns” of the slot values to
form a tuple corresponding pattern [34]. Chen et al. developed a 7-dimension
tuple as extraction rules generated from a sentence containing entities, relation
keywords and a string of several words [35]. Zhang et al. defined a new relation
representation named activation force defined dependency pattern, which is
the shortest dependency path from entity to attribute value with a trigger
word as the semantic anchor [36].In [25],they investigate parse tree path and
mixed context patterns, combining three different semantic units in the pattern
design.

With the rapid development of machine learning and deep learning mod-
els, The vector-based representation of patterns is also becoming a trend. To
enrich the pattern representation’s semantic meaning, learning more effective
features from the input instance is needed to form a high-quality pattern. Neu-
ral networks can automatically extract features at a high level for obtaining
a better pattern representation. Tandon et al. constructed a tuple graph with
includes candidate tuple nodes, pattern set nodes, seed set nodes and relation
nodes. The tuple representation allowed it to consider the local graph for each
tuple with potentially millions of seeds, patterns and tuples [31]. Zhang et al.
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compared the similarities between pairs of semantic shortest dependency pat-
terns by the bottom-up kernel. They selected the most similar one to update
the seed pattern in each iteration of bootstrapping [26].Jianshu et al. applied
an augmented dependency tree (dependency information with word and part-
of-speech information) as pattern to train and extract in bootstrapping part
of our model, then accumulated the root vector for a binary classifier based
on matrix-vector recursive neural networks to judge whether the relationship
they assumed is correct [30].

In addition to the above, some special pattern representations are designed
for specific scenarios or tasks. Zhang et al. proved simple text patterns could
also acquire high-quality named entities in specific conditions. They designed
URL-text hybrid patterns to guarantee the capability of the patterns from
both URL and text aspects by considering the quality of URLs when using
text patterns [28].Ziering P argued that bootstrapping methods, known as
particularly sensitive to the ambiguity of terms and contexts, benefit from
solid semantic coherence in coordination. They introduced “Basilisk Coordi-
nation Patterns” that use only coordination and punctuation co-ordinations
in Basilisk instantiation [37].

The symbol-based pattern representations [25, 28, 29, 32–37],while explicit
and human-readable, require heavy human labor and elaborately design.In
contrast, the vector-based pattern representations [26, 30, 31] can be learned
automatically by optimization of a training objective instead of handcrafted
features. But their shortcoming is that the interpretability of learned embed-
dings is poor. Therefore, how to combine the respective advantages of symbolic
representation and vector representation, such as studying interpretable vec-
tors, will be a possible direction for exploring pattern representation in
future.

3.2.2 Pattern learning strategy

Besides pattern representation, how to obtain patterns from existing instances
is the main concern of pattern learning. The paradigm used for the strategy of
learning pattern can be divided into several stages. The initial paradigm is the
stage of using symbolic processing. That is, from Word Segmentation to POS
or NER, and then syntactic analysis to form the semi-instantiated pattern.

Yada et al. used a set of initial instances of cue phrases and emotion
words as seeds, and acquired functional word sequences between emotion
clauses(ECs) and emotion words as cue phrases if the clauses are similar enough
to previously learned ECs from a set of (dependency-parsed) sentences [38].In
[39],to learn the pattern templates, they first extracted the dependency path
connecting the arguments and relation words for each seed tuple and the asso-
ciated sentence. Then they annotated the relation node in the path with the
exact relation word (as a lexical constraint) and the POS (pos tag constraint).
Finally they created a relation template from the seed tuple by normalization
and replacement. Kozareva et al. use recursive pattern for is-a relation learn-
ing. The generated patterns are submitted to the search engine as a web query
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and all retrieved snippets are kept. If they were not previously explored by the
algorithm, they are placed on the relation expression position of pattern and
used as seeds in the subsequent verb extraction iteration [40].

In the next stage, vector-based representations begin to emerge. Dalvi et
al. argued that an extraction pattern can be treated as a search query over a
corpus. They devised an innovative query language that integrates symbolic
(boolean) and distributional (similarity-based) search methods. Additionally,
they proposed an machine learning-based query suggester capable of refin-
ing or broadening the current query to discover additional patterns (queries)
that express the target relation [41]. Subsequently, machine learning or deep
learning, exemplified by neural networks, is employed as a strategy to learn
patterns. In this context, the learning model is regarded as an implicit pattern.
Tai et al. introduced a novel kernel function based on the shortest dependency
tree, significantly enhancing the reliability of newly acquired patterns. These
advancements are attributed to the emphasis on element importance, the flex-
ibility in pattern similarity computation, and the consideration of test pattern
length, effectively mitigating uneven distribution of similarity values [42].

Li et al. proposed two additional views—the semantic relationship view and
the morphological structure view—alongside the traditional pattern similarity
view. They applied a co-training strategy to merge these perspectives into a
minimally supervised learning model. In each view, all pattern candidates were
ranked from different angles, and the top-ranked n candidates were selected
as accepted patterns [33]. In another study [43], the relationship between the
seed verb and the newly acquired verb was represented by two vectors obtained
through machine learning.

Similarity between the two relations was calculated using a vector simi-
larity algorithm. When the similarity value exceeded a certain threshold, the
new relation verb was obtained, and the corresponding relation pattern was
extracted. Shi et al. introduced a probabilistic co-bootstrapping method that
more precisely defined the expansion boundary by utilizing both positive and
discriminant negative seeds, which are automatically generated during the
bootstrapping process [44]. Due to the high cost associated with supervised
learning, some studies have adopted semi-supervised learning as a strategy
for pattern learning. ReNoun [18] employed distant supervision to learn a set
of dependency parse patterns used to extract a greater number of facts from
the text corpus. Furthermore, Cheng et al. proposed a novel semi-supervised
NER method based on multi-pattern fusion. The approach incorporated soft-
matching within the entity internal pattern and obtained an entity external
pattern through a bootstrapping process in the training corpus [45].

Obviously, compared with the symbol-based pattern learning method
[38–40], the deep learning-based pattern learning method [18, 41–45] can auto-
matically extract deeper and richer features of the pattern, which plays an
important role in obtaining better quality patterns in the BIE process. There-
fore, it will be more and more widely used in pattern learning strategies.
Minimizing the training time and iteration efficiency of deep learning is what
it needs to address.
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3.2.3 Pattern generalization

As a key component of pattern learning, the generalization of candidate pat-
terns facilitates pattern extension, which can be achieved with the assistance of
constructed knowledge bases or similarity calculations. The constructed knowl-
edge base may include a thesaurus, dictionary, and other resources. Makarov P
constructed a weighted undirected graph of pattern similarity, where pattern
candidates served as nodes, and the edge weights were computed using angu-
lar similarity. Following this, a semi-supervised label propagation algorithm
was applied, and a verb pattern dictionary was utilized to identify seed pat-
terns [46].In [24], BONIE used WordNet to expand patterns by including all
inflections and synset synonyms. Alashri et al. captured contextual synonyms
that are not derivable from our corpus by applying WordNet synonyms and
hyponyms to the members of concepts, further expanding and generalizing
them [47].

Similarity calculation can be performed through clustering, contextual
statistics, and other methods.In [48], BREDS generated additional extrac-
tion patterns by applying a single-pass clustering algorithm to relationship
instances collected in the previous step. Each resulting cluster contains a set
of relationship instances represented by their context vectors. Xu introduced
the principle of intra-chapter consistency into event extraction based on the
structural features of event sentences, using this consistency to reason about
other events with homogeneity or relevance, thus expanding the event pat-
terns [49]. Liu proposed a method for obtaining relation extraction patterns
based on information gain. The method considers differences in semantic and
positional features among different relations, generating corresponding rela-
tion extraction patterns for co-occurrence sentences of seed tuples of a certain
relation type [50]. Cheng utilized a soft matching method based on the Leven-
shtein distance to calculate the similarity between the internal patterns of two
domain entities, aiming to identify more internal patterns of named entities of
a specific category [51].In [52], PACE generated additional candidate patterns
solely from the context surrounding known (i.e., seeded or learned) entities by
storing known entities along with their respective contexts.

Compared to the similarity computation approach [48–52], the knowledge
base-based approach [24, 46, 47] is simple and easy to implement, but requires
the existence of a priori knowledge. The similarity computation approach is
not subject to this limitation, and vectors encoded by pre-trained models with
richer semantic information can be considered for computation in future.

3.3 Instance Acquisition

The ultimate goal of BIE is to obtain instances, and the primary methods for
capturing instances include pattern matching and instance distance calcula-
tion, among others. Pattern matching in instance acquisition can be achieved
through rules, utilizing either the contextual pattern or the surface pattern of
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the sentence itself, or by referencing an external knowledge base of structured
data, such as an ontology.

Thomas et al. proposed the extraction of semantic relations from sentences
containing phrasal verbs and conjunctive forms by leveraging the dependency
tree structure of the sentences. The proposed system effectively combines the
strengths of both Open Information Extraction (OIE) and Ontology-Based
Information Extraction (OBIE) techniques to extract domain-specific judi-
cial relations from court opinions by integrating domain ontology [53]. Wu
employed both relational type matching and entity pair type matching for
pattern matching, ensuring better alignment with most matchable text seeds
and achieving a high recall rate for this algorithm [54]. In [47], their algorithm
for automatically discovering causal relationships and chains is grounded in
the extraction of inter- and intra-sentential patterns. In [18], Yahya M argued
that each pattern match against the corpus indicates the potential subject,
attribute, and object heads. The noun phrase led by the token matching the
vertex is then compared against the set of attributes to which the pattern is
mapped.

Differing from previous approaches to acquisition, instance distance calcu-
lation is generally conducted by searching for instances that are closely related
through graph networks or other statistical methods. Tuo et al. computed the
distance from each word to every cluster center for every word in the document
of pre-aspect words. They then compared the minimum distance with the inner
category distance in the task of aspect terminology expansion. If the minimum
distance is less than the inner category distance, the corresponding word term
is added to the respective aspect category as an aspect term [21]. Xiong et
al. constructed a semantic graph in which sentiment words were represented
as nodes and the edge weights indicated the similarity between words. This
graph was used to more effectively predict the sentiment polarity of unlabeled
candidate sentiment words. They also introduced a global and local point-wise
mutual information (GLPMI) method that refined word relevance more pre-
cisely through weighted rules [23]. Long et al. proposed a method that utilizes
vector similarity calculation in the process of named entity recognition (NER).
They then calculated the similarity between the feature vector of the named
entity obtained in the previous section and the feature vector of an example
containing the named entity. When the similarity reaches a certain threshold,
the corresponding named entity can be recognized [55].

Pattern matching methods either require well-designed rules [18, 47, 54]
or rely on knowledge hierarchies [53]. In comparison, the methods based on
instance distance computation [21, 23, 55] are not subject to these constraints
and can essentially continuously obtain higher quality instances by optimizing
the similarity computation process.
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3.4 Evaluation for Patterns and Instances

The evaluation of patterns or instances plays a pivotal role in ensuring the
extraction quality of BIE. If not appropriately handled, it is prone to seman-
tic drift problems or low recall. The evaluation process of BIE may involve
ranking or filtering to identify suitable patterns or instances through scoring,
comparison, and various other methods.

For instance, Yan et al. argued that pattern evaluation relies on both its
direct extraction quality and the extraction quality in subsequent iterations.
They employed the Monte Carlo Tree Search (MCTS) algorithm for efficient
delayed feedback estimation and applied a prior policy network to eliminate
poor patterns, thus reducing the search space in the MCTS [56].

Tai designed a classification model with two kernel functions that were
jointly predicted by the combination of two classifiers. This was done to ensure
the reliability of the selected relation pattern in the pattern expansion pro-
cess, along with the accuracy and confidence of the classifiers’ classification
results. Essentially, the model conducted similarity assessments of patterns by
matching kernel functions with classifiers to choose high-quality patterns [57].

Kurihara et al. introduced a scoring method for a confidence measure dur-
ing the bootstrapping process. After calculating the scores, they extracted
phrases in the top N% to serve as new seeds for the next iteration. If the phrases
in the current top N% match those from the previous step, the iteration is
terminated [58].

Gupta et al. presented a scoring improvement schema that predicted labels
for unlabeled entities. This schema utilized various unsupervised features
based on contrasting domain-specific and general text, exploiting distributional
similarity and edit distances for learned entities [59].

Ziering et al. proposed exploiting linguistic variation between languages to
address the problem of gradually decreasing lexicon quality. They introduced
a knowledge-lean and language-independent ensemble method [60].

In [61], several scoring functions for similarity-based expansion within a
bootstrapping algorithm are applied and compared. They discovered that
hypernym/hyponym pairs are automatically and incrementally extracted
based on their statistics. Various association measures and graph-based scoring
were employed to achieve improved recall.

Identifying appropriate patterns or instances is essentially a search-sorting
problem. Current methods focus on either accuracy [59, 60] or recall [56, 58,
61], and few methods [57] are able to balance the two well. There is a need
to investigate methods for recognizing patterns or instances that can better
satisfy both recall and ranking requirements.

4 Datasets

In this section, we introduce current benchmark datasets related to BIE task.
The proposed methods are evaluated on a variety of benchmark data, which
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we summarized and presented their usage in this section. A list of the datasets
is shown in Table 5.

CoNLL [29, 62–64]: CoNLL is constructed for the CoNLL 2003 shared task
that concerns language-independent named entity recognition. The CoNLL-
2003 named entity data consists of eight files covering two languages: English
and German. The English data was taken from the Reuters Corpus . This
corpus consists of Reuters news stories between August 1996 and August 1997.
The German text data was taken from the ECI Multilingual Text Corpus.
This corpus was extracted from the German newspaper Frankfurter Rundshau.
CoNLL contains four types of entities: persons, locations, organizations and
names of miscellaneous entities.

OntoNotes [29, 62–64]: OntoNotes is from the OntoNotes project, which
has created multiple large-scale layers of syntactic, semantic and discourse
information in text. The English language comprises roughly 1.7M words, and
the Chinese language includes roughly 1M of newswires, magazine articles,
broadcast news, broadcast conversations, web data, and conversational speech
data. The corpus is tagged with syntactic trees, propositions for most verb
and some noun instances, partial verb and noun word senses, coreference, and
named entities. The entity type in OntoNotes finally contains 11 entity types
without numerical categories.

TREC KBP 2012 SSF [30, 65]: The TREC KBA 2012 SSF corpus
includes information about various entities and add any new information to
respective infoboxes from a 2008 snapshot of Wikipedia. There are only 42
slots that pertain to general information about persons and organizations.

TAC KBP 2013 ESF [26, 36, 66]: The TAC KBP 2013 ESF corpus
includes 2.3 million news docs and 1.5 million Web pages and other docs from
2009 to 2012, and includes 1 million docs from Gigaword, 1 million web docs,
and about 100,000 docs from web discussion fora in 2013.

Google Web 1T corpus [31, 44, 56]: Google Web 1T contains a large scale
of ngrams compiled from a one trillion words corpus. Google has published a
dataset of raw frequencies for n-grams (n = 1, . . . , 5) computed from over
1,024G word tokens of English text, taken from Google’s web page search
index. In compressed form, the distributed data amounts to 24GB.

EPO [37, 60]: The patent data are distributed by the European Patent
Office between 1998 and 2008. The patent description is the main part of
a patent. Most European patents provide their claims (the part of a patent
defining the scope of protection) in German, English and French.

TACRED [67, 68]: The TAC Relation Extraction dataset is a large-scale
crowd-sourced relation extraction dataset following the TAC KBP relation
schema. The corpora are collected from all the prior TAC KBP shared tasks.
It has more than 100,000 relation mentions with relations categorized into 42
classes.

ACE 2005 [33, 49]: This dataset was released by the Language Data Con-
sortium (LDC) in 2005. The dataset consists of entities, relations, and event
annotations for various types of data, including English, Arabic, and Chinese
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training data, to develop automatic content extraction techniques to support
the automated processing of human language in textual form. The ACE cor-
pus addresses the identification of five subtasks: entities, values, temporal
expressions, relations, and events.

PFR [45, 51]: The People’s Daily Annotated Corpus (version 1.0, referred
as the PFR corpus) is an annotated corpus produced by the Institute of
Computational Linguistics, Peking University and Fujitsu Research and Devel-
opment Center Ltd. with the permission of the News Information Center of
People’s Daily. The corpus is annotated with more than 6 million bytes of Chi-
nese articles for word separation and lexical annotation. It is used as raw data
in many studies and papers.

5 Evaluation Metrics

Usually the evaluation of the method needs to be compared with other base-
line methods on the basis of designed evaluation metrics. We summarize the
typical evaluation metrics for BIE methods in the Table 6. it can be found
that the performance evaluation of BIE methods often requires a combination
of multiple metrics on different subtasks to achieve both a comprehensive and
objective evaluation.

6 Bootstrap information extraction application
systems

The BIE method has been applied in many scenarios, and the BIE application
system built on this basis has further advanced the research and development
of BIE. Below we have collected and described some representative system
applications and pointed out their advantages and disadvantages.

DIPRE [5]:The DIPRE system was designed to enable the extraction of
structured data from large-scale HTML documents. Using this system one
only needed to give a small number of initial relation seeds (e.g. ⟨Mao, 1893⟩,
etc.) as input for the entity relation to be processed, and its method can auto-
matically obtain the five-tuple description pattern and rich relation instances
corresponding to that entity relation. However, the disadvantage was that it
relies on HTML tags and needs more evaluation of new patterns and tuples,
resulting in noisier extraction results and lower recall of extraction results.

Snowball [6]:Based on DIPRE, the Snowball system defined a five-tuple
relational description schema representation with weights, annotates sen-
tences using named entity recognition techniques, extracted only the relations
between named entities, and given a well-established schema containing evalu-
ation and filtering criteria for tuples. The effectiveness of the method was also
verified on a news corpus of size 300,000 pieces. However, since Snowball used
a heuristic-based approach to obtain strict and complex rules, it limited the
generalization ability and thus generated low recall.
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Basilisk [83]: The Basilisk system started with an unannotated corpus
and seed words for each semantic category. Then, the system iteratively
extracted words for each semantic category and assumed a semantic category
of words by heavily extracting collective information from the pattern context.
It relied heavily on the quality of the vocabulary seeds and the richness of the
representation of dependencies between extractions.

KnowItAll [84]:The KnowItAll system automatically extracted domain-
independent factual information from the Web, with inputs such as ”scientist”,
”city”, ”movie”, etc. The input was category concept information such as
”scientist”, ”city”, ”movie”, etc., and the output was a collection of instances
under a specific category. This system had high extraction accuracy but low
recall. The main bottleneck to KnowltAll’s scalability was the rate at which it
can issue search-engine queries.

URES [85]:The relation extraction system URES (an Unsupervised Web
Relation Extraction System) started from the seed set of relation, further
generalized the patterns based on sequential patterns using the best match-
ing dynamic programming algorithm to obtain Soft Pattern, and finally uses
Soft Pattern matching to identify new relation instances. The system was
experimented on five relation types and finally obtains about 90 % accuracy.
However, the degree of generalization of the pattern was reflected in the selec-
tion of scores and thresholds in unit matching in best matching, and the system
did not give detailed explanatory notes and comparative experiments.

Espresso [86]:The Espresso system applied information theory to evaluate
the reliability of patterns and candidate instances, and combined web-based
knowledge extension techniques to extend the instances for iterative extrac-
tion of binary semantic relations under weak supervision. Experimental results
showed that the exploitation of generic patterns substantially increases system
recall with small effect on overall precision. However, the system did not take
into account the selectional constraints on generic patterns, so the extraction
effect in NLP applications was yet to be tested.

TEXTRUNNER [87]:The TEXTRUNNER system was a fully imple-
mented Open IE one based on self supervised method. It was demonstrated
that it has the ability to extract massive amounts of high-quality information
from a nine million Web page corpus, and also have shown that TEXTRUN-
NER is able to match the recall of the KnowITALL state-of-the-art Web IE
system, while achieving higher precision. The problem of detecting synonyms
as well as multiple mentions of entities had not been well addressed.

AERTEWM [88]:The AERTEWM(Automated Entity Relation Tuple
Extraction Using Web Mining) system proposed to use seed set and keywords
as input, which solved the circular dependency problem to a certain extent,
and based on this, an improved pattern acquisition and iteration strategy was
proposed to extract relational tuples from the Web using web mining tech-
niques, with a good average accuracy of 98.42 %, which can better meet the

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



Springer Nature 2021 LATEX template

22 A System Review on Bootstrapping Information Extraction

practical application requirements of information extraction. The final num-
ber of tuples extracted was influenced by the inaccuracy of NE identification
and the NE designation problem.

O-CRF [89]:The O-CRF system was a CRFbased Open IE one that can
extract different relationships with a precision of 88.3 % and a recall of 45.2
%. This system was a compromise between Traditional Information Extraction
and Open IE to build the O-CRF system, which solved the problem of known
categories but fewer categories and limited corpus size, and was also applicable
to the case where the categories were unknown and the Web was needed as
a corpus. The O-CRF still failed to locate the various ways in which a given
relation was expressed, which makes its recall slightly low.

StatSnowball [90]:The StatSnowball system was an improved version of
Snowball, which used Markov Logic Networks (MLNs) to learn the weights of
Pattern, and used probabilistic methods to evaluate and select Pattern, instead
of heuristic rules. And the system was highly scalable to solve both Traditional
Information Extraction and Open IE problems. Empirical results showed that
StatSnowball can achieve a significantly higher recall without sacrificing the
high precision during iterations with a small number of seeds. Because of the
limited learning and inference capability of MLN, statsnowball would also be
limited in pattern learning, which affects the recall rate. Currently, the system
is released with a Chinese version of Microsoft Human Cube Relationship
Search and an English version of EntityCube.

NELL [7]: The NELL system proposed a never-ending learning framework
that takes advantage of the ever-growing nature of information on the Web
by running a system on a computer that continuously extracts information
from the Web to populate the knowledge base, enabling the knowledge base to
grow. After running for 67 days, this implementation populated a knowledge
base with over 242,000 facts with an estimated precision of 74 %. However,
the system lacked self-reflection to decide what to do next and did not interact
enough with humans.

7 Prospects and Challenges

Despite more than a decade of BIE research, and the continuous emergence of
new information extraction tasks, many problems and challenges still need to
be solved in BIE research.

Firstly, there needs to be more in-depth research and study on seed quality
control. Although some studies have discussed the selection strategy for seeds
[21–24], they have yet to make comparisons without delving into the essence
of the selection strategy, which has important implications for guiding BIE.
Especially when obtaining seed resources from the web, low-quality seeds can
directly lead to extraction failure. We should study the mechanism of seed
selection strategy and explore more binding selection methods, such as self
Supervised learning-based.
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Secondly, the analysis in [91] has shown that semantic drift [92] is an inher-
ent property of iterative bootstrapping algorithms and poses a fundamental
problem. They have shown that iterative bootstrapping without pruning cor-
responds to an eigenvector computation and thus as the number of iterations
increases the resulting ranking will always converge towards the same static
ranking, regardless of the particular choice of seed instances. Existing solutions
simply discard bad patterns. However, such methods are sacrificing recall in
exchange for high precision. A portion of the research tends to rely on external
resources [56] or internal constraints [59, 93, 94] that make it possible to avoid
semantic drift by guaranteeing that the quality of patterns or instances is not
degraded when they are generated. However, since heuristic constrains algo-
rithms are invented for different problems, each algorithm has its own scope of
application and requires a lot of expert effort. The more effective exploitabil-
ity of external auxiliary resource data may be a potential research direction.
Unlike constrains, the structured or regular nature of auxiliary resource data
makes the semantic constraints on patterns or instances more effective and
more directed to resource-rich directions. Liang et al. argued that most of these
patterns and instances can be kept as long as being applied selectively, guided
by prior knowledge [95]. It’s worth noting that external or auxiliary knowl-
edge like event trigger knowledge or constructed knowledge graph may bridge
the seen patterns or instances and the unseen ones, thus enabling the mutual
match between pattern and instance. Therefore, a key for knowledge-aware
information extraction is to consider such knowledge resources as evolving side
information and keep them up-to-date.

Thirdly, existing BIE methods put too much emphasis on automation, and
better extraction performance, especially in the recall, might be obtained with
proper expert intervention. In recent years, several works has emerged focusing
on human-in-loop information extraction paradigm [96–99]. In [99], Rahman et
al. presented a semi-structured interview-based study to understand IE work
practices, identified several challenges with the existing IE workflows and pro-
posed a set of design considerations, based on cognitive engineering principles,
for developing human-in-the-loop IE tools. Nevertheless, further research is
still needed on maximizing bootstrapping gains with minimal manual effort
and conducting effective subjective and objective evaluations of the human-in-
the-loop paradigm.The human-in-the-loop paradigm on IE is also well suited
for data labeling tools in specialized domains where there is a severe lack of
labeled data. On moving from large-scale manual to semi-automatic label-
ing(e.g.,Label Studio7), it is reasonable to expect that BIE will be able to fulfill
its potential for fast and accurate recognition therein.

Fourthly, there need to be more BIE application systems for the other low
resource language including Chinese. As the Chinese language example men-
tioned in [100], since Chinese differs significantly from English in many aspects,
such as word formation, syntax, semantics, and tense, the general pattern-
matching method, which extracts better results on English, is relatively less

7https://labelstud.io/
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effective when dealing with Chinese text. Therefore, the lexical-semantic pat-
tern matching technique is more suitable for the Chinese entity relationship
extraction task. Meanwhile, with the popularity of deep learning and neu-
ral networks, research on explicit pattern-based BIE application systems that
require tedious feature engineering has received less attention in the last
decade. Given that end-to-end approaches both require large supervised cor-
pora and have problems in explainability and high computation costs[11], BIE
approaches with parameterized implicit patterns in incomplete supervision
[101–104], has the potential to obtain large amounts of supervised data quickly
and iteratively under limited supervision, significantly reducing the cost of
manual annotation, especially when high-quality supervised corpora are lack-
ing in many domains. The research and application of BIE should have its value
[105–109]. BIE’s contribution to information extraction has much potential to
be explored in the future.

8 Conclusion

We have provided a systematic overview of diverse methods proposed in the
realm of BIE. Our comprehensive review covers the four core stages of the
BIE process: seed generation, pattern learning, instance acquisition, and the
evaluation of patterns and instances. This summarize the underlying principles
and implementation details of each BIE step, shedding light on their collective
impact.

Generally, seed generation is progressively reliant on external sources. In
the pattern learning stage, a discernible trend towards distributed represen-
tation of patterns and advanced pattern learning strategies is observed. Pat-
tern generalization and instance acquisition, inherently similar, are achieved
through matching or distance calculation methodologies. A multitude of fil-
tering and ranking techniques are applicable to both pattern and instance
evaluation.

Furthermore, we survey the datasets and metrics employed to assess the
performance of proposed BIE methods, along with illustrating their application
and system integration. Lastly, we highlight persistent challenges, encompass-
ing seed quality control, semantic drift, manual intervention, BIE application,
and outline prospective directions for future endeavors.
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