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Abstract—In this paper, a distributed observer-based prescribed performance control method is proposed for using a multi-robot teleoperation system to manipulate a common deformable object. To achieve a stable position-tracking effect and realize the desired cooperative operational performance, we define a new hybrid error matrix to represent the errors of both the relative distances and absolute positions of robots and then decompose the matrix into two new error terms for cooperative and independent robot control. To enable the desired handling of the deformable object by the robots, we improve the Kelvin-Voigt (K-V) contact model based on the new error terms. Because the center position and deformation of the object cannot be directly measured, the object dynamics are then expressed by the relative distances of robots and an equivalent impedance term. Each robot incorporates an observer to estimate contact force and object dynamics based on its own measurements. To address the position errors caused by biases in force estimation and realize the position-tracking effect of each robot, we improve the barrier Lyapunov functions (BLFs) by incorporating the errors into system control, which allows us to achieve a predefined position-tracking effect. We conduct an experiment to verify the proposed controller's ability to handle robustness and position-tracking effectiveness in a dual-telerobot cooperative manipulation task, even when the object is subjected to unknown disturbances.

Note to Practitioners—This article is inspired by the limitations of multi-telerobot manipulation with a deformable object, where the deformation of the object cannot be measured directly. Meanwhile, force sensors, especially 6-axis force sensors, are very expensive. To realize the purpose that objects manipulated by multiple robots match the same state as operated on the leader side, we propose an object-centric teleoperation framework based on the estimates of contact forces and object dynamics and the improved barrier Lyapunov functions (BLFs). This framework contributes to two aspects in practice: 1) propose a control diagram for deformable object co-teleoperation of multi-robots for unmeasurable object’s centre position and deformation; 2) propose an improved BLFs controller based on the estimation of contact force and robot dynamics. The estimation errors are considered and transferred using an equivalent impedance to be integrated into the Lyapunov function to minimize both force and motion-tracking errors. The experimental results verify the effectiveness of the proposed method. The developed framework can be used in industrial applications with a similar scenario.

Index Terms—Cooperative teleoperation, Multi-robot system, Deformable object manipulation, Barrier Lyapunov Functions, Distributed observer

I. INTRODUCTION

MULTILATERAL telerobots have been widely applicable in surgical operations and flexible and dexterous human-robot interaction [1]-[4]. Compared to single-arm teleoperation robotic systems, two-arm and multi-arm telerobot systems can complete complex tasks with stronger manipulation capacity and higher efficiency [5]-[7].

This paper focuses on a multilateral telerobot system that comprises several manipulators on the leader side and an equal number of robots on the follower side. For this research topic, Sirouspour has proposed a $\mu$ synthesis-based control diagram to address the problem of follower robots utilizing a tool for cooperative manipulation of the environment [8]. The research and model were further developed by Chen et al. [9], [10], Thanh et al. [11] and Azimifar et al. [12]. For instance, Chen et al. focused on adaptive robust control for multilateral telerobot systems with arbitrary time delays considering the influence of external disturbances, parametric uncertainties, and modeling errors [9], [10]. Thanh et al. [11] compared the centralized and decentralized control diagrams for the system and pointed out that the decentralized control mode has higher fault tolerance ability, better flexibility and higher reliability. Azimifar et al. discussed system transparency and proposed a force estimator to estimate the external force which can realize the stability and transparency of a closed-loop control [12]. Moreover, the work of Sun et al. [13] on cooperative grasping with reconfigurable robots was based on type 2 fuzzy logic control, which was also a special case for multilateral teleoperation systems.

Most of the aforementioned studies heavily rely on precise geometric models of the objects and robots, along with accurate force measurements. However, they overlook the deformation and dynamic changes that occur at the objects and robots due to the cooperative efforts of multiple telerobots. These factors are critical in real-world robot manipulation. Even a slight error in motion can lead to substantial contact forces on a rigid object, resulting in potential damage to both the robots and the object.
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The position tracking performance in teleoperation systems depends on the accurate estimation of contact force. Therefore, some researchers have investigated force-independent control, where neural networks are used to estimate and compensate for force or torque errors [12]-[16], which is especially useful for space operations [17].

In this paper, we will design a new decentralized controller for a multi-robot teleoperation system by creating distributed observers to estimate the contact force of each robot and the dynamics of deformable objects. Compared to the centralized control mode, such as the model-mediated teleoperation [18], the distributed controller can balance the common manipulation effect and self-interaction in a flexible contact task [11]-[12]. Meanwhile, multi-robot teleoperation for a deformable object has not been extensively researched previously. This paper will investigate the oscillations increasing phenomenon caused by unbalanced output forces and varying time delays during the information distribution process as well [19]. This research is based on our previous research on multi-leader multi-follower (MLMF) teleoperation [20]-[23], cooperative manipulation of dual-arm robots [24], [25], and force sensorless control [12]-[16], [26]. The control diagram for the n -manipulator -n -robot teleoperation system is illustrated in Fig.1. The symbols such as \( \tau_{f1}^{1} \), \( F_{n} \) et al. are introduced in Table 1, Section II. A.

On the follower side, we build several distributed observers to estimate unknown object deformations and dynamics based on the Kelvin-Voigt (K-V) contact model. The outputs of these observers are then used for follower controllers to balance the common operational effect and the self-stability control. The Barrier Lyapunov function (BLF) is also improved and used in the follower controllers to specify the robots' performance. The leader controllers are designed to interact with the operators to minimize the errors in object-level manipulation. This paper will not only investigate the oscillations increasing phenomenon caused by unbalanced output forces and varying time delays during the information distribution process but also investigate the oscillations increasing phenomenon caused by unbalanced output forces and varying time delays during the information distribution process [19]. This research is based on our previous research on multi-leader multi-follower (MLMF) teleoperation [20]-[23], cooperative manipulation of dual-arm robots [24], [25], and force sensorless control [12]-[16], [26]. The control diagram for the n -manipulator -n -robot teleoperation system is illustrated in Fig.1. The symbols such as \( \tau_{f1}^{1} \), \( F_{n} \) et al. are introduced in Table 1, Section II. A.

Using the symbols in Table 1, we describe the teleoperation system consisting n robots and n manipulators in a Lagrange form as:

\[
\begin{align*}
M_{\theta}(q_{\theta})\ddot{q}_{\theta} + C_{\theta}(q_{\theta},\dot{q}_{\theta})\dot{q}_{\theta} + G_{\theta} &= J_{\theta}^{T}(q_{\theta})F_{\theta} - \tau_{\theta} \\
M_{\theta}(q_{\theta})\ddot{q}_{\theta} + C_{\theta}(q_{\theta},\dot{q}_{\theta})\dot{q}_{\theta} + G_{\theta} &= \tau_{\theta} - J_{\theta}^{T}(q_{\theta})F_{\theta}
\end{align*}
\]

where \( M_{\theta}(q_{\theta}) \) and \( C_{\theta}(q_{\theta},\dot{q}_{\theta}) \), \( i = l,f,j = 1,...,n \) are the inertia matrix and the centripetal and Coriolis matrix. They are simply expressed as \( M_{\theta} \) and \( C_{\theta} \). \( G_{\theta} \) is the gravitational torque, and \( J_{\theta}(q_{\theta}) \) is the Jacobian matrix, and we have

\[
\begin{align*}
x_{\theta} &= p(q_{\theta}) \\
\dot{x}_{\theta} &= \dot{p}(q_{\theta}) = J_{\theta}(q_{\theta})\dot{q}_{\theta}
\end{align*}
\]
The object dynamics $\Phi_o(x_o, \dot{x}_o, \ddot{x}_o)$ is expressed as

$$
\Phi_o(x_o, \dot{x}_o, \ddot{x}_o) = M_o(x_o)\ddot{x}_o + C_o(x_o, \dot{x}_o)\dot{x}_o + G_o(x_o)
$$

where $M_o(x_o)$, $C_o(x_o, \dot{x}_o)$ and $G_o(x_o)$ are the inertia matrix, the centripetal and Coriolis matrix and the gravitational torque of the object, and $M_o$, $C_o$ and $G_o$ are their simplifications, and $J_o$ and $J_e$ are Jacobian matrices from robots to the object center in the object coordinate. Previous research based on rigid object manipulation assumes that the matrices $J_o$ and $J_e$ are known. However, the method is not applicable to deformable objects since their shape and centre positions change under the effects of multiple robots. Therefore, we propose an equivalent object model in Fig. 2 that represents the deformable object as a hard central object connected with several spring-damping units through the contact points. The deformation of the $k$th unit is denoted by $\delta_{jk}$ and we use the K-V contact model to describe $F_{ek}$ in (3) as

$$
\text{Fig. 2. Illustration of object modelling.}
$$

where $B_z$ and $K_z$ are damping and stiffness parameters and $Z_e = B_z\delta_{jk} + K_z\delta_{jk}$ represents the impedance factor for each robot. $\delta_{jk} = \delta_{jk}^o + x_{jk} - x_o$ represents the relative position between the object centre and robots, and $\delta_{jk}^o = (x_o - x_{jk})_{t=0}$ is the initial position of equilibrium without pressures.

### B. Control objective and assumptions

Setting $\tau_{ext} = J_e F_{ext}$ and taking (4) into (3) we get

$$
\sum_{j=1}^{n} J_{j} \left( B_{j} (\dot{x}_{j} - \dot{x}_o) + K_{j} (\delta_{j}^o + \delta_{j} - x_{j} - x_o) \right) - \Lambda (B_z \dot{x}_o + K_z x_o) = 0,
$$

where $\Lambda = \sum_{j=1}^{n} J_{j}^\prime$. $J_{j}^\prime$ is similar to $J_{j}$ and calculated based on initial object positions and $\sigma(x_o)$ is a condensed expression of

$$
\sum_{j=1}^{n} \left( J_{j} - J_{j}^\prime \right) \left( B_{j} \dot{x}_{j} + K_{j} \left( x_{j} + \delta_{j}^o \right) \right) - \Lambda (B_z \dot{x}_o + K_z x_o + \sigma(x_o)).
$$

Here, we move the terms corresponding to $x_o$ from the right side of (5) to the left and define $\overline{\Phi}_o(x_o, \dot{x}_o, \ddot{x}_o)$ as a new hybrid object dynamics term as

$$
\overline{\Phi}_o(x_o, \dot{x}_o, \ddot{x}_o) = M_o \ddot{x}_o + \overline{C}_o \dot{x}_o + \Lambda K_z x_o + G_o - \tau_{ext} - \sigma(x_o),
$$

where $\overline{C}_o = C_o + \Lambda B_z$ and then $\overline{\Phi}_o(x_o, \dot{x}_o, \ddot{x}_o)$ is expressed by a common impedance $Z_e$ for all anticipating robots as

$$
\overline{\Phi}_o(x_o, \dot{x}_o, \ddot{x}_o) = \sum_{j=1}^{n} Z_e J_{j}^\prime \left( x_{j} + \delta_{j}^o \right).
$$

In the leader side, the dynamics of the object handled by all the manipulators is expressed by variables $x_{j}$, $\delta_{j}^o$ and contact force $F_{e1}^j$, $j = 1, 2, ..., n$ as
\[ \mathbf{T}_o (x_o, \hat{x}_o, \ddot{x}_o) = \sum_{j=1}^{n} J_j^T (x_o + \delta_y^j) \]
\[ = \sum_{j=1}^{n} J_j^T F_{o_j}^\ast \left( Z_j \right) \left|_{x_j} \right. . \]

where \( x_o \) represents the center position of the leader object, and \( F_{o_j}^\ast \) is the force feedback to the operators, and \( \delta_y^j \) and \( x_o \) satisfying \( \delta_y^j = \delta_y^o \) and \( x_o \) \( \left|_{x_j} \right. = x_o \left|_{x_j} \right. \). On the leader side, the measured variables such as \( x_o, \hat{x}_o, \ddot{x}_o \) and \( \delta_y^o \) etc. are converted to manipulation commands, which are subsequently transmitted to the follower side for robot control. There are two objectives for the multi-robot teleoperation:

1) Robots manipulate the object on the follower side to achieve the same effect as manipulating it with time delays on the leader side:

\[ \mathbf{T}_o (x_o, \hat{x}_o, \ddot{x}_o) = \mathbf{T}_o (x_o, \hat{x}_o, \ddot{x}_o) \]
\[ = \sum_{j=1}^{n} J_j^T \left( B_j \hat{x}_o^i + K_e (x_o^i + \delta_y^o) \right) \]

(9)

2) For each follower robot, it is desired to track the motions of the corresponding leader: \( x_o = x_o^d(t), \hat{x}_o = \hat{x}_o^d(t) \).

Several assumptions, properties and lemmas are proposed as follows.

**Assumption 1**: During the manipulation, we only consider the deformation of the object \( \delta_y \), and the rotation and slippage on the contact surface are not discussed.

**Assumption 2 [20]**: For every sampling time, the contact force is measured in a temporary stable state such that \( \dot{F}_o^\ast (k) = 0 \).

**Assumption 3**: There exist two positive parameters \( p_{y}^{\text{min}} \) and \( p_{y}^{\text{max}} \), \( i = 1, f \) satisfying \( p_{y}^{\text{min}} \leq \lambda_{\text{min}} \left( M_{y}^{-1} \right) \), \( p_{y}^{\text{max}} \geq \lambda_{\text{max}} \left( M_{y}^{-1} \right) \).

**Property 1**: The matrix \( M_{y} = 2C_{y} \) in (1) is skew-symmetric.

**Lemma 1**: For any positive constant vector \( k, x \in \mathbb{R}^n \), the inequality holds for any vector \( x \in \mathbb{R}^n \) in the interval \( |x| < |k| \)

\[ \log \frac{k^T k}{k^T k - x^T x} \leq \frac{k^T k}{k^T k - x^T x}. \]

III. CONTROLLER DESIGN

A. Error decomposition

To accomplish the above two control objectives, the follower robots need to maintain a balance between handling the object and control their own positions. This can be achieved by using (7) and (9), along with the definition of \( \eta_y \) in Table 1, which provides a sufficient condition to achieve the desired object operational effect (Objective 1)

\[ \sum_{j=1}^{n} J_j^T \eta_y = 0 , \]

and \( x_o \) in (7) is expressed by a nonlinear equation of \( J_j^T x_y \), \( j = 1, \ldots, n \) as

\[ x_o = f \left( J_1^T x_{y1}, J_2^T x_{y2}, \ldots, J_n^T x_{yn} \right) . \]

(11)

Taking (11) into the definition of \( F_{o_k} \), we can express \( F_{o_k} \) as

\[ F_{o_k} = B_k \left( \hat{x}_o - \frac{df}{dt} \right) + K_e \left[ x_o - f \left( J_1^T x_{y1}, \ldots, J_n^T x_{yn} \right) + \delta_y^o \right] \]
\[ = \sum_{j=1}^{n} B_k \left( J_j^T \hat{x}_o - J_j^T x_y \right) + K_e \left( J_j^T x_o - J_j^T x_y + J_j^T \delta_y^o \right) \]
\[ = \sum_{j=1}^{n} Z_e \left( J_j^T x_o - J_j^T x_y + J_j^T \delta_y^o \right) \]

where \( B_k \) and \( K_e \) are equivalent varying stiffness and damping to \( B_k \) and \( K_e \) in (4), and \( Z_e \) is an equivalent impedance.

Furthermore, (10) can be expressed as

\[ \sum_{j=1}^{n} \left( J_j^T \eta_y^o - J_k^T \eta_y^o \right) = n \eta_y^o = 0 . \]

(13)

If \( x_o = x_o^d(t), \hat{x}_o = \hat{x}_o^d(t) \) (Objective 2), that is if \( \eta_y^o = 0, \eta_y^o = 0, J_o \neq 0, k = 1, 2, \ldots, n \), we can get

\[ \sum_{j=1}^{n} \left( J_j^T \eta_y^o - J_k^T \eta_y^o \right) = 0 . \]

(14)

Taking \( x_o^d(t), \hat{x}_o^d(t) \) into (12), we get the desired contact force:

\[ F_{o_k} \left( \hat{x}_o^d(t), \hat{x}_o^d(t) \right) = \sum_{j=1}^{n} Z_e \left( J_j^T \hat{x}_o^d(t) - J_j^T x_y^d(t) + J_j^T \delta_y^o \right) \]

(15)

and

\[ F_{o_k} \left( x_o^d(t), \hat{x}_o^d(t) \right) = F_{o_k} \]
\[ = Z_e \sum_{j=1}^{n} \left( J_j^T \left( x_o^d(t) - x_y^d(t) \right) - J_j^T \left( \hat{x}_o^d(t) - x_y^d(t) \right) \right) . \]

(16)

Obviously, as \( Z_e \) is not always zero, the stability conditions in (14) and (16) are equal, which means that if the force exerted by each robot matches the force commands from the leader side, the object will be manipulated in a same state to the leader side (Objective 1). Additionally, if (14) and (10) are satisfied, we have \( F_{o_k} \left( x_o^d(t), \hat{x}_o^d(t) \right) = F_{o_k} \), \( \eta_y^o = 0 \), and \( \eta_y^o = 0 \), which means that the position errors will decrease to 0 at the final steady state. Following (10) and (14), we define two new error terms:

\[ \eta_y^o = \sum_{j=1}^{n} J_j^T \eta_y^o, \eta_y^o = J_k^T \eta_y^o - \frac{1}{n} \eta_y^o, \]

(17)

\[ \eta_y^o = \left[ \eta_y^o, \eta_y^o, \ldots, \eta_y^o \right] \]

where \( \eta_y^o \) corresponds with the object dynamics in (9) and \( \eta_y^o \) relates to the independent robot operational effect in (12). Then, the error term can be expressed by \( \eta_y^o, k = 1, \ldots, n \) as
for the is used to minimize the dynamics as delayed terms. \( \eta \) is a varying term that is equivalent to enables a robot to track its own prescribed performance and \( \hat{\mathbf{B}} \) for the \( k \)-th robot in (20) first. Next, the unique \( \mathbf{K} \) is achieved by disregarding the velocity terms of other coordinators. Finally, as we achieve \( \hat{\mathbf{B}} \) and \( \mathbf{K} \), the value of \( \hat{\mathbf{F}} \) can converge to the real value \( \mathbf{F} \) gradually.

**Remark 2:** Using (12), the factors \( B_e \) and \( K_a \) in (4) are constants, whereas in (20), \( \mathbf{B} \) and \( \mathbf{K} \) are time-varying and have multiple values for the same \( \hat{\mathbf{F}} \). In addition, the velocities in (20) are treated as transient variables, and signals transmitted from neighbouring robots introduce errors due to local time delays, denoted as \( \mu \).

Under the statement in Assumption 2, the contact force \( \hat{\mathbf{F}} \) is estimated in a stable manner. Therefore, we compute \( \mathbf{B}_e \) for the \( k \)-th robot in (20) first. Next, the unique \( \mathbf{K} \) is achieved by disregarding the velocity terms of other coordinators. Finally, as we achieve \( \hat{\mathbf{B}} \) and \( \mathbf{K} \), the value of \( \hat{\mathbf{F}} \) can converge to the real value \( \mathbf{F} \) gradually.

**Remark 3:** In (20), we incorporate \( J_i^{\ast} x_j \) as delayed terms in the estimation of \( \mathbf{K} \). The factors \( \mathbf{B}_e \) and \( \mathbf{K} \) are calculated using the measurements \( \dot{x}_j \) along with the estimation \( \hat{\mathbf{F}} \) of the \( k \)-th robot, which reflects the overall perception of the manipulation situation for the \( k \)-th robot. It is worth noting that these factors may vary among robots, as each robot may have a distinct perception of the manipulation situation.

According to Assumption 2, we have \( \hat{\mathbf{F}} + \hat{\mathbf{F}} = \mathbf{F}_e = 0 \), the contact force is then estimated by

\[
\hat{\mathbf{F}} = L \hat{\mathbf{F}} - L J_i^{\ast} \left( \mathbf{q}_j - \mathbf{q}_j \right) + \mathbf{C}_j \left( \mathbf{q}_j, \dot{\mathbf{q}}_j \right) \dot{\mathbf{q}}_j - G_j \mathbf{R}_j,
\]

where \( L \) is a high-gain positive matrix. Taking (19) into (21), we can deduce the estimation of \( \hat{\mathbf{B}} \) as

\[
\hat{\mathbf{B}}_e = L \hat{\mathbf{B}}_e - L J_i^{\ast} \left( \mathbf{q}_j + \mathbf{q}_j \right) + \mathbf{C}_j \left( \mathbf{q}_j, \dot{\mathbf{q}}_j \right) \dot{\mathbf{q}}_j - G_j \mathbf{R}_j
\]

where \( \mathbf{Z} \) is a varying term that is equivalent to \( Z \) of the \( k \)-th robot. Eq. (19) connects \( F_e \) and \( \hat{\mathbf{B}}_e \) to \( \mathbf{Z} \) through \( \mathbf{Z} \). We consider the time delay \( \mu \) in a local communication loop. Using (12), the factors \( \mathbf{B}_e \) and \( \mathbf{K} \) in (4) are estimated by

\[
\mathbf{B}_e = \left( J_i^{\ast} \right)^{-1}, \mathbf{B}_e (n-1)
\]

\[
\mathbf{K} = \left( \hat{\mathbf{F}}_e - \mathbf{B}_e \dot{x}_j \right) / \sum_{j=l, j \neq k} \left( J_i^{\ast} x_j - J_i^{\ast} x_j \right)
\]

**B. Object state observer**

Following (7) and (12), we have

\[
F_e = (n-1) \mathbf{Z} \mathbf{J}_i \left( x_j + \mathbf{z}_j \right) - Z \sum_{j=l, j \neq k} \mathbf{J}_i \mathbf{z}_j = n \mathbf{Z} \mathbf{J}_i \left( x_j + \mathbf{z}_j \right) - \frac{\hat{\mathbf{F}}_e}{n} Z \sum_{j=l, j \neq k} \mathbf{J}_i \mathbf{z}_j
\]

where \( \mathbf{Z} \) is a varying term that is equivalent to \( Z \) of the \( k \)-th robot. Eq. (19) connects \( F_e \) and \( \hat{\mathbf{B}}_e \) through \( \mathbf{Z} \). We consider the time delay \( \mu \) in a local communication loop. Using (12), the factors \( \mathbf{B}_e \) and \( \mathbf{K} \) in (4) are estimated by

\[
\mathbf{B}_e = \left( J_i^{\ast} \right)^{-1}, \mathbf{B}_e (n-1)
\]

\[
\mathbf{K} = \left( \hat{\mathbf{F}}_e - \mathbf{B}_e \dot{x}_j \right) / \sum_{j=l, j \neq k} \left( J_i^{\ast} x_j - J_i^{\ast} x_j \right)
\]

**Remark 2:** Factors \( B_e \) and \( K_a \) in (4) are constants, whereas in (20), \( \mathbf{B}_e \) and \( \mathbf{K}_a \) are time-varying and have multiple values for the same \( \hat{\mathbf{F}}_e \).
1) Term $r_{\alpha}^{f}$

After acquiring $\dot{\Phi}_a$ and $\dot{\Phi}_c$, we can build the term $r_{\alpha}^{f}$ to deal with the outer contact forces $F_{ck}$

$$r_{\alpha}^{f} = J^T_p(q_R) \dot{F}_{ck}$$
$$= J^T_p(q_R) Z_{ck} \left( \sum_{j=1}^{n} \left( J^r_j \left( x_R + \delta_{Rj} \right) + J^s_j \delta_{Rj} \right) - \ddot{\Phi}_a \right) . \ (24)$$

To minimize the dynamics estimation errors of the object on the follower side to match those on the leader side, we add a new term to (24) and the expression of $r_{\alpha}^{f}$ is represented as

$$r_{\alpha}^{f} = J^T_p(q_R) Z_{ck} \left( \sum_{j=1}^{n} \left( J^r_j \left( x_R + \delta_{Rj} \right) + J^s_j \delta_{Rj} \right) - \ddot{\Phi}_a \right) + k_w \alpha_q \left( \dot{\Phi}_a - \dot{\Phi}_c \right) . \ (25)$$

where $k_w$ is a constant and $\alpha_q$ is a constant factor sharing the dynamics error with $\sum_{j=1}^{n} \alpha_q = 1$ . Usually, $\alpha_q = 1/n$ is to match the error divisions in (18) and then the estimation error term is bounded with

$$\left\| J^T_p(q_R) \dot{F}_{ck} + k_w \alpha_q \dot{\Phi}_a \right\| \leq \left\| J^T_p(q_R) \right\| \left\| \dot{F}_{ck} \right\| + k_w \alpha_q \left\| \dot{\Phi}_a \right\|$$
$$\leq \alpha_{f} \left\| \dot{F}_{ck} \right\| + k_w \alpha_q \left\| \dot{\Phi}_a \right\|$$

(26)

where $\alpha_{f}$ is a bounded number satisfying $\left\| J^T_p(q_R) \right\| < \alpha_{f}$. 

2) Term $r_{\alpha}^{n}$

BLFs is a kind of candidate that imposes constraints on the system’s output states [33]. Previous research on BLFs mostly focused on the constraints such as input saturation, and utilized neural networks (NNs) to approximate and compensate them [31], [34]. In this paper, we consider three kinds of constraints as shown in Fig.3. The outermost constraints are determined by physical conditions, for example, to prevent object falling down, the object deformation must satisfy $\delta_{R} = \delta_{0_R} + x_R - x_a > 0$. The innermost constrain aims to limit the position/velocity tracking errors within desired prescribed performance bounds similar to the approach in [31] and [34]. Additionally, we considered the dynamics estimation errors $\dot{\Phi}_a - \dot{\Phi}_c$, which impact the position tracking performance. To address this, we introduce a new term $\Delta_{i}$ to the innermost layer:

$$\Delta_{i} = J^T_p(q_R) \left( \dot{\Phi}_a - \dot{\Phi}_c \right) / \min(\dot{Z}_e) . \ (27)$$

where $\Delta_{i}$ is calculated by the minimum value of $\dot{Z}_e$ in history.

Define $x_{il} = q_{il}, x_{il} = \hat{q}_{il}, x_{il} = \hat{\dot{q}}_{il}$, and $q_{il}$ is required to satisfy joint constrains as

$$k_{il}(t) \leq q_{il} \leq k_{il}(t), \ \forall t > 0 . \ (28)$$

Set new variables $z_{il} = x_{il} - x_{il} - \alpha_{i}, \alpha_{i}$ is a virtual controller function expressed by

$$\alpha_{i} = \hat{x}_{il} - k_{il}z_{il} - K_{il}. . \ (29)$$

Set the outermost constraints of $q_{il}$ as $[k_{il}(t), k_{il}(t)],$ then the time-varying barriers for $z_{i}$ are given by

$$k_{il} := \min \left( k_{il}(t) - x_{il} - |\Delta_{i}|, k_{il}(t) - x_{il} + |\Delta_{i}|, k_{il}(t) - x_{il} \right) . \ (30)$$

and $r_{\alpha}^{n}$ is designed as

$$r_{\alpha}^{n} = M_{\alpha} \left[ \dot{x}_{il} - f(z_{il}) + \left( (k_{i} + K_{i}) \right) - 1 \right] z_{il} - \left( k_{i} + K_{i} + \bar{k} \right) z_{il} . \ (31)$$

where $k_{i} = \left( \bar{k}_{il} \right)^2 + \left( \bar{k}_{il} \right)^2 + \beta$, and $\beta$ and $k_{i}$ are positive factors, and $\bar{k} > \Delta_{i} p_{\alpha}^m / \mu_{\alpha}$, and $\mu_{\alpha}$ is a positive number.

3) Term $r_{\alpha}^{nn}$

The $r_{\alpha}^{nn}$ in (23) is designed as

$$r_{\alpha}^{nn} = C_{\alpha}(q_{il}, \dot{q}_{il}) \dot{q}_{il} + G_{\alpha} + \sigma_{\alpha} . \ (32)$$

where $\sigma_{\alpha}$ is a robust term

$$\sigma_{\alpha} = \Delta_{\alpha} \text{sat}(z_{2}, \mu_{\alpha})$$
$$\text{sat}(z_{2}, \mu_{\alpha}) = \begin{cases} 1, & z_{2} > \mu_{\alpha} \\ z_{2}, & \mu_{\alpha} < z_{2} < \mu_{\alpha} \\ -1, & z_{2} < -\mu_{\alpha} \end{cases} . \ (33)$$

where $\mu_{\alpha}$ and $z_{2}$ are presented in (31).

D. Leader controller design

The leader controller is designed with a different purpose to the follower controller that is to minimize the position tracking errors between the leader and follower side . The controller $r_{il}$ in (1) is built as

$$r_{il} = -M_{il} \left( q_{il} \right) \left( \ddot{q}_{il} + k_{il} \dot{q}_{il} \right) - C_{il}(q_{il}, \dot{q}_{il}) \dot{q}_{il} + G_{il} - J^T_p(q_R) F_{il} + \sigma_{il} + k_{r_{il}} . \ (34)$$
where $r_{ak} = \dot{e}_k + k_2 e_{ak}$, $k_2$ is a constant, and $F_{ak}^p$ is the force to enable the leaders to move along $x_k^p$ with a boundary of $F_{ak}^{\text{bound}}$ as

$$\|F_{ak} - F_{ak}^p\| \leq F_{ak}^{\text{bound}},$$  \hspace{1cm} (35)

and $\sigma_{ak}$ is a robust item to counteract the error $F_{ak} - F_{ak}^p$ as

$$\sigma_{ak} = \alpha_k F_{ak}^{\text{bound}} \text{sat}(r_{ak}, \mu_k),$$  \hspace{1cm} (36)

where $\mu_k$ is a positive bounding number and $\alpha_k$ satisfies that $\|F_{ak}^{T}(q_{ak})\| < \sigma_{ak}$, and $k_i$ is a positive constant.

IV. STABILITY ANALYSIS

**Theorem 1:** For the multi-robot teleoperation system defined in (1), with controllers (23) and (34), given initial conditions $k_{\eta_i}(0) \leq \eta_{\eta_i}(0) \leq k_{\eta_i}(0)$, the proposed control scheme in Fig.1 ensures the following properties.

1) The cooperative robots can manipulate the object with the desired dynamics $\Phi_i^p$;
2) Tracking errors $e_k$ of the follower robots are bounded by predefined boundaries $k_{ak}$ and $k_{bk}$;
3) Tracking errors $e_k$ of the leader manipulators are uniformly ultimately bounded and converged.

**Proof.** Consider the following Lyapunov function:

$$V = V_f + V_i,$$

$$V_f = \sum_{k=1}^{n} V_{ak} = \sum_{k=1}^{n} \left( V_{ak} + \frac{1}{2} \left( z_{ak}^2 + z_{ak}^2 \right) \right),$$

$$V_i = \sum_{k=1}^{n} V_{bk} = \sum_{k=1}^{n} \frac{1}{2} \sum_{i=1}^{p} M_{ai} r_{ai},$$

where $p$ is a positive integer and $q$ is a threshold factor that $q = 1$, if $z_{ak} > 0$ and $q = 0$, if $z_{ak} \leq 0$. Let $\xi_{ak} = \frac{z_{ak}}{k_{ak}}$, $\xi_{bk} = \frac{z_{bk}}{k_{bk}}$, $\xi_{hi} = \frac{z_{hi}}{k_{hi}}$, $\xi_{i} = q \xi_{hi} + (1-q) \xi_{bk}$, then $V_i$ in (37) can be rewritten as

$$V_i = \frac{1}{2} \sum_{k=1}^{n} M_{ai} r_{ai} \left( \frac{1}{2} \sum_{i=1}^{p} \xi_{ak}^2 \right),$$

The differentiable function of $V_f$ is

$$\dot{V}_f = \frac{1}{2} \left( 1 - \xi_{hi}^2 \right) \frac{2p}{q} \xi_{hi}^{p-1} \frac{\dot{z}_{hi}}{\xi_{hi}} + \xi_{hi}^{p-1} \frac{\dot{z}_{hi}}{1 - \xi_{hi}^p},$$

$$\dot{V}_i = \frac{1}{2} \left( 1 - \xi_{hi}^2 \right) \frac{2p}{q} \xi_{hi}^{p-1} \frac{\dot{z}_{hi}^2}{\xi_{hi}} + \xi_{hi}^{p-1} \frac{\dot{z}_{hi}}{1 - \xi_{hi}^p},$$

and the differentiable function of $\xi_{hi}$ is

$$\dot{\xi}_{hi} = q \xi_{hi} + (1-q) \xi_{hi}.$$  \hspace{1cm} (40)

Substitute (40) to (39) and use $x_{2k} = z_{2k} + \alpha_k$, then $\dot{V}_{\alpha_k}$ is expressed as

$$\dot{V}_{\alpha_k} = \frac{q z_{2k}^2}{k_{\alpha_k}^p} \left( z_{2k} + \alpha_k - \dot{x}_{ak} - z_{1k} \dot{k}_{ak} \right) + (1-q) z_{2k}^{2p-1} \frac{z_{2k}^2}{k_{2k}^p - z_{2k}^p},$$

Define $K_k = \sqrt{\left( \frac{k_{ak}}{k_{ak}} \right)^2 + \left( \frac{k_{bk}}{k_{bk}} \right)^2} + \beta$, $\beta$ is a positive number, then the following inequalities hold

$$-K_k < \dot{k}_{ak} < 0; -K_k < \dot{k}_{ak} < 0.$$  \hspace{1cm} (42)

Then taking (29) into (41), we have

$$\dot{V}_i = \sum_{k=1}^{n} \left( \frac{q z_{2k}^2}{k_{\alpha_k}^p} + (1-q) z_{2k}^{2p-2} \right) \left( z_{2k} - k_{\alpha_k} \right) + \frac{q z_{2k}^2}{k_{\alpha_k}^p} \left( K_k - \frac{k_{\alpha_k}}{k_{\alpha_k}} \right) + (1-q) z_{2k}^{2p-2} \frac{z_{2k}^2}{k_{2k}^p - z_{2k}^p},$$

$$\leq \frac{q z_{2k}^{2p-2}}{k_{\alpha_k}^p - z_{2k}^p} \left( z_{1k} z_{2k} - k_{\alpha_k}^p \right) + K_k - \frac{k_{\alpha_k}}{k_{\alpha_k}}.$$  \hspace{1cm} (43)

$$= f(z_{1k}) z_{1k} z_{2k} - k_{\alpha_k} \frac{1}{1 - \xi_{hi}^p},$$

where $f(z_{1k}) = \frac{q z_{1k}^{2p-2} + (1-q) z_{1k}^{2p-1}}{k_{\alpha_k}^p - z_{2k}^p}$ is a function about $z_{1k}$.

The differentiable function of $V_\alpha$ is

$$\dot{V}_\alpha = \dot{V}_i + \dot{z}_{1k} \ddot{z}_{1k} + z_{2k} \ddot{z}_{2k},$$

where $z_{i,j} z_{i,j}$ and $\ddot{z}_{2j} \ddot{z}_{2j}$ are calculated by...
\[
\begin{align*}
\dot{z}_{ik}^2 &= z_{ik} (x_{2k} - \dot{x}_{ik}) \\
&= z_{ik} (z_{2k} + \alpha_k - \dot{x}_{ik}) \\
&= z_{ik} z_{2k} - (k_i + K_i) z_{ik}^2 .
\end{align*}
\] (45)

\[
\begin{align*}
\dot{z}_{2k} z_{2k} &= z_{2k} (\dot{x}_{ik} - \dot{\alpha}_k) \\
&= z_{2k} (\dot{x}_{ik} - \dot{x}_{ik} + k_i + K_i) z_{ik}.
\end{align*}
\] (46)

Meanwhile, taking the controller (23) into (1), we have
\[
\dot{x}_{2k} - \dot{x}_{ik} = ((k_i + K_i)^2 - 1) z_{ik} - (k_i + K_i + \bar{K}) z_{2k} - f(z_{ik}) + M_{r_{\beta}} J_{r_{\beta}} F_{\beta_{ik}} + k_o \omega_2 \Phi_o - \sigma_{r_{\beta}}).
\] (47)

Taking (46) and (45) into (44), we get
\[
\dot{V}_\beta = f(z_{ik}) z_{2k} - k_i \frac{1}{1 - \xi^2 \rho} + z_{ik} z_{2k} - (k_i + K_i) z_{ik}^2 + z_{2k} (\dot{x}_{ik} - \dot{x}_{ik} + k_i + K_i) z_{ik}.
\]

\[
\begin{align*}
&\geq f(z_{ik}) z_{2k} - k_i \frac{1}{1 - \xi^2 \rho} + z_{ik} z_{2k} - (k_i + K_i) z_{ik}^2 + z_{2k} [ - f(z_{ik}) + (k_i + K_i) z_{ik} - (k_i + K_i) z_{ik} ] + \\
&\left( (k_i + K_i)^2 - 1 \right) z_{ik} - (k_i + K_i + \bar{K}) z_{2k} + M_{r_{\beta}} J_{r_{\beta}} F_{\beta_{ik}} + k_o \omega_2 \Phi_o - \sigma_{r_{\beta}} \\
&\geq -k_i \frac{1}{1 - \xi^2 \rho} - (k_i + K_i) z_{ik} - \bar{K} z_{2k} + M_{r_{\beta}} J_{r_{\beta}} F_{\beta_{ik}} + k_o \omega_2 \Phi_o - \sigma_{r_{\beta}} \\
&\leq -k_i \frac{1}{1 - \xi^2 \rho} - (k_i + K_i) z_{ik} - (K - \Delta_r P_{f_{\max}} / \mu_{r_{\beta}}) z_{2k}.
\end{align*}
\]

Taking the controller (34) into (1), we have
\[
M_{r_{\beta}} q_{r_{\beta}} = -C_{r_{\beta}} (q_{r_{\beta}}, q_{r_{\beta}}) r_{\beta} + J_{r_{\beta}} (F_{\beta_{ik}} - F_{\beta_{ik}}) + \alpha_{r_{\beta}} F_{\beta_{ik}} \text{ sat}(r_{\beta}, \mu_{r_{\beta}}) - k_{r_{\beta}} r_{\beta}.
\] (49)

Substitute (49) into (48) and utilize Property 1, we get
\[
\dot{V}_\beta = r_{\beta}^T J_{r_{\beta}} (F_{\beta_{ik}} - F_{\beta_{ik}}) + \sigma_{r_{\beta}} - k_{r_{\beta}} r_{\beta}.
\] (50)

Since \( J_{r_{\beta}} (F_{\beta_{ik}} - F_{\beta_{ik}}) \leq \| J_{r_{\beta}} (q_{r_{\beta}}) \| \| F_{\beta_{ik}} - F_{\beta_{ik}} \| < \alpha_{r_{\beta}} F_{\beta_{ik}} \), and following (36), we have
\[
\dot{V}_\beta \leq -k_{r_{\beta}} r_{\beta}.
\] (51)

Define \( P_{f_{\max}} = \min (P_{f_{\max}}) \), \( j = 1, 2, ..., n \), the differential of \( V \) is given by
\[
\dot{V} = \dot{V}_f + \dot{V}_i \leq \sum_{i=1}^{n} -k_i \frac{1}{1 - \xi^2 \rho} - (K - \Delta_r P_{f_{\max}} / \mu_{r_{\beta}}) z_{2k}.
\] (52)

Following Assumption 3, we define \( p_{f_{\min}} = \min (p_{f_{\min}}) \leq \lambda_{\min} (M_{f_{\beta}}^{-1}), j = 1, 2, ..., n \), then it is given by
\[
\dot{V}_i \leq -k_i \frac{1}{1 - \xi^2 \rho} - (K - \Delta_r P_{f_{\max}} / \mu_{r_{\beta}}) z_{2k}.
\] (53)

Following Lemma 1, the inequality (52) can be represented as
\[
\dot{V} \leq -\zeta V ,
\] (54)

Where \( \zeta = \min \left( 2(K + k_i), 2(\bar{K} - \Delta_r P_{f_{\max}} / \mu_{r_{\beta}}), 2k_{r_{\beta}} P_{f_{\max}} \right) .
\]

Multiply both sides by \( e^{\zeta t} \) in (54), and apply the integration over \([0, t]\), we have
\[
V(t) \leq V(0) e^{-\zeta t}.
\] (55)

Seen from inequality (55), we can get the terms \( \log \frac{1}{1 - \xi^2 \rho} \)

The differential of \( V(i) \) is
\[
\dot{V}_f = r_{\beta}^T J_{r_{\beta}} r_{\beta} + r_{\beta}^T M_{r_{\beta}} r_{\beta} / 2.
\] (48)

\[
\begin{array}{|c|c|c|}
\hline
\text{Symbol} & \text{Values} & \text{Symbol} \\
\hline
M_a & 1 \text{kg} & \rho_{\beta_{\max}} & 1 \\
B_i & 2 \text{kg.s}^{-1} & k_2 & \text{diag}(4,1,4,1) \\
K_s & 50 \text{kg.s}^{-2} & K & 1 \\
\sigma_i & 0.3 \text{m} & k_3 & \text{diag}(5,5) \\
L & -20 & L_{11},L_{12} & 0.3 \text{m} \\
\Delta_{r_{\beta}} & 0.3 & a_{11},a_{12} & 0.1 \text{m} \\
\omega_{r_{\beta}} & 0.5 & m_{11},m_{12} & 0.23 \text{ kg}, 0.46 \text{ kg} \\
k_i & 1 & m_{11},m_{22} & 0.12 \text{ kg}, 0.14 \text{ kg} \\
\rho & 1 & I_{11},I_{12} & 0.03 \text{ kgm}^2,0.06 \text{ kgm}^2 \\
\alpha_{1},\alpha_{2} & 0.5 & I_{11},I_{12} & 0.01 \text{ kgm}^2,0.02 \text{ kgm}^2 \\
\hline
\end{array}
\]

along with the leader and follower position tracking errors, are bounded. This concludes the proof.

V. EXPERIMENTS

In the real world, direct measurement of the deformation and the centre position of the object is not possible. Therefore, the leading manipulators utilize virtual contact forces to provide feedback to human operators. These forces are calculated using
the Robotics Toolbox for Education (ARTE) [35], along with models of the robot arms and the object, which are simulated using SimScape/Matlab in Fig.4. The physical leading side is equipped with two Omni Phantom joysticks, which enable the capture of human motions and provide timely force feedback to the operator’s hands.

The parameters of the virtual multi-robots on the following side are shown in Table II, along with the factors of the virtual object. Some of the symbols are: $L_{ij}$, $m_{ij}$, $i = l, f$; $j = 1, 2$ are the lengths and masses of the links of robots or manipulator, $I_{ij}$ and $I_{ji}$, $j = 1, 2$ are the inertia moments of the robots or manipulator of humans. The rest parameters in Table II of the robots and the manipulators are introduced in the previous context.

We set the time delay along the communication channels as:

$$d(t) = 0.25 + 0.1 \sin(t) + 0.14 \sin(2t)$$

(56)

Two leading manipulators are operated by humans to move along the trajectories:

$$\begin{align*}
\text{left: } & \begin{cases} x = 0.2 \sin(t) + 0.1 \\ y = 0.3 \end{cases} \\
\text{right: } & \begin{cases} x = 0.2 \sin(t) - 0.1 \\ y = 0.3 \end{cases}
\end{align*}$$

(57)

To evaluate the effectiveness of the proposed control scheme for cooperative multi-robot teleoperation, we build a controller described in [22],[23] and compare the operational performance with that of the proposed method. The controller is defined as follows:

$$\tau_R = -M_R (q_R) \dot{q}_R + C_R (\dot{q}_R, q_R) r_R + G_R + J_R^T (q_R) \tilde{F}_e,$$

(58)

where $r_R = \dot{q}_R + k_2 e_R$, and $k_2$ is a constant gain and $\tilde{F}_e$ is the environmental contact force estimated by (21). The leaders use the same controllers as in (34). Then, we conduct the following experiments to compare the two control schemes. In subsection A, we compare position and force tracking errors of robots to the leaders commands. In subsection B, we impose a disturbing force $\Delta F = 4N$ on the object for a time period and compare the movement of the object centre. In subsection C, we investigate that if the position tracking errors remain within the prescribed bounds.

A. Position and force tracking performance

Fig.5 (a) illustrates the desired and the actual trajectories of robots. Fig.5 (c) presents the contact forces applied to the object by the robot ends using controllers (23) and (34). Fig.5 (b) and (d) are the comparative results using controllers (58) and (34). The results show that proposed control scheme takes slightly longer (about 3s) to reduce the absolute tracking error of the robots to 0.02m. Controller (58) achieves this in less time (2.4s) but with larger trajectory fluctuations during the initial stage (0s - 2.4s) and larger tracking errors during the target approaching progress, as shown in Fig. 5(e). These fluctuations affect not only the object state (Fig. 5(b)), but also the contact forces (Fig. 5(d)). Furthermore, the contact forces applied by controller (34) increase smoothly from 0 to around 10N and maintain a small fluctuation as the object motion progresses (Fig. 5(c)). However, controller (58) generates large force oscillations, which are up to a maximum of 15N, which is caused by interactions between

![Fig. 5. Trajectories of leaders, followers and object contact forces on the robot ends of proposed method ((23) and (34)) and comparative method ((58) and (34))](image)

(a) Positions of the proposed methods; (b) Positions of the comparative methods; (c) Contact forces of the proposed methods; (d) Contact forces of the comparative methods; (e) Position tracking errors of two methods; (f) Relative positions of two leading manipulators/following robot end effectors of two methods.

the robots and the damped shaking of the object.

In addition, we choose the relative distance as a standard to evaluate the cooperative manipulation as described in [22]. Fig. 5(f) illustrates that the desired displacement is 0.2 m and our proposed controllers enable the robots to approach this value uniformly. However, controller (58) leads to an overshoot, decreasing the minimum value to about 0.1 m, which could probably damage the object and the robots. Fig.5 (f) shows that the relative distance errors in the steady state of the proposed
controllers are slightly larger than those of controller (58), but both remain smaller than 0.001 m.

B. Disturbance recovering performance

To investigate the robustness of the two methods, an external force $\Delta F = 4 N$ is applied to the object between 5 s and 5.8 s (highlighted in red in Fig. 6 (a) to Fig. 6 (d)), while the green areas represent the process of state recovery. The images in Fig. 6 correspond to the same experimental conditions as those from Fig. 5 (a) to (d), but with the addition of the external force. After 5s, the system reached a stable state and was disrupted by the external force $\Delta F$. This led to changes in the positions and velocities of the objects and altered the contact forces between the robots, as shown in the red areas in Fig. 6 (c) and (d). In terms of position tracking, the difference lies in the fact that the two robot hands followed the object’s movements and deviated from the desired paths in the green area in Fig. 5 (a). However, under the controller (58), the robots keep the same trajectories, satisfying the position tracking requirements.

![Fig. 7. Trajectories of leaders, followers and object and contact forces of the proposed method ((23) and (34)) and comparative method ((58) and (34)) with external force and $M_o = 3 kg$. (a) Positions in X axis of the proposed methods; (b) Positions in X axis of the comparative methods; (c) Contact forces of the proposed methods; (d) Contact forces of the comparative methods.](image)

![Fig. 8. Compare of the object dynamics: (a) Results of the case $M_o = 1 kg$; (b) Results of the case $M_o = 3 kg$.](image)

After 5s, under the influence of the external force $\Delta F$, the joint errors increase or sometimes even exceed the original limits in Fig. 9 (c). In our previous research, uncertain dynamics terms were estimated and compensated to ensure that the joint errors remained within the prescribed limits. However, there were still some errors and possibilities of breaking the position constraints [31]. The proposed method employs varying bounds based on the impedance model, and the boundary conditions are strictly enforced. This approach provides a more robust and reliable solution for the joint control, reducing the likelihood of fluctuating forces under the control of (58). A comparison between the results in the first phase and those in Fig. 5 (a) indicate that the trajectories of the object and robots are altered in both algorithms. In phase 2, the external forces exacerbate the oscillations of the object, making it challenging to stabilize within a short time. Nonetheless, the proposed method manages to stabilize the object within a reasonable timeframe from 7.2s to 7.8s. This implies that the robots first stabilize the object and then meet the self-positioning requirements.

Accurate estimates of object dynamics significantly enhance the tracking performance. Fig. 8 illustrates the values of the object dynamics on the leader and follower sides, as well as the estimations of the following robots. Fig. 8 (a) and (b) show the results for two cases $M_o = 1 kg$ and $M_o = 3 kg$. The zoomed-in figure in Fig. 8(a) reveals that the differences in object dynamics $\Phi_o$ between the estimations and real values are negligible. However, some errors are observed during the initial and state-switching phases. Conversely, when using the controller (58) results, much larger but decaying fluctuating errors will occur, which is the primary reason for object position variations and robot force tracking errors.

C. Violation of constraints

The final experiment aims to examine if the performance of the joints can meet the desired specifications, and whether the errors can be kept within predesigned bounds. To achieve this, we conduct the experiment with the condition $M_o = 1 kg$. The blue dashed lines shown in Fig. 9 (a) indicate the prescribed boundaries for the joint errors, while the red solid curves represent the bounds after adding $\Delta x$, and the orange solid curves represent the joint errors. It can be observed that the joint errors decrease to 0 within the first 2 seconds, and the prescribed upper and lower boundaries remain stable between 2s to 5s when the object is stably grasped.

After 5s, under the influence of the external force $\Delta F$, the joint errors increase or sometimes even exceed the original limits in Fig. 9 (c). In our previous research, uncertain dynamics terms were estimated and compensated to ensure that the joint errors remained within the prescribed limits. However, there were still some errors and possibilities of breaking the position constraints [31]. The proposed method employs varying bounds based on the impedance model, and the boundary conditions are strictly enforced. This approach provides a more robust and reliable solution for the joint control, reducing the likelihood of
constraint violations. Although the experiment is conducted using a dual-arm robot teleoperation system, it can be applied to teleoperation systems consisting of more than two robot arms or robot hand manipulations.

VI. CONCLUSION

This paper presents a hierarchical control method based on a new force-object dynamics observer and improved BLFs for manipulating deformable objects using a multi-robot teleoperation system. The proposed method effectively estimates the hybrid object dynamics to achieve the desired operational performance and reduce the fluctuations of the object caused by unbalanced contact forces. Even when the object is disturbed by external forces, the proposed scheme can quickly mitigate the influence caused by the disturbance and restore the position tracking and stable contact manipulation as instructed by the operators. The experiments demonstrate that the proposed method can outperform previous pure position tracking methods in terms of stabilizing the status of the object, cooperation among multiple robots, and robustness to unknown disturbances.

However, there are still some challenging issues related to teleoperation for deformable objects and soft tissue that require further investigation, such as the stiffness and viscosity of the object. In the future, it is important to apply the proposed framework to various robotic manipulations, such as object gripping, placing, and ultrasound scanning on phantoms.
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