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Abstract—When wideband signals propagate in a rich-
scatterer environment, we obtain abundant resolvable multiple
transmission paths to form a number of virtual antennas.
Therefore, substantial spatial gain can be attained by care-
fully waveforming in all these resolvable transmission paths
without additional antennas. This resultant spatial gain is
then exploited for improving the performance of integrated-
data-and-energy-transfer (IDET) from a single transmitter to
multiple receivers. We aim to maximise the downlink fair-
throughput and sum-throughput, while satisfying the energy
harvesting requirements by jointly optimising the waveformers
at the transmitter and the power splitters at the receivers. A
low-complexity fractional-programming (FP) based alternating
algorithm is proposed to solve these non-convex optimisation
problems. The non-convex wireless energy transfer (WET) con-
straints are transformed to be convex with a modified quadratic
transform (MQT) method. As a result, the stationary points
for both the fair-throughput and the sum-throughput maximisa-
tion problems are obtained. The numerical results demonstrate
the advantage of our proposed algorithm over a minimum-
mean-square-error (MMSE) scheme, a zero-forcing (ZF) scheme
and a time-reversal (TR) scheme. Simulation results show that
the wireless data transfer (WDT) performance of our scheme
outperforms the single-input-single-output orthogonal-frequency-
division-multiple-access (SISO-OFDMA) when the output di-
rect current (DC) power requirement is high. When we have
a practical individual subcarrier power constraint, the WDT
performance of our scheme outperforms multiple-input-single-
output orthogonal-frequency-division-multiplex-access (MISO-
OFDMA).

Index Terms—Wideband communication, wideband wave-
former, integrated data and energy transfer (IDET), fractional
programming (FP).
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I. Introduction

IN the 6G era, the number of the Internet of Things
(IoT) devices is growing explosively and exceeding 107

devices/km2 [1]. Sufficient energy supply is crucial to guar-
antee that IoT networks operate efficiently. In order to avoid
replacing batteries frequently, IoT networks should be self-
sustainable by exploiting wireless energy transfer (WET)
technologies [2]. Therefore, considering WET as a new service
class with conventional wireless data transfer (WDT) yields in-
tegrated data and energy transfer (IDET), which is recognized
as one of the potential technologies towards ”zero-energy” IoT
networks in 6G [3]–[5].

In order to improve its efficiency, coding and modulation
were relied upon for generating proper IDET waveforms.
Specifically, Zhao et al. [6] characterised the generation of
coherent binary codes and modulation symbols by exploiting
Markov chains, and obtained the optimal codebook to max-
imise WET performance with mutual information constraints.
Zhang et al. [7] then investigated the transmit spatial modula-
tion (TSM) with the IDET. One receive antenna was used for
WDT with TSM, while the remainder receive antennas were
used for WET. Furthermore, Zhao et al. [8] investigated IDET
by utilizing receive spatial modulation (RSM). RSM is capable
of achieving low-hardware complexity since the receiver an-
tenna can obtain the index information directly. Moreover, time
index modulation and frequency index modulation based IDET
networks were investigated in [9]–[11]. As one of the most
classic waveforms, orthogonal frequency division multiplexing
(OFDM) is widely applied in IDET. Yin et al. [12] investigated
IDET by exploiting OFDM and power splitting. Moreover, in
[13]–[15], Clerckx et al. superimposed stochastic information
symbols and deterministic energy symbols in the same OFDM
subcarrier. As the deterministic energy symbols were known
by the receiver, their adverse impact on the WDT performance
could be cancelled. As a result, the WET performance was
substantially improved without sacrificing the WDT perfor-
mance.

Moreover, the IDET waveform was also studied in the
spatial domain by invoking the multiple-input multiple-output
(MIMO) technique. Zhang et al. [16] investigated the rate-
energy region of IDET in the MIMO broadcast channel.
Increasing the number of antennas increased the spatial gains,
which substantially improved the IDET performance [17].
Intelligent reflecting surface (IRS) is capable of generating
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reflection paths between the transmitter and the receivers,
which also substantially improves the IDET efficiency [18]–
[20]. Moreover, Yue et al. [21] considered several practical
waveforms in the IRS-assisted IDET. They demonstrated that
the WET performance of deterministic waveforms outper-
formed the Gaussian counterparts.

The current narrowband IoT (NB-IoT) can satisfy low
throughput, low device density and simple application sce-
narios. However, in the 6G era, the wideband IoT may be
extensively utilized to provide the services that the NB-IoT
cannot provide. Wideband IoT can provide a higher data
rate, which is suitable for high-definition video streaming,
remote monitoring and real-time data analytics. Moreover,
compared to NB-IoT, wideband IoT can support more large-
scale connections (although the access density is lower than
the NB-IoT) through the single-carrier time-reversal division
multiple access [22] and multi-carrier orthogonal frequency-
division multiple access (OFDMA) [23] technologies, which
may be used in smart industry, smart cities and logistics
management.

With a nanosecond time resolution, wideband signals are
capable of distinguishing diverse transmission paths in rich
scattering environments, this is the spatial diversity of the
wideband channel [24]. Multi-carrier transmission (MCT)
techniques are well known to overcome multipath fading.
MCT divides wideband into many narrow bands to overcome
frequency-selective fading by techniques, such as the classic
OFDM. Moreover, different from OFDM, single-carrier re-
ceivers with a wideband waveformer were capable of directly
decoding information without the channel state information
(CSI) 1 [25]. Due to its low complexity, the single-carrier
architecture is more suitable for low power sensors. Carefully
designing the waveforms in every resolvable transmission path
may effectively adjust the amplitude and phase of the informa-
tion symbols, the inter-symbol-interference (ISI) symbols and
the inter-receiver-interference (IRI) symbols, which results in
more abundant spatial gain. Therefore, a number of wideband
waveforms were investigated for WDT and WET.

The time-reversal (TR) generated a resonance effect in the
time domain, which might effectively decrease the ISI and
IRI [26]. In [27]–[29], the TR waveform was leveraged for
WDT. Similarly, Daniels et al. [30] proposed a zero-forcing
(ZF) waveform to overcome the multipath effect. Moreover,
Yang et al. [31] designed an optimal minimum mean square
error (MMSE) waveform when cancelling the ISI in the TR
system. In order to explore the WET potential, the power
waveforms were proposed to leverage the spatial gain. Ku et al.
[32] proposed a single-tone waveform, which was capable of
achieving high WET performance. Furthermore, they designed
deterministic periodic signals by exploiting the eigenvalue
decomposition method and obtained the optimal wideband
WET performance [33].

1In line with [25], after waveforming at the transmitter and transmitting
through the multipath channel (equivalent to do equalization operation on the
air), the phase-offset of the information symbols is eliminated. The IDET
receivers decode information symbols by onetap detection and do not require
equalization, which indicates that we do not need the CSI in the IDET
receivers.

The IDET system may benefit from single-carrier wideband
waveforming, which is discussed as follows:
• Compared to the traditional narrowband waveform, the

single-carrier wideband waveform can achieve a 6 dB
gain in WET performance by exploiting the spatial gain
[32], which leads to higher energy efficiency.

• Traditional OFDM-based IDET system assumes that the
subcarriers are orthogonal to each other and are designed
in the frequency domain. The single-carrier wideband
IDET waveform is designed in the time domain. At the
OFDM receivers, FFT and equalization operations are
required [34], which results in higher hardware complex-
ity and power consumption. The single-carrier wideband
receivers decode information symbols by adopting onetap
detection [25], which has lower hardware and computa-
tional complexity. Compared to the OFDM waveform,
the single-carrier wideband waveform has a lower peak-
to-average-power ratio (PAPR) [22]. Therefore, the single
carrier wideband waveform is more suitable for the IDET
receivers which require a simpler circuit.

• Rather than separately designing the WET and WDT
waveforms with different goals, optimally designing the
IDET waveform may achieve a balance between the WET
and WDT performance by exploiting the full-potential of
the additional spatial gain.

Therefore, the single carrier wideband waveform is suitable
for the IDET system, where high data throughput, high WET
performance and low complexity can be achieved simultane-
ously.

Most of the existing works designed the IDET system by
adopting beamforming techniques with narrowband signal or
OFDM. The narrowband signal with lower time resolution
cannot utilize the spatial gain caused by the resolvable paths
to improve the IDET performance. The OFDM-based IDET
system utilizes frequency diversity in the frequency domain.
However, existing works did not design the IDET waveform in
the time domain and obtain the full-potential of the spatial gain
incurred by the resolvable transmission paths to design the
IDET towards the multiple receivers. Against this background,
our contributions are summarized as follows:
• A single carrier wideband-based IDET system with a

single transmitter and multiple receivers is investigated.
We adopt the power splitting scheme for simultaneously
receiving data and energy. Optimal waveforms are de-
signed for maximising the fair-throughput and the sum-
throughput, respectively.

• A modified quadratic transform (MQT) method is pro-
posed to avoid the high complexity semi-definite re-
laxation (SDR). We convert the non-convex objective
function and constraints into convex ones by adopting
fractional programming (FP), with a quadratic transform
(QT) method and a MQT method. Finally, we alterna-
tively optimise the waveformers and the power splitters
for obtaining the optimal IDET performance.

• The simulation results verify that our proposed optimal
scheme outperforms the existing waveforms, such as TR,
ZF and MMSE. Moreover, the WET performance gains

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2023.3303415



3

Transmitter

Receiver 

Receiver 

Receiver 

Receiver

Receiver 1

Receiver

…
…

ScattererScatterer 0

ScattererScatterer 1

ScattererScatterer 1

( , )

ScattererScatterer 0
( , )

( , )

Multipath Channel of Receiver Multipath Channel of Receiver

Wideband Downlink System

…

Fig. 1. Wideband channel model.

of our proposed schemes are better than the single-input
single-output OFDMA (SISO-OFDMA). When we have a
practical individual subcarrier power constraint, the WDT
performance of our scheme outperforms multiple-input-
single-output OFDMA (MISO-OFDMA).

Notations: For vectors x and y, xT refers to its transpose,
‖x‖2 refers to its Euclidean norm, and x ∗ y refers to the
linear convolution operation of the two vectors. For a matrix
X, X† refers to the conjugate transpose. N denotes the set
of nonnegative integers. R denotes the set of real numbers.
C denotes the set of complex numbers. S++ denotes the set
of positive definite matrixs. Moreover, b·c denotes the floor
operation, E [·] refers to the expection operation and R{·}
denotes the real part. The operator [x]+ = max(x, 0), for
∀x ∈ R.

II. SystemModel

A. Wideband Channel

As portrayed in Fig. 1, we have abundant scatterers dis-
tributed in wireless environments. Wideband signals are as-
sumed to be only scattered once by a single scatterer in a
transmission path from the IDET transmitter to the receivers.
We have a single IDET transmitter and N receivers in the
system. With K scatterers distributed in the environment, the
continuous multipath channel impulse response of the j-th
receiver is defined as

h j(t) =

K−1∑
k=0

α j,kδ
(
t − τ j,k

)
, j = 1, 2, · · · ,N, (1)

where α j,k is the multipath coefficient of the k-th scatterer
and τ j,k is the corresponding transmission delay. The function
δ(·) denotes the unity impulse with δ(t) = 0 for t , 0
and

∫ ∞
−∞

δ(t)dt = 1. The bandwidth of the transmit signal
is denoted as B and the corresponding coherent time is
Ts = 1/B. Specifically, the channel coefficient h j[l] in the l-th
transmission path is expressed as

h j[l] =

∫ τ j,0+(l+1)Ts

τ j,0+lTs

W
(
τ j,0 + lTs − t

)
h j(t)dt, (2)

where τ j,0 represents the lowest propagation delay among
multiple transmission paths towards the j-th receiver and W (·)

is a window function with a length of Ts. The equivalent
channel coefficient of the l-th resolvable transmission path for
the j-th receiver is expressed as h j[l] =

√
Ω jv j,l. The circular

symmetric complex Gaussian (CSGC) random variable v j,l is
the small-scale fading in the l-th resolvable path with a zero
mean and a variance of

E
[∣∣∣v j,l

∣∣∣2] = exp
(
−lTs

/̃
τrms, j

)
, (3)

where τ̃rms, j is the root-mean-square (RMS) delay spread of
the j-th receiver [35]. We define τ̃rms =

[̃
τrms,1, · · · , τ̃rms,N

]
.

The path-loss of the j-th receiver is expressed as

Ω j = Ω0d−βj , (4)

where Ω0 = GtGr (c/4π fc)2 is the pass-loss at the reference
distance 1 m, Gt and Gr are the transmit and receive antenna
gains, respectively [36]. Moreover, in the path-loss model, c is
the speed of light, fc is the carrier frequency and β is the path-
loss exponent, while d j is the distance between the transmitter
and the j-th receiver. The delay spread of the j-th receiver
is then expressed as τ̂ j = maxk

{
τ j,k − τ j,0

}
. The maximum

number of the resolvable transmission paths between the IDET
transmitter and the j-th receivers is L j =

⌊̂
τ jB

⌋
. By denoting

L = max j L j, the multipath channel coefficient vector of the
j-th receiver can be denoted as 2

h j =
[
h j [0] , h j [1] , · · · , h j [L − 1]

]T
, (5)

where h j[l] = 0 for l ≥ L j.

B. Transmitter Architecture

As portrayed in Fig. 2, the transmitter performs a series
of processing on the original modulated symbols for the N
receivers. The modulated symbol stream requested by the j-
th receiver is denoted as s j =

[
s j [0] , s j [1] , · · · , s j [M − 1]

]
,

where the symbol s j [m] is a complex Gaussian random
variable with a zero mean and unity variance. In order
to adjust the modulated symbol rate to the sampling rate
[39], we up-sample the original symbol sequence s j with a
factor D, which results in a new symbol sequence sDj =[
sDj [0] , sDj [1] , · · · , sDj [MD− 1]

]
with a length of MD. This

new symbol sequence is defined as

sDj [m] =

s j [m/D] , mod (m,D) = 0,
0, otherwise,

(6)

for ∀ j = 1, 2, · · · ,N. As shown in Fig. 2, after the rate
adjustment, the resultant symbol sequence sDj is then processed

by a waveformer g j =
[
g j [0] , g j [1] , · · · , g j [L − 1]

]T 3.

2Prior to the downlink transmission, the IDET receiver transmits a pseudo
random sequence to the transmitter, which the CSI is estimated. After
processing by the Golay correlator in the transmitter, the CSI quality is boosted
quickly [37]. In addition, the CSI is quiet in the indoor environment, which
indicates the channel need not to be estimated frequently [38].

3The waveformer is different from the pulse shape filter. The waveformer
is used to adjust the amplitude and phase of each IDET symbol, which is
capable of balancing the WDT and WPT performance. The pulse shape filter
is used to limit the effective bandwidth of the IDET system [40].
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Fig. 2. Multi-receiver system model.

Theorem 1: When the maximum transmit power at the
transmit antenna is Ptx, the total power of the waveformer
satisfies

∑N
j=1

∥∥∥g j

∥∥∥2
2 = DPtx.

Proof 1: Proved in Appendix A.
Finally, all the signals are combined and transmitted via the

wideband channel.

C. Receiver Architecture

When the wideband signal arrives at the j-th IDET receiver,
the m-th received symbol can be expressed as

yDj [m] =

N∑
n=1

(
sDn ∗ gn ∗ h j

)
[m] + zDj [m] , (7)

where zDj [m] is the additive complex Gaussian noise gleaned
by the antenna with a zero mean and a variance of σ2

z . Then
the signal is split into two portions by the power splitter for
information decoding and energy harvesting. A portion of the
m-th symbol yDEH, j [m] received by the j-th receiver for energy
harvesting is expressed as

yDEH, j [m] =
√
ρ j

N∑
n=1

(
sDn ∗ gn ∗ h j

)
[m] +

√
ρ jzDj [m]

=
√
ρ j

2L−1∑
k=1

N∑
n=1

H(k)
j gnsDn [m − k + 1] +

√
ρ jzDj [m] , (8)

where ρ j is the power splitting ratio of the j-th receiver. The
matrix H j ∈ C

(2L−1)×L is the Toeplitz matrix with the vector[
hT

j , 0
T
]T

as its first column. It is invoked for equivalently
transforming the convolution between a pair of vectors to a
matrix multiplication. Furthermore, H(k)

j represents the k-th
row of the matrix H j. The average RF power received by
the energy harvester of the j-th receiver is expressed as

PEH, j

(
Ĝ, ρ j

)
=
ρ j

D

N∑
n=1

2L−1∑
k=1

H(k)
j gng†nH(k)†

j + ρ jσ
2
z , (9)

where Ĝ =
[
g1, · · · , gN

]
. The derivation of Eq. (9) is detailed

in Appendix B.
The practical EH model uses the diode rectifier circuit to

achieve the RF-to-DC conversion. The diode saturation EH
model, obtained by fitting the experimental data, has high

reality and is widely adopted in both the wideband [41]–[43]
and the narrowband [44]–[46] IDET systems. The saturation
EH model can be expressed as [42]

Θ (Pin)

=

[
Pmax

exp (−µPmin + ν)

(
1 + exp (−µPmin + ν)
1 + exp (−µPin + ν)

− 1
)]+

, (10)

where µ and ν are the constant parameters with respect to the
circuit. Pmin and Pmax are the activation and saturation power
of the circuit, respectively. Pin is the average input RF power
and Θ (Pin) is the output DC power of the circuit. Moreover,
the output DC power at the j-th receiver is expressed as

i j

(
Ĝ, ρ j

)
= Θ

(
PEH, j

(
Ĝ, ρ j

))
, [Watt]. (11)

The other portion
√

1 − ρ jyDj [m] of the received signal is
exploited for information decoding. After the down-sampling
operation, as shown in Fig. 2, the signal yID, j [m] sent to the
information decoder is expressed as 4

yID, j [m]

=

√
1 − ρ jH(L)

j g js j

[
m −

⌊
L − 1
D

⌋]
︸                                   ︷︷                                   ︸

Information symbol

+

√
1 − ρ j

b L−1
D c∑

p=−b L−1
D c,

p,0

H(L−pD)
j g js j

[
m + p −

⌊
L − 1
D

⌋]
︸                                                           ︷︷                                                           ︸

ISI symbol

+

√
1 − ρ j

b L−1
D c∑

p=−b L−1
D c

N∑
n=1,
n, j

H(L−pD)
j gnsn

[
m + p −

⌊
L − 1
D

⌋]
︸                                                                ︷︷                                                                ︸

IRI symbol

+

√
1 − ρ jz j [m] + v j [m] , (12)

where z j [m] is the down-sampling symbol of zDj [m] and v j [m]
is the RF-to-baseband conversion noise with a zero mean and
a variance of σ2

cov [47]. For convenience, we denote the ISI

4After power splitting, the receivers decode the symbols by onetap detection
[25] and do not need equalization.
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symbol power, the IRI symbol power and the Information
symbol power as PIS I, j

(
g j, ρ j

)
, PIRI, j

(
Ĝ, ρ j

)
and PI, j

(
g j, ρ j

)
,

which can be expressed as

PIS I, j

(
g j, ρ j

)
=

(
1 − ρ j

) b L−1
D c∑

p=−b L−1
D c,

p,0

H(L−pD)
j g jg†jH

(L−pD)†
j , (13)

PIRI, j

(
Ĝ, ρ j

)
=

(
1 − ρ j

) b L−1
D c∑

p=−b L−1
D c

N∑
n=1,
n, j

H(L−pD)
j gng†nH(L−pD)†

j , (14)

PI, j

(
g j, ρ j

)
=

(
1 − ρ j

)
H(L)

j g jg†jH
(L)†
j . (15)

The average power PID, j

(
Ĝ, ρ j

)
of the signal received by the

information decoder at the j-th receiver is expressed as

PID, j

(
Ĝ, ρ j

)
=PI, j

(
g j, ρ j

)
+ PIS I, j

(
g j, ρ j

)
+ PIRI, j

(
Ĝ, ρ j

)
+

(
1 − ρ j

)
σ2

z + σ2
cov. (16)

The derivations of yID, j [m] and PID, j

(
Ĝ, ρ j

)
are detailed in

Appendix C. The SINR at the information decoder of the j-th
receiver is expressed as

γ j

(
Ĝ, ρ j

)
=

PI, j

(
g j, ρ j

)
PIS I, j

(
g j, ρ j

)
+ PIRI, j

(
Ĝ, ρ j

)
+

(
1 − ρ j

)
σ2

z + σ2
cov

≈
PI, j

(
g j, ρ j

)
PIS I, j

(
g j, ρ j

)
+ PIRI, j

(
Ĝ, ρ j

)
+ σ2

cov

. (17)

In line with [48], we omit the antenna noise power σ2
z in the

denominator of Eq. (17) since σ2
z � σ2

cov. Finally, the WDT
throughput of the j-th receiver is formulated as [35]

R j

(
Ĝ, ρ j

)
=

B
D

log2

(
1 + γ j

(
Ĝ, ρ j

))
, [bit/s]. (18)

III. Downlink Fair-throughputMaximisation
Due to the near-far effect, different receivers in the IDET

system have different channel quality. The IDET receivers far
away from the transmitter have bad channel quality, which
may lead to low throughput and poor service. In order to
overcome the near-far effect and ensure the fairness of the
IDET system, we formulate the fair-throughput maximisation
problem to ensure all the IDET receivers have the same
downlink throughput.

A. Problem Formulation

In order to maximise the fair-throughput, the joint wave-
former Ĝ and the power splitter ρ =

[
ρ1, · · · , ρN

]
design is

formulated as

(P1): max
Ĝ,ρ

R f air (19)

s.t. R j

(
Ĝ, ρ j

)
≥ R f air,∀ j = 1, · · · ,N, (19a)

i j

(
Ĝ, ρ j

)
≥ I j,∀ j = 1, · · · ,N, (19b)

N∑
j=1

∥∥∥g j

∥∥∥2
2 = DPtx, (19c)

0 ≤ ρ j ≤ 1,∀ j = 1, · · · ,N. (19d)

The constraint (19a) defines the downlink fair-throughput
R f air, which is not higher than the downlink throughput of
every individual receiver. The constraint (19b) indicates that
the output DC power harvested by the j-th receiver should be
higher than a minimum threshold I j. This is a complicated
constraint due to the fractional and exponential structures
with respect to PEH, j

(
Ĝ, ρ j

)
according to Eqs. (10) and (11).

Therefore, we transform the constraint (19b) into a linear
constraint by transposition as follows

PEH, j

(
Ĝ, ρ j

)
≥ Θ̂

(
I j

)
,∀ j = 1, · · · ,N, (20)

where Θ̂
(
I j

)
= 1

µ
ln

(
Pmax+I j exp (−µPmin+ν)

(Pmax−I j) exp (−µPmin+ν)

)
+ ν
µ
. Moreover, (19c)

represents the total transmit power constraint and is a non-
convex constraint. By introducing the auxiliary variable p =[
p1, · · · , pN

]
, (19c) can be relaxed as follows∥∥∥g j

∥∥∥2
2 ≤ p j,∀ j = 1, · · · ,N, (21)

0 ≤
N∑

j=1

p j ≤ DPtx. (22)

The constraint (19d) represents the range of the power splitting
ratio of each receiver.

B. Feasibility of Energy Harvesting

Observe from Eq. (9) that the constraint (20) is still non-
convex and the definitional domain of (P1) is also non-convex.
Different from classic SDR, we transform (20) into a convex
constraint using a MQT method. A fractional function f (x)
can be expressed as

f (x) = a† (x) B−1 (x) a (x) , (23)

where we have a (x) ∈ CN×1 and B (x) ∈ SN×N
++ . By introducing

the auxiliary variable y ∈ CN×1 and by adopting the QT, Eq.
(23) is reformulated as [49]

f̂ (x) = 2R
{
y†a (x)

}
− y†B (x) y. (24)

It can be proved that Eq. (24) is equivalent to Eq. (23) by
letting y = B−1 (x) a (x). Moreover, if B (x) is a unity matrix,
Eq. (23) is reformulated as f (x) = a† (x) a (x), which is
equivalent to 2R

{
y†a (x)

}
−y†y. As a result, in our optimisation,

we introduce the auxiliary variable ψEH
j,n ∈ C

(2L−1)×1 and the
constraint (20) is reformulated as

P̂EH, j

(
Ĝ, ρ j,Ψ

EH
j

)
=
ρ j

D

N∑
n=1

(
2R

{
ψEH†

j,n a j,n

}
− ψEH†

j,n ψEH
j,n

)
+ ρ jσ

2
z

≥Θ̂
(
I j

)
, (25)

where a j,n =
[
H(1)

j gn, · · · ,H(2L−1)
j gn

]T
and ΨEH

j =
[
ψEH

j,1 ,

· · · ,ψEH
j,N

]
. In order to solve (P1), we need to find a feasible

solution which satisfies the constraint (25). A new optimisation
problem is then formulated as

(P2): max
Ĝ,p,ΨEH

P f air (26)
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Algorithm 1 MQT based alternating optimisation for (P2).
Input: Channel fading coefficient of h j; Transmit power of the transmitter

Ptx; Minimum receiving current I j; Weighting coefficient ι j; Error
tolerance ε.

Output: Feasible solution ΨEH∗ and Ĝ
∗
.

1: Initialize ΨEH ← 0, P1 ← ε, P2 ← −ε;
2: while |P1 − P2 | ≥ ε do
3: P2 ← P1;
4: Update Ĝ

∗
and p∗ by solving (P2-1);

5: Update ψEH∗
j,n ← a j,n;

6: Update P1 ← P f air;
7: end while
8: return

{
ΨEH∗, Ĝ

∗}
.

s.t. P̂EH, j

(
Ĝ, ρ j,Ψ

EH
j

)
≥ ι jP f air,∀ j = 1, · · · ,N, (26a)

(21), (22),

where P f air is the minimum value of P̂EH, j

(
Ĝ, ρ j,Ψ

EH
j

)
and ι j is a constant weight. The auxiliary variable ΨEH =[
ΨEH

1 , · · · ,ΨEH
N

]
. Unfortunately, (P2) is non-convex with re-

spect to Ĝ and ΨEH . However, we can solve (P2) by alter-
natively optimising Ĝ, p and ΨEH . First, given a fixed ΨEH ,
(P2) is reformulated as

(P2-1): max
Ĝ,p

P f air (27)

s.t. (21), (22), (26a),

which is a convex problem. By fixing Ĝ and p, (P2) is
reformulated as

(P2-2): max
ΨEH

P f air (28)

s.t. (26a).

According to Eq. (25), P̂EH, j

(
Ĝ, ρ j,Ψ

EH
j

)
is convex

with respect to the variable ΨEH . Therefore, by letting
∂P̂EH, j

(
Ĝ, ρ j,Ψ

EH
j

) /
∂ψEH

j,n = 0, the optimal ΨEH∗ can be
then obtained as ψEH∗

j,n = a j,n. The MQT based alternating
algorithm is detailed in Algorithm 1. The complexity of the
Algorithm 1 solved by the interior-point method is O

(
N1L3.5

)
[50], where N1 is the maximum number of iterations required
in Algorithm 1.

C. Waveforming Design

After obtaining a feasible value of P̂EH, j

(
Ĝ, ρ j,Ψ

EH
j

)
, we

then solve (P1) and design the optimal waveformer and power
splitter. Observe from Eqs. (13)-(18) that the variables g j

and ρ j are both in the numerator and denominator, when
calculating the throughput R j

(
Ĝ, ρ j

)
. Therefore, (P1) is a FP

problem. By adopting the QT and introducing the auxiliary
variable ψID

j ∈ C
1×1, (P1) is reformulated as

(P3): max
Ĝ,ρ,p,ΨEH ,ΨID

R̃ f air (29)

s.t. R̃ j

(
Ĝ, ρ j, ψ

ID
j

)
≥ R̃ f air,∀ j = 1, · · · ,N, (29a)

(19d), (21), (22), (25),

where ΨID =
[
ψID

1 , · · · , ψID
N

]
and R̃ f air is the downlink fair-

throughput obtained by (P3). The throughput R̃ j

(
Ĝ, ρ j, ψ

ID
j

)

Algorithm 2 FP based alternating optimisation for (P1).
Input: Feasible solution ΨEH ; Auxiliary variable ΨID; Transmit power of

the transmitter Ptx; Error tolerance ε.
Output: Optimal waveformer Ĝ

∗
; Optimal power splitter ρ∗; Optimal fair-

throughput R∗f air .
1: Initialize ρ← 1, R̂1 ← ε, R̂2 ← −ε;
2: while

∣∣∣∣R̂1 − R̂2

∣∣∣∣ ≥ ε do
3: R̂2 ← R̂1;
4: Update Ĝ

∗
and p∗ by solving (P3-1);

5: Update ρ∗ by solving (P3-2);
6: Update ψEH∗

j,n ← a j,n;
7: Update ΨID∗ by Eq. (35);
8: Update R̂1 ← R̃ f air;
9: end while

10: Update R∗f air ← R̃ f air;

11: return
{
Ĝ
∗
, ρ∗,R∗f air

}
.

is expressed as

R̃ j

(
Ĝ, ρ j, ψ

ID
j

)
=

B
D

log2

(
1 + 2

√
1 − ρ jR

{
ψID†

j H(L)
j g j

}
−ψID

j ψ
ID†
j

[
PIS I, j

(
g j, ρ j

)
+ PIRI, j

(
Ĝ, ρ j

)
+ σ2

cov

] )
. (30)

We solve (P3) by iteratively optimising the variables Ĝ, ρ,
p, ΨEH and ΨID. First, given fixed ρ, ΨEH and ΨID, (P3) is
reformulated as

(P3-1): max
Ĝ,p

R̃ f air (31)

s.t. (21), (22), (25), (29a).

Then, when we fix Ĝ, p, ΨEH and ΨID, (P3) is reformulated
as

(P3-2): max
ρ

R̃ f air (32)

s.t. (19d), (25), (29a).

Since (P3-1) and (P3-2) are both convex, the optimal Ĝ
∗
, ρ∗

and p∗ can be readily obtained. Then, given fixed Ĝ, p, ρ and
ΨID, (P3) is reformulated as

(P3-3): max
ΨEH

R̃ f air (33)

s.t. (25).

By letting ∂P̂EH, j

(
Ĝ, ρ j,Ψ

EH
j

) /
∂ψEH

j,n = 0, the optimal ΨEH∗

can then be obtained as ψEH∗
j,n = a j,n. Finally, given fixed Ĝ,

p, ρ and ΨEH , (P3) is reformulated as

(P3-4): max
ΨID

R̃ f air (34)

s.t. (29a).

Since (P3-4) is convex, by letting ∂R̃ j

(
Ĝ, ρ j, ψ

ID
j

) /
∂ψID

j = 0,
we can obtain the optimal ΨID∗, which can be expressed as

ψID∗
j =

√
1 − ρ jH(L)

j g j

PIS I, j

(
g j, ρ j

)
+ PIRI, j

(
Ĝ, ρ j

)
+ σ2

cov

. (35)

The FP based alternating optimisation is detailed in Algo-
rithm 2. By alternatively optimising the convex sub-problems
(P3-1)-(P3-4), the iteration of Algorithm 2 from Line 2 to Line
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9 converges to the global optimal solution to (P3) [51], which
is a stationary point to non-convex (P1). The convergence of
Algorithm 2 is demonstrated in Appendix D. When we solve
(P3) by the interior-point method, the complexity of Algorithm
2 is O

(
NF L3.5

)
[50], where NF is the maximum number of

iterations required in Algorithm 2.

IV. Downlink sum-throughput maximisation

In order to exploit the resource of the communication
system up to the hilt, the sum-throughput is used to evaluate
the data transmission efficiency.

A. Problem Formulation

The downlink sum-throughput maximisation problem can
be formulated as

(P4): max
Ĝ,ρ,p

Rsum

(
Ĝ, ρ

)
(36)

s.t. (19b), (19d), (21), (22),

where Rsum

(
Ĝ, ρ

)
=

∑N
j=1 R j

(
Ĝ, ρ j

)
is the sum-throughput.

Similarly, by adopting the QT and the MQT, (P4) is refor-
mulated as

(P5): max
Ĝ,ρ,p,ΨEH ,ΨID

R̃sum

(
Ĝ, ρ,ΨID

)
(37)

s.t. (19d), (21), (22), (25),

where R̃sum

(
Ĝ, ρ,ΨID

)
=

∑N
j=1 R̃ j

(
Ĝ, ρ j, ψ

ID
j

)
. By alternatively

optimising Ĝ, ρ, p, ΨEH and ΨID, (P5) converges to an optimal
point, which is a stationary point of (P4). First, given fixed ρ,
ΨEH and ΨID, (P5) is equivalent to

(P5-1): max
Ĝ,p

R̃sum

(
Ĝ, ρ,ΨID

)
(38)

s.t. (21), (22), (25).

By fixing Ĝ, p, ΨEH and ΨID, (P5) is equivalent to

(P5-2): max
ρ

R̃sum

(
Ĝ, ρ,ΨID

)
(39)

s.t. (19d), (25).

The sub-problems (P5-1) and (P5-2) are both convex. We
are capable of solving them by any convex optimisation tool.
Given fixed Ĝ, ρ, p and ΨID, (P5) is equivalent to

(P5-3): max
ΨEH

R̃sum

(
Ĝ, ρ,ΨID

)
(40)

s.t. (25).

Similar to (P3-3), the optimal solution of (P5-3) is expressed
as ψEH∗

j,n = a j,n. Finally, given fixed Ĝ, ρ, p and ΨEH , (P5) is
reformulated as

(P5-4): max
ΨID

R̃sum

(
Ĝ, ρ,ΨID

)
. (41)

By letting ∂R̃sum

(
Ĝ, ρ,ΨID

) /
∂ψID

j = 0, we can obtain the
optimal ΨID∗ which is the same as Eq. (35).

The alternating optimisation for maximising the sum-
throughput is detailed in Algorithm 3. By alternatively op-
timising the convex sub-problems (P5-1)-(P5-4), the iteration

Algorithm 3 FP based alternating optimisation for (P4).
Input: Feasible solution ΨEH ; Auxiliary variable ΨID; Transmit power of

the transmitter Ptx; Error tolerance ε.
Output: Optimal waveformer Ĝ

∗
; Optimal power splitter ρ∗; Optimal sum-

throughput R∗j
(
Ĝ
∗
, ρ∗

)
.

1: Initialize ρ← 1, R̂1 ← ε, R̂2 ← −ε;
2: while

∣∣∣∣R̂1 − R̂2

∣∣∣∣ ≥ ε do
3: R̂2 ← R̂1;
4: Update Ĝ

∗
and p∗ by solving (P5-1);

5: Update ρ∗ by solving (P5-2);
6: Update ψEH∗

j,n ← a j,n;
7: Update ΨID∗ by Eq. (35);
8: Update R̂1 ← R̃sum

(
Ĝ
∗
, ρ∗,ΨID∗

)
;

9: end while
10: Update Rsum

(
Ĝ
∗
, ρ∗

)
← R̃sum

(
Ĝ
∗
, ρ∗,ΨID∗

)
;

11: return
{
Ĝ
∗
, ρ∗,R∗sum

(
Ĝ
∗
, ρ∗

)}
.

of Algorithm 3 from Line 2 to Line 9 converges to the local
optimal solution to (P5) [49], which is a stationary point to
non-convex (P4). The proof for the convergence of Algorithm
3 is similar to Algorithm 2. Similarly, the complexity of
Algorithm 3 is O

(
NS L3.5

)
, where NS is the maximum number

of iterations required in Algorithm 3.

V. Simulation Results

A. Parameter Settings

The transmit power is Ptx = 38 dBm. The carrier frequency
is fc = 1.5 GHz and the bandwidth is B = 125 MHz [36].
The transmit antenna gain and the receive antenna gain are
Gt = Gr = 1.6 [36]. The path-loss exponent is β = 3 [36]. The
channel length is L = 20 and the RMS delay spread is 15Ts

for all receivers 5 [32]. The parameters of the EH model are
Pmin = 0.064 mW, Pmax = 4.927 mW, µ = 274 and ν = 0.29
[42]. The output DC power is I j = −11 dBm. The distance
between the transmitter and the receivers is 1.5 m. The error
tolerance is ε = 10−5. All of the simulation results are obtained
by averaging the randomness of the channel coefficients.

In the following section, we investigate the performance of
the following schemes:
• Optimal Solution (OPT) scheme, which is obtained by

Algorithm 2 or Algorithm 3;
• SDR scheme, whose optimal waveformer is obtained by

SDR and is detailed in [52];
• Minimum Mean Square Error (MMSE) scheme, whose

waveformer gMMS E, j can be expressed as [31]

gMMS E, j

=cMMS E
j

√
p j

 N∑
q=1

pqH†ID,qHID,q + σ2
covI


−1

H(L)†
j . (42)

Note that cMMS E
k is the constant factor and

∥∥∥gMMS E, j

∥∥∥2
2 =

p j. I is an L × L identity matrix. We can obtain a
near-optimal throughput in the WDT scenario by using
the MMSE waveformer. Similar to Algorithm 2 and

5In the real world, the RMS delay spread of the different receivers is
different, as it is influenced by factors such as the signal transmission path,
receiver location and movement speed [34]. However, for convenience, we let
all the receivers have the same RMS delay spread.
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Algorithm 3, we can obtain the optimal fair-throughput
and sum-throughput with the MMSE waveformer.

• Zero Force (ZF) scheme, whose waveformer gZF, j can be
expressed as

gZF, j = cZF
j
√

p j

 N∑
q=1

H†ID,qHID,q


−1

H(L)†
j , (43)

where cZF
j is the constant factor and ‖gZF‖

2
2 = p j [30].

• Time-Reversal (TR) scheme, whose waveformer can be
expressed as [28]

gTR, j =
√

p jH(L)†
j

/ ∥∥∥∥H(L)†
j

∥∥∥∥
2
. (44)

• SISO-OFDMA scheme [53], which is proposed by using
the same wideband resolvable channel model in this pa-
per. The SISO-OFDMA transmitter and all the receivers
are deployed with a single antenna. In order to ensure
fairness, the transmit power of our OFDMA counterpart is
set to Ptx in the time domain for fairness, which is detailed
in [53]. The bandwidth for the SISO-OFDM system is
B = 125 MHz, while the number of subcarriers is 128
[23].

• MISO-OFDMA scheme [53], where the transmitter is
deployed with two antennas and all the receivers are de-
ployed with a single antenna. The simulation parameters
of the MISO-OFDMA scheme are the same as that of the
SISO-OFDMA scheme.

• WSP, which refers to exist the individual subcarrier power
constraint for the practical OFDMA scheme.

• WOSP, which refers to do not exist the individual sub-
carrier power constraint for the OFDMA scheme.

B. Convergence of the Algorithm

We first study the convergence of our proposed FP based
alternating optimisation algorithms in Fig. 3. Observe from
Figs. 3(a) and 3(b) that the fair-throughput and sum-throughput
of our low complexity OPT schemes converge within 15 and
25 iterations, respectively. Simultaneously, the fair-throughput
and the sum-throughput by adopting the SDR schemes con-
verge within 7 and 17 iterations. By exploiting the SDR
technique, (P1) and (P4) converge to a global optimal point
[49] and a stationary point [54], respectively. Our proposed
algorithms converge to stationary points close to the SDR
schemes, which indicates the effectiveness of our proposed
algorithms. We compare the complexities of the different algo-
rithms in TABLE I. NF

S DR and NS
S DR are the maximum number

of iterations when we solve (P1) and (P4) with the SDR
schemes, respectively. When the iteration number satisfies
NF

S DR ≈ NF and NS
S DR ≈ NS , our proposed algorithms have

lower complexities. Therefore, Our OPT scheme outperforms
the SDR counterparts.

C. Individual Downlink Throughput

In order to demonstrate the difference between the downlink
fair-throughput and sum-throughput maximisation, we plot the
individual throughput attained by 3 receivers in Fig. 4. The

TABLE I
Complexities of the Different Algorithms

Technology (P1) (P4)
SDR O

(
NF

S DRL7
)
O

(
NS

S DRL7
)

OPT O
(
NF L3.5

)
O

(
NS L3.5

)
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Fig. 3. The convergence of FP based alternating optimisation algorithm: (a)
downlink fair-throughput; (b) downlink sum-throughput.

distance between the transmitter and the receivers is set as
1.5 m, 2 m and 2.5 m in sequence. Observe from Fig. 4 that
when we aim at maximising the sum-throughput, the downlink
throughputs from Receiver 1 to Receiver 3 are decreasing
in order obviously. This is because the receiver close to the
transmitter can achieve a higher signal power gain, which
leads to a higher throughput. In order to maximise the sum-
throughput, more power is assigned to the receivers close
to the transmitter, which results in considerable unfairness.
Furthermore, observe from Fig. 4 that all the receivers can
reach almost the same throughput, when we maximise the
downlink fair-throughput. In order to achieve this objective,
more power is allocated to the receivers which are far away
from the transmitter to overcome the severe path-loss. As a
result, the performance of the downlink sum-throughput is
inevitably sacrificed.

D. Number of Resolvable Paths

Increasing the number of scatterers in the environment in-
creases the number of resolvable transmission paths. By setting
the RMS delay spread of all the receivers as {10Ts, 15Ts, 20Ts}

in sequence, we study the impact of the number of resolvable
transmission paths on the downlink fair-throughput and sum-
throughput in Figs. 5(a) and 5(b), respectively.
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Fig. 5. The impact of the number of the resolvable paths on the WDT
downlink throughput: (a) fair-throughput; (b) sum-throughput.

Observe from Fig. 5(a) that the downlink fair-throughput
rapidly increases as we increase the number of resolvable
transmission paths to 31, while the sum-throughput also
rapidly increases as we increase the number of resolvable
transmission paths to 26, as shown in Fig. 5(b). Finally, both
the fair-throughput and sum-throughput increase slowly as we
continuously increase the number of resolvable transmission
paths. This is because the spatial gain of all the receivers
improves as we initially increase the resolvable transmission
paths. However, when we continuously increase the number
of resolvable paths, the ISI and IRI become dominant, which
then constrains the improvement in the fair-throughput and
the sum-throughput. Moreover, both the fair-throughput and
the sum-throughput improve as the RMS delay spread τ̃rms

increases. Observe from Eq. (3) that when we increase τ̃rms,
the variance of the small-scale fading increases. Therefore, the
average power gain of each resolvable path increases.

E. Up-Sampling Factor

By setting the sampling factor D from 1 to 25, we
study its impact on the downlink fair-throughput and sum-
throughput in Figs. 6(a) and 6(b), respectively. Observe from
Fig. 6(a) that as we increase the up-sampling factor to 5, the
downlink fair-throughput attained by Algorithm 2 gradually
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Fig. 6. The impact of the sampling factor on the WDT throughput: (a) fair-
throughput; (b) sum-throughput.
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Fig. 7. Trade-off between the WDT and the WDT performance, under
the number of the subcarrier is 128 and the power of the individual
subcarrier power constraint Ppeak = 2Ptx in WOSP scheme. : (a) fair-
throughput; (b) sum-throughput.

increases. By contrast, it reduces as we further increase the
up-sampling factor. We also observe a similar trend with the
MMSE waveformer and the ZF waveformer. However, the fair-
throughput associated with a TR waveformer monotonously
reduces, as we increase the up-sampling factor. This is because
there is a trade-off between the sampling factor and the
SINR. Observe from Eqs. (17)-(18), the denominator terms
γ j

(
Ĝ, ρ j

)
reduce, when the sampling factor increases, which

results in the increase of the throughput. However, observe
from Eq. (18) that increasing the up-sampling factor D in
the denominator will restrain the increase of throughput for
receivers. Furthermore, observe from Eqs. (9) and (10) that in
order to satisfy the harvested DC requirement of the receiver,
as expressed in Eq. (19b), the receivers have to allocate more
energy to their energy harvesters, as the up-sampling factor
D increases. As a result, the downlink fair-throughput first
increases but then decreases as it achieves its peak, and finally
converges to 0. The similar trend is also observed in Fig. 6(b),
when we optimise the downlink sum-throughput as shown in
Fig. 6(b). Furthermore, we may also observe from Fig. 6 that
our proposed solution significantly outperforms the MMSE,
ZF and TR counterparts.
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F. Output DC Power Requirement

The impact of the output DC power requirement on both the
downlink fair-throughput and the sum-throughput is illustrated
in Figs. 7(a) and 7(b), respectively. Observe from Figs. 7(a)
and 7(b) that the downlink fair-throughput and sum-throughput
decrease and converge to 0, as we increase the output DC
power requirement. This is because the receivers allocate less
signal power to the information decoder, if we increase the
output DC power requirement. As a result, when the output
DC power requirement is very high, the receivers may allocate
all the signal power for energy harvesting.

In Fig. 7(a), we also compare the SISO-OFDMA and
MISO-OFDMA counterparts with our OPT scheme. When the
output DC power requirement is lower than 200 µW, both
the SISO-OFDMA and MISO-OFDMA counterparts achieve
higher WDT throughput than our OPT scheme. This is because
the OFDM waveform may eliminate ISI, which leads to higher
throughput performance. Moreover, for a practical OFDMA
system with the individual subcarrier power constraint [55],
when we have high output DC power requirement, our OPT
scheme outperforms the SISO-OFDMA and MISO-OFDMA
counterparts. This is because the subcarrier power constraint
limits the WET performance of the OFDMA. Especially, when
we remove the individual subcarrier power constraint and have
a high output DC power requirement, the WDT performance of
our OPT scheme outperforms the SISO-OFDMA counterpart.
This is because the cyclic prefix symbol of OFDM carries low
power and occupies about 1/6 period over a whole OFDM
period, which leads to lower WET performance. When the
output DC requirement is high, the SISO-OFDMA scheme
needs more received RF power for energy harvesting and
the WDT performance decreases rapidly. After waveforming,
the WET performance of our OPT scheme outperforms the
SISO-OFDMA counterpart, which results in a higher WDT
performance with a high output DC power requirement. The
IDET performance of the MISO-OFDMA counterpart without
the individual subcarrier power constraint outperforms our
OPT scheme. This is because the spatial gain obtained from
the MISO outperforms the spatial gain obtained from the
wideband multipath channel.

G. Transmit Power

By setting D = 1, we study the impact of the transmit
power constraint Ptx on both the downlink fair-throughput and
the sum-throughput in Figs. 8(a) and 8(b), respectively. As
increasing Ptx from 34 dBm to 37 dBm, the fair-throughput in-
creases quickly. When we further increase Ptx beyond 38 dBm,
the fair-throughput increases slowly and finally converges.
We have similar trend when optimises the sum-throughput.
Observe from Eqs. (16)-(18), the information, the ISI and the
IRI signal power increase as we increase Ptx. When Ptx is
low, the information signal power increases more quickly than
the others. Therefore, the downlink throughput substantially
increases. However, when Ptx is high, the downlink throughput
will be suppressed by the increasing ISI and the IRI power.
As a result, the downlink fair-throughput and sum-throughput
increase slowly and finally converge.
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Fig. 8. The impact of the transmit power on the throughput, under the
RMS delay spread is 15Ts, the resolvable paths L = 20, the output
DC power requirement I j = −11 dBm and the up-sampling factor
D = 1.: (a) fair-throughput; (b) sum-throughput.

In addition, we evaluate the WDT performance in the
imperfect CSI case. We assume the perfect CSI h j lies in
a ball with radius 0.1

∥∥∥h j

∥∥∥
2 around the imperfect CSI h̃ j,

i.e., h j =

{
h̃ j + δ j

∣∣∣∣ ∥∥∥δ j

∥∥∥
2 ≤ 0.1

∥∥∥h j

∥∥∥
2

}
, where δ j is the channel

estimation error of the j-th receiver [56]. It can be seen in Figs.
8(a) and 8(b) that the fair-throughput and the sum-throughput
with the imperfect CSI are slightly small than the perfect CSI
cases, indicating the robustness of our OPT algorithms with
the channel estimation errors.

VI. Conclusion

In this paper, we studied wideband waveforming for IDET.
In order to improve the IDET performance with less hardware
complexity, the spatial gain provided by multiple resolvable
transmission paths was exploited. By adopting QT and MQT, a
FP based alternating algorithm was relied upon for optimising
the waveformers in order to maximise the downlink fair-
throughput and the sum-throughput of all the IDET receivers.
According to our simulation results, we could substantially
improve the IDET performance by exploiting this additional
spatial gain, which is suitable for the scenario with abun-
dant resolvable transmission paths. Moreover, our proposed
FP based waveforming design substantially outperforms the
MMSE, the ZF and the TR counterparts in terms of the IDET
performance. Our scheme outperforms the SISO-OFDMA
scheme when we have a high output DC requirement. And
when we have an individual subcarrier power constraint, our
scheme outperforms the MISO-OFDMA scheme.

Appendix A
Proof of the Theorem 1

Denote the total transmit period for sending sDj as T =

(MD + L − 1) Ts. Denote the transmit symbol sequence as
x j = sDj ∗ g j = SDj g j, where SDj ∈ C

(MD+L−1)×(L−1) is the

Toeplitz matrix with the vector
[(

sDj
)T
, 0T

]T
as its first column.
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The average transmit power of the transmit antenna Ptx can
be expressed as

Ptx =
Ts

T

∑
j

MD+L−1∑
p=1

E
[∣∣∣∣SD(p)

j g j

∣∣∣∣2]

=
1

MD + L − 1

∑
j

MD−1∑
m=0

E

∣∣∣sDj [m]
∣∣∣2 L−1∑

l=0

∣∣∣g j[l]
∣∣∣2

=
1

MD + L − 1

∑
j

∥∥∥g j

∥∥∥2
2

M−1∑
m=0

∣∣∣s j [m]
∣∣∣2

=
M

MD + L − 1

∑
j

∥∥∥g j

∥∥∥2
2 . (45)

In practice, we have M � L [39] and D ≥ 1, which indicate
that

∑
j

∥∥∥g j

∥∥∥2
2 = DPtx.

Appendix B
Average Power Expression Eq. (9) of Energy Harvester.

Define the index as m = m1 + q, where m1 satisfies
mod (m1,D) = 0 and q belongs to the set {q|0 ≤ q ≤ D−1, q ∈
N}. Since the row index k of the Toeplitz matrix H j satisfies
1 ≤ k ≤ 2L − 1, we obtain

−
q + 2 − 2L
D

≤
q − k + 1
D

≤
q
D
. (46)

Observe from Eq. (6) and Eq. (8) that only if mod (q − k +

1,D) = 0, the symbol sDj
[
m1 + q − k + 1

]
is non-zero. Thus,

the inequality (46) can be reformulated as⌈
q + 2 − 2L
D

⌉
≤

q − k + 1
D

≤

⌊ q
D

⌋
= 0. (47)

The index k is constrained by kq,1 ≤ k ≤ kq,2, where kq,1 and
kq,2 are denoted as

kq,1 = q + 1, (48)

kq,2 = q + 1 +D

⌊
2L − q − 2
D

⌋
, (49)

respectively. Let H j,q =

[(
H(kq,1)

j

)T
,
(
H(kq,1+D)

j

)T
, · · · ,

(
H(kq,2)

j

)T ]T

denote the q-th submatrix of H j, whose size is Lq × 1, where
Lq is expressed as

Lq =

⌊
2L − q − 2
D

⌋
+ 1. (50)

Furthermore, H(k)
j,q represents the k-th row of H j,q. The

(m1 + q)-th symbol flowing to the energy harvester can be
expressed as

yDEH, j
[
m1 + q

]
=
√
ρ j

2L−1∑
k=1

N∑
n=1

H(k)
j gnsDn

[
m1 + q − k + 1

]
+
√
ρ jzDj

[
m1 + q

]
=
√
ρ j

Lq∑
k=1

N∑
n=1

H(k)
j,qgnsDn [m1 − (k − 1)D] +

√
ρ jzDj

[
m1 + q

]
,

(51)

for ∀q = 0, 1, · · · ,D−1. Let m1 = pD for p ∈ N. The average
RF power PEH, j

(
Ĝ, ρ j

)
input to the energy harvester of the

j-th receiver can be expressed as Eq. (52) on the next page.

Appendix C
Average Power Expression Eq. (16) of Information Decoder.

Let us define m2 = mD + L − 1, where m belongs to the
set {m|0 ≤ m ≤ M − 1,m ∈ N}, the information symbol before
down-sampling operation can be expressed as

yDID, j [m2] =

√
1 − ρ j

2L−1∑
k=1

N∑
n=1

H(k)
j gnsDn [mD + L − k]

+

√
1 − ρ jzDj [m2] . (53)

Only if mod (L− k,D) = 0, the symbol sDj [m2] is non-zero.
Since the row index of H j satisfies 1 ≤ k ≤ 2L − 1, we can
obtain

−

⌊
L − 1
D

⌋
≤

L − k
D
≤

⌊
L − 1
D

⌋
. (54)

Then yDID, j [m2] can be reformulated as

yDID, j [m2] =

√
1 − ρ j

b L−1
D c∑

p=−b L−1
D c

N∑
n=1

{
H(L−pD)

j gnsDj
[
mD + pD

]}
+

√
1 − ρ jzDj [m2] . (55)

Therefore, the down-sampling symbol yID, j [m] is expressed as

yID, j [m] =

√
1 − ρ j

b L−1
D c∑

p=−b L−1
D c

N∑
n=1

{
H(L−pD)

j gns j

[
m + p −

⌊
L − 1
D

⌋]}
+

√
1 − ρ jz j [m] + v j [m] . (56)

The average RF power PID, j

(
Ĝ, ρ j

)
input to the information

decoder of the j-th receiver is expressed as Eq. (57) on the
next page.

Appendix D
Proof of the Convergence for Algorithm 2.

We denote the k-th iteration of the fair-throughput in the
Algorithm 2 as R(k)

f air, while the variables are denoted as Ĝ
(k)

,
ρ(k)

j and ψID(k)
j , respectively. Then the monotonicity of R(k)

f air
with respect to k is derived as

R(k)
f air = min

j
R j

(
Ĝ

(k)
, ρ(k)

j

)
(a)
= min

j
R̃ j

(
Ĝ

(k)
, ρ(k)

j , ψ
ID(k)
j

)
≤ min

j
R̃ j

(
Ĝ

(k+1)
, ρ(k)

j , ψ
ID(k)
j

)
≤ min

j
R̃ j

(
Ĝ

(k+1)
, ρ(k+1)

j , ψID(k)
j

)
≤ min

j
R̃ j

(
Ĝ

(k+1)
, ρ(k+1)

j , ψID(k+1)
j

)
(b)
= min

j
R j

(
Ĝ

(k+1)
, ρ(k+1)

j

)
= R(k+1)

f air . (58)
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PEH, j

(
Ĝ, ρ j

)
= lim

M→∞

1
MDTs

M−1∑
p=0

D−1∑
q=0

TsyDEH, j
[
pD + q

]
yD†EH, j

[
pD + q

]
=
ρ j

D

N∑
n=1

D−1∑
q=0

Lq∑
k=1

H(k)
j,qgn

{
lim

M→∞

1
M

M−1∑
p=0

sDn
[
pD− (k − 1)D

]
· sD†n

[
pD− (k − 1)D

]}
g†nH(k)†

j,q +
ρ j

D

D−1∑
q=0

{
lim

M→∞

1
M

M−1∑
p=0

[
zDj

[
pD + q

]
zD†j

[
pD + q

]]}

=
ρ j

D

N∑
n=1

D−1∑
q=0

Lq∑
k=1

H(k)
j,qgn

{
lim

M→∞

1
M

M−1∑
p=0

[
sn

[
p − (k − 1)

]
s†n

[
p − (k − 1)

]]}
g†nH(k)†

j,q +
ρ j

D

D−1∑
q=0

σ2
z

=
ρ j

D

N∑
n=1

D−1∑
q=0

Lq∑
k=1

H(k)
j,qgng†nH(k)†

j,q + ρ jσ
2
z =

ρ j

D

N∑
n=1

2L−1∑
k=1

H(k)
j gng†nH(k)†

j + ρ jσ
2
z . (52)

PID, j

(
Ĝ, ρ j

)
= lim

M→∞

1
MTs

M−1∑
m=0

TsyID, j [m] y†ID, j [m] =
(
1 − ρ j

) b L−1
D c∑

p=−b L−1
D c

N∑
n=1

H(L−pD)
j gn

 lim
M→∞

1
MTs

M−1∑
m=0

Tss j

[
m + p −

⌊
L − 1
D

⌋]

· s†j

[
m + p −

⌊
L − 1
D

⌋]}
g†nH(L−pD)†

j + lim
m→∞

1 − ρ j

MTs

M−1∑
m=0

Tsz j [m] z†j [m] + lim
m→∞

1
MTs

M−1∑
m=0

Tsv j [m] v†j [m]

=
(
1 − ρ j

) b L−1
D c∑

p=−b L−1
D c

N∑
n=1

H(L−pD)
j gng†nH(L−pD)†

j +
(
1 − ρ j

)
σ2

z + σ2
cov. (57)

Note that (a) and (b) are obtained since (P1) and (P3) have
the same optimal objective value when the auxiliary variable
ΨID is optimal. Moreover, the fair-throughput satisfies

R f air = min
j

B
D

log2

(
1 + γ j

(
Ĝ, ρ j

))
(c)
≤ min

j

B
D

log2

1 +

(
1 − ρ j

)
H(L)

j g jg†jH
(L)†
j

σ2
cov


(d)
≤ min

j

B
D

log2

1 +

∥∥∥∥H(L)
j

∥∥∥∥2

2

∥∥∥g j

∥∥∥2
2

σ2
cov


(e)
< +∞. (59)

where (c) holds, since we remove the ISI and IRI in the
denominator of the γ j

(
Ĝ, ρ j

)
; (d) holds due to the constraint

(19d) and the Cauchy-Schwarz inequality [57]; (e) holds
according to the constraints (21) and (22). Finally, R(k)

f air
increases monotonously and it is upper-bounded by a finite
value. Therefore, Algorithm 2 converges to a stationary point.
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