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Abstract—Sentiment classification is a fundamental task in
many natural language processing applications. Neural networks
have achieved great successes on the sentiment classification task
in recent years, since recurrent neural networks and long-short-
term memory networks have the ability to deal with sequences of
different lengths and to capture contextual semantic information.
However, the effectiveness of these methods is limited when
used to extract contextual information from relatively long texts.
Therefore, in our model, we apply bidirectional gated recurrent
units to capture contextual information as far as possible when
learning word representations, which may effectively reduce the
noise compared to other methods. We also propose a novel
loss function namely drop loss (DL) which makes the model
focus on the hard examples—examples which are easily classi-
fied incorrectly—in order to improve the accuracy of the model.
We experiment on four commonly used datasets, and the results
show that the proposed method has a good performance on
four datasets, and needs fewer parameters compared with recent
benchmarks, such as CoVe, ULMFiT, embeddings from language
models, and bidirectional encoder representations from trans-
formers. Furthermore, we demonstrate that the classification
performance of existing shallow network models can be signifi-
cantly improved by using DL. In particular, the accuracy of the
CNN+LSTM model improves 9% on the IMDB-10 dataset.

Index Terms—Loss function, neural networks, sentiment clas-
sification, word presentation.
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I. INTRODUCTION

SENTIMENT classification is one of the most popularly
used natural language processing (NLP) techniques and

has been applied to many areas, such as E-commerce websites,
stock forecast [1], and political orientation analyses [2]–[4].
In the sentiment classification task, feature-based representa-
tions play an important role, often based on the bag-of-words
(BoWs) model [5], where bi-grams or larger n-grams are
designed to represent features. For example, a BoW model
is used to represent documents by Pang et al. [6] and
Wang and Manning [7], who both build SVM classifiers for
text classification. Although SVM is an extremely strong per-
former, the problem of data sparsity when using the BoW
features heavily affects the classification accuracy [8]. Word
embedding [9] has brought a new inspiration for solving the
data sparsity problem to many NLP tasks [10], because it can
represent each word as a low-dimensional, continuous, and
real-valued vector [11]. For neural models [12]–[15] used to
achieve tasks in NLP, pretrained word embeddings [16]–[18]
play a significant role and are widely used in the state-of-
the-art models as their first layer [19]. Hence, many methods
based on word embedding have been proposed to capture
more semantic information from text and improve the clas-
sification accuracy [16], [20]. For instance, Rao et al. [21],
Tang et al. [11], and Xu et al. [22] utilized word embeddings
to present words before they use neural networks to learn word
representations.

Although the aforementioned models with word embed-
dings can greatly alleviate the data sparsity problem to improve
the sentiment classification accuracy, word embeddings alone
can still not eliminate the problem of word polysemy entirely,
and this will impact the models performance to a certain
extent. Polysemy can be characterized as follows: the same
word may have different meanings in different contexts. For
example, the word present shows diverse meanings in the fol-
lowing sentences: in “He sent me a present for my birthday,”
the word present means gift; in contrast, the meaning of word
present refers to attendant in “There were 200 people present
at the meeting.”

Recurrent convolutional neural network (textRCNN) [23]
proposes that combining a word and its context to present a
word can obtain a more precise word meaning to reduce noise
caused by polysemy. However, the textRCNN model merely
considers that the context has impacts on words meaning and
does not take into account the effect of the word itself to the
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meaning of context when it captures the contextual semantic
information of a word. We can use the earlier example to illus-
trate how textRCNN model will ignore the influence of word
itself to contextual semantics. For word “present,” textRCNN
model regards “He sent me a” and “for my birthday” as the
left-side and right-side context of word “present,” respectively,
and does not include word itself when it uses unidirectional
recurrent neural network (RecurrentNN) [24] to capture the
contextual semantics.

In fact, the target word can sometimes influence the mean-
ing of a context. In other words, if you put different words into
the same context, the meaning of the whole sentence may be
different. For example, consider the sentence “I am a , and
I am in class.” where “ ” is an undetermined word. If the
undetermined word is “student,” then the sentence would be
interpreted as meaning that the student listens to the teacher
in class. In contrast, if the unknown word is “teacher” then
the sentence meaning is that the teacher teaches students in
class. From the above example, we see that the word itself
also has an effect on the semantics of the context. To address
this limitation of the above model, we add the word itself into
its left-side and right-side contexts during word representation
learning process. In addition, the bidirectional mechanism cap-
tures more contextual information than a unidirectional one
has proved in many sequence processing tasks [25], [26]. So
we use a bidirectional network structure and gated recurrent
unit (GRU) [27], respectively, to replace the unidirectional
structure and RecurrentNN of the textRCNN to capture deeper
contextual semantics of each word. And then combine these
contextual semantics of words with itself to make words
meaning more precise to obtain better sentiment classification
accuracy.

In contrast to our approach as outlined above, many
researchers tend to use deep neural networks to capture
the deep semantic information of documents [28]–[30] or
research pretrained word representations add into various mod-
els [19], [31] to achieve the purpose of improving the models
classification performance at present. Le et al. [32] men-
tioned that the importance of depth in convolutional models
via analyzing the respective advantages of shallow-and-wide
convolutional neural network (CNN) [33] and deep CNN.
Peters et al. [20] used a deep bidirectional language model
(biLM) to learn deep contextualized word representations.
Although the aforementioned approaches have pushed forward
this field significantly, we still consider whether there is a
way to improve the models classification performance without
increasing the depth of the neural network.

We have found that examples which are not easy to classify
correctly can heavily affect the accuracy of a model during the
process of experiment. For example, in “She runs the gamut of
emotions all the way from A to B,” the expression is implicit
without specific emotion words, but it actually expresses pos-
itive sentiment. Hence, examples like these are difficult to
classify correctly with shallow neural networks and are called
hard examples. In contrast, there are easy examples that are
easy to be classified correctly, such as “Perhaps the gross-
est movie ever made” where the word “grossest” expresses
the sentiment strongly and clearly. For these, shallow neural

networks work well because the expression of sentiment is
explicit and uses specific emotional words.

Sentiment classification datasets consist of both easy and
hard examples. As long as the classification accurancy of hard
examples is improved, the classification accuracy of shallow
neural network models will also increase. If a large number
of easy examples exist in the data, they will play a major
role in the classification model to lead the direction of the
gradient when neural networks are used for sentiment classifi-
cation. Under these circumstances, the neural network may be
unable to learn useful information and cause hard examples
are misclassified. Drawing on the idea of Lin et al. [34], we
design a loss function suited to the sentiment classification task
called drop loss (DL). Different from the idea of the Lin et al.
work, we add a truncation factor into our loss function. DL
makes the model enhance the learning of hard examples by
down-weighting the loss assigned to the easy examples and
preventing a vast number of easy examples from overwhelm-
ing the model during the process of training. Therefore, DL
can improve the classification accuracy without changing the
models depth. In addition, the time complexity of the model
will be reduced with using DL because it can directly filter
the loss of some easy examples via truncation factor during
training.

We conducted experiments on four datasets to verify the
effect of our model. The experiments demonstrate that our
model has a good performance on all four datasets. DL has
significantly improved the classification accuracy of the model,
especially in some shallow neural networks where the number
of network layers is small, such as single-layered CNN, long-
short-term memory (LSTM) [35], or GRU, etc. Overall, our
main contributions are as follows.

1) We introduce two bidirectional GRUs to capture the left-
side and right-side contexts information of each word,
respectively. We add the word itself into its left-side
and right-side contexts when we learn the word repre-
sentation. Therefore, our method is able to capture more
meaningful semantics compared to textRCNN which is
regarded as one of the best existing methods.

2) For the sentiment classification task, a novel loss func-
tion DL is proposed to improve the models attention
on hard examples. DL will not affect the loss of hard
examples during the reduction of loss values for easy
examples. Furthermore, DL can directly filter the loss of
some easy classifications without increasing the amount
of calculation.

3) Our model is comparable to the state-of-the-art meth-
ods for sentiment classification, such as CoVe, ULMFiT,
embeddings from language model (ELMo), and bidirec-
tional encoder representations from transformer (BERT),
and is better than CoVe and ELMo on IMDB-2 and
SST-5 datasets. Moreover, our model is more efficient
to train than all these methods and uses substantially
less parameters.

4) Experiments we have conducted to prove that when DL
is incorporated into well-known shallow neural network
models in place of the traditional cross-entropy (CE) loss
function, the accuracy of these models is improved.
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Fig. 1. Overview of our model architecture for sentiment classification. This figure regards the sentence “A sunset stroll along the South Bank affords an
array of stunning vantage points.text” as example.

II. RELATED WORK

Sentiment classification is a fundamental task in NLP. Word
representation is regarded as a crucial intermediate component
of sentiment classification [23]. BoW [5] is one of the widely
used word representation methods. Pang et al. [6] used a
supervised machine learning method SVM and represent word
with BoW feature for text classification. Afterward, various
approaches focus on designing the handcrafted features to
improve the performance of machine learning methods for
text classification [36], [37]. Representative features include n-
grams [7] and text topic [38]. However, these methods have the
data sparsity problem [11], [23], and their classification accu-
racy greatly depends on the effectiveness of the handcrafted
features [21].

Recently, deep neural networks [12], [13] and word embed-
ding [9] have offered some novel perspectives to alleviate
the aforementioned problems [10]. Therefore, many neural
models have been proposed based on word embedding to
improve sentiment classification accuracy [16], [21], [22].
Pretrained word embeddings, such as Word2Vec [39] and
GloVe [17], gradually become an important component in
many neural language understanding models [20] and com-
mon initializations for the word vector of deep learning
models [11], [40].

Subsequently, some researchers have found that combining
contextual information with word embeddings as the input of
neural networks for NLP task can improve the performance of
these models [40]. For instance, Lai et al. [23] proposed that
adding the context into word embedding to present a word
vector. McCann et al. [40] used a deep LSTM encoder from
an attentional model trained for machine translation to contex-
tualize word vectors, and combine these context vectors with
its corresponding vector based on GloVe as an input of model.
Unlike previous methods for learning contextualized word vec-
tors [40], [41], ELMo representations learned functions of
the internal states of a deep biLM so that it contains deeper
semantics of text [20]. Moreover, another kind of pretrain-
ing models need not to include the pretrained representations
as additional features [31]. Howard and Ruder [19] proposed

a model namely ULMFiT which consists of three stages,
and they consider that pretraining is beneficial for tasks.
BERTs [31], proposed by Devlin et al., is based on a multilayer
bidirectional transformer [42] and shows the state-of-the-art
performance on various NLP task.

III. PROPOSED METHOD

In this section, we introduce our word representation method
and loss function. Fig. 1 is the overview of our model for
sentiment classification. Given a document D as the input of
the network, which is a sequence of words w1, w2, . . . , wn.
The words are then presented by our word representation
method, which will be specifically illustrated in Section III-A
of this section. The output of the word representation method
is regarded as the input of the dense layer, where each part
of word vector (the word vector contains a word embedding
for the word and the words left and right contexts.) obtained
from word representation method will be completely fused.
After that all represented words of a text will be sent to the
next layer. Next, the max-pooling layer is used to capture the
information throughout the entire text. Finally, the output layer
predicts the class of D by our method, and our loss function
is used in the process of training the model.

A. Word Representation Learning

Polysemy is a common phenomenon in language, so we
intend to combine a word and its contextual information to
present a word to alleviate the impact of polysemy for model
performance. In our model, we use two bidirectional GRU
models to capture contextual information of each word and
combine with word embedding, which can help us to get a
more accurate word meaning.

The bidirectional GRU model is used to learn the semantic
information of the left and right contexts of words. The output
of sending the words left and right contexts to the bidirectional
GRU, respectively, is called left context vector and right con-
text vector. As shown in Fig. 2, for a word wi, we concatenate
its word embedding with its corresponding left and right con-
text vectors. We define cl(wi) as the left context vector of word
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Fig. 2. Framework used for word representation. The figure is a partial example of the sentence “A sunset stroll along the South Bank affords an array of
stunning vantage points”, and subscripts denotes the positions of the corresponding word in the original sentence.

wi. Similarly, cr(wi) denotes the right context vector of word
wi. cl(wi) is calculated by (1)–(3), where e(wi) represents the
word embedding of word wi,

−→cl (wi−1) and ←−cl (wi−1) refer to
the results of contexts of wi−1 (wi−1 is the previous word of
wi) pass the forward and backward GRUs, respectively. For the
parameters Wl and Ws

l , “→”and “←” indicate the direction of
the bidirectional network. Wl and Ws

l are both weight matrices,
Wl is used to transform the layer (context) into the next layer
and Ws

l is used to joining e(wi) into the previous word’s left
context. f is a nonlinear activation function. The calculation
method of cr(wi) is similar to cl(wi), and the specific formula
is shown in (4)–(6)

−→cl (wi) = f
(−→

Wl
−→cl (wi−1)+−→Ws

l e(wi)
)

(1)

←−cl (wi) = f
(←−

Wl
←−cl (wi+1)+←−Ws

l e(wi)
)

(2)

cl(wi) = [−→cl (wi); ←−cl (wi)] (3)
←−cr (wi) = f

(←−
Wr
←−cr (wi+1)+←−Ws

r e(wi)
)

(4)

−→cr (wi) = f
(−→

Wr
−→cr (wi−1)+−→Ws

r e(wi)
)

(5)

cr(wi) = [←−cr (wi); −→cr (wi)]. (6)

Equations (3) and (6) are used to concatenate the semantics
of context captured from forward and backward direction to
present left and right context vector, respectively. We will illus-
trate our word representation learning with a concrete example.
For the word representation process of “along” in Fig. 2,−→cl (w4) encodes the semantics of the context “. . . stroll along”
together with all previous words in the sentence, ←−cl (w4)

encodes the semantics of context “along the South . . . ” We
connect −→cl (w4) and ←−cl (w4) to get the left context vector
cl(w4). For the right context vector cr(w4), it is combined in
the order of ←−cr (w4) and −→cr (w4). Then, the representation of
word wi is defined as (7), which is made up of cl(wi), e(wi),
and cr(wi). Our model may be better able to disambiguate the
meaning of wi through combining this contextual information

vi = [cr(wi); e(wi); cr(wi)]. (7)

We apply a linear transformation together with the relu [43]
activation function to vi after obtaining the representation vi

of the word wi, and then send the result to the next layer.
Equation (8) shows the dense layer of Fig. 1. y(1)

i is a latent
semantic vector, in which each component of vi will be fused
to obtain better word representation effect

y(1)
i = relu(W1vi + b1). (8)

B. Text Representation Learning

All of the representations vi for the words wi are calculated,
we apply a max-pooling layer after the dense layer (shown
in Fig. 1). The max function is an element-wise function,
in which the kth element of y(2) is the maximum in the kth
elements of y(1)

i

y(2) = max
1≤i≤n

y(1)
i . (9)

The pooling layer not only reduces the text vectors dimen-
sions in order to simplify the computational complexity of the
network; it also captures the information throughout the entire
text. There are other types of pooling layers such as aver-
age pooling layers [44]. Because only a few words and their
combination contribute to the sentiment of a document, we
do not use average pooling here. The max-pooling layer will
capture the k meaningful elements of the text, so we select it
as our pooling layer to determine the most meaningful factor
for classification.

The last layer of our model is the output layer. Similar to
traditional neural networks, it is defined as

y(3) = W3y(2) + b3. (10)

Finally, the softmax function is used to output the prob-
ability of classifying, where C is the number of sentiment
categories

Pi =
exp

(
y(3)

i

)

∑C
k=1 exp

(
y(3)

i

) . (11)

The parameters of our model need to be updated during
training are denoted as �:
� = {E,

−→
Wl,
−→
Ws

l ,
←−
Wl,
←−
Ws

l ,
−→
Wr,

−→
Ws

r ,
←−
Wr,

←−
Ws

r , W1,

W3, b1, b3}.
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Specifically, E ∈ R
|e|×V refers to word embedding, where

|e| is the dimention of each word and V presents vocabulary
size.
−→
Wl,
−→
Ws

l ,
−→
Wr,
←−
Wr ∈ R

|c|×|c|, where |c| is number of GRU

units.
−→
Ws

l ,
←−
Ws

l ,
−→
Ws

r ,
←−
Ws

r ∈ R
|e|×|c|, W1 ∈ R

H×(|e|+4|c|), W3 ∈
R

C×H , the bias vectors b1 ∈ R
H and b3 ∈ R

C, where H refers
to the hidden layer size.

C. Drop Loss

DL is designed to solve the problem of easy/hard exam-
ples in sentiment classification tasks. We introduce DL starting
from the CE loss function

CE = −
C∑

j=1

yj log
(̂
yj

)
(12)

where y is the truth class of an example and it is encoded
as a one-hot vector. ŷ is the predicted result by softmax
function. C is the number of sentiment categories. For nota-
tional convenience, we define p and rewrite the CE formula
as follows:

p = max
1≤i≤C

yĵyj (13)

CE(p) = − log(p) (14)

where p ∈ [0, 1] is the models estimated probability for the
truth class. One notable property of this loss is that it does
not discriminate between the loss of easy examples and hard
ones. In other words, even examples that are easily classified
(p � 0.5) lead to a loss with nontrivial magnitude. When
summing a large number of easy examples, their loss values
can overwhelm those of hard examples.

As our experiments show, the vast number of easy exam-
ples account for most of the loss and dominate the gradient.
Therefore, we down-weight the loss of easy examples through
reshaping the loss function. Then, the hard examples are
focused on during the training process. More specifically, we
refer to the modulating factor (1− p)γ of focal loss (FL) [34]
to solve the above problems. We transform the CE loss into
(11), where the factor γ ∈ [0, 5] is for adjusting the rate at
which easy examples are down-weighted

CE(1) = −(1− p)γ log(p). (15)

Intuitively, the modulating factor reduces the contribution of
easy examples to the loss. For instance, when γ = 2, an exam-
ple classified with p = 0.9 would have 100 times lower loss
compared with CE. Certainly, if the p of an example is higher,
it should have the lower loss. In brief, the modulating factor
has two advantages as follows: 1) the factor down-weights the
loss of easy examples and 2) the parameter γ steadily adjusts
the rate at which easy examples are down-weighted.

While (1− p)γ causes the loss for well-classified examples
to down-weight, the loss of hard examples goes down as well.
Although the rate of loss for easy examples becomes faster as
the parameter γ increases, the loss of some hard examples also
decreases. In order to avoid the problem of hard examples loss
decrease when we down-weight the loss for easy examples, we
propose to add a threshold m (truncation factor) into CE(1). If
p > m (m ∈ [0, 1]), DL will directly ignore the loss for the

Fig. 3. Loss function (DL function and FL function) curve. We set γ = 5
in FL, and set γ = 5, m = 0.65 in DL. For FL, all examples are treated by
it that means all sample losses decrease with increasing γ , and the loss for
some hard examples has approached 0.

example. By this means, we accelerate the declining rate of
loss for easy examples without increasing γ . We define the
DL as

DL = −θ(m− p)(1− p)γ log(p) (16)

where θ is described as (17), which helps us to achieve the
function of ignoring the loss for the example with p > m

θ(x) =
⎧
⎨
⎩

1,

0.5,

0,

x > 0
x = 0
x < 0.

(17)

Since (1− p)γ has reduced the loss of easy examples, why
do we need the truncation factor m? Consider the instance for
CE(1) where γ = 5; an easy example classified with p = 0.65
will have 100 times lower loss, but for a difficult-to-classify
example and we assume its probability p = 0.46 which will
be classified correctly, its loss will also dropped by 100 times.
In order to explain the introducing truncation factor m more
clearly, we use Fig. 3 to illustrate the difference between FL
and DL. For FL, setting γ > 0 reduces the relative loss for
easy examples (p > 0.5), but some hard examples’ loss are
also reduced. Moreover, some hard examples’ loss values will
be infinitely approaching 0 as shown in Fig. 3, and this will
have an impact on the performance of the model. For DL,
however, if we set γ = 1 and m = 0.65 for DL, the loss is
filtered for the easy examples classified with p > 0.65, while
the loss of hard examples is unaffected.

According to the above description, we note two properties
of the DL.

1) When an example is misclassified and p < m, the loss is
unaffected and the loss for some easy examples (p > m)
will be directly removed.

2) We reduce the network time complexity because some
example losses are filtered directly. Generally speak-
ing, it down-weights the loss assigned to well-classified
examples.

IV. EXPERIMENTS

In this section, we will introduce the datasets and experi-
mental parameters used in our experiments. Besides, we will
analyze the results of our model and other baselines on these
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TABLE I
STATISTICAL INFORMATION OF FOUR DATASETS

common datasets to verify model performance. Our experi-
ment expands along the following three aspects: 1) verifying
our word representation method effect; 2) verifying the effect
of DL; and 3) combine our word representation method with
DL for experimentation.

A. Datasets

For sentiment classification, we evaluate our model
on the following datasets: the Stanford massive
open online courses (MOOCs) posts datasets (http://
datastage.stanford.edu/StanfordMoocPosts), IMDB (http://
datasets.imdbws.com), and the Sentiment Treebank (http://
nlp.stanford.edu/sentiment). Table I provides detailed
information about each dataset.

Stanford MOOC Posts: This dataset contains forum posts
pertaining to three domain areas: 1) humanities, 2) medicine,
and 3) education. We use the area of Education and set the
posts with a sentiment rating greater than four in the MOOC
post dataset to fall into the sentiment class as positive, while
all other posts fall into the negative class.

IMDB-2 and IMDB-10: We use the binary version of IMDB
as well as its ten-class version. IMDB-10 is a large movie
review dataset that consists of ten classes [45] and contains
50 000 reviews. IMDB-2 contains 25 000 reviews, and its class
is binary. They include movie reviews from around the world.

SST-5: This dataset contains movie reviews parsed and
labeled by Socher et al. [46]. The labels are very negative,
negative, neutral, positive, and very positive.

B. Experiment Settings

Our preprocessing is as follows. For all documents, we use
the natural language toolkit (nltk) to obtain the tokens. For
the four datasets, we divide the datasets into training, vali-
dation, and testing sets with proportion 8/1/1. We train word
embeddings using the default parameters in word2vec with the
Skip-gram algorithm. We use accuracy as the metric (in %)
to evaluate the performance of our approach. Our network is
trained on one NVIDIA GeForce GT730 GPU in a 64-bit Dell
computer with one 3.60-GHz CPU and 8 GB main memory.

For the choice of hyper-parameters, we choose a
set of commonly used values, following previous stud-
ies [23], [40], [44], [47]. Furthermore, we use RMSprop [48]
as an optimizer and its learning rate is set to 0.001. The vector
size of the word embedding is |e| = 300, the hidden layer
size H = 100, and the number of vocabulary V = 300.
Formally, some parameters of our method will be slightly

TABLE II
OPTIMAL HYPER-PARAMETER CONFIGURATION FOR FOUR DATASETS

adjusted according to different datasets. These parameters set
for each dataset are shown in Table II.

C. Baselines

To evaluate the effectiveness of our approach, we compared
our methods with several existing algorithms.

1) Bag of Words/Bigrams + LR/SVM:
Wang and Manning [7] build an SVM classifier
after representing a document with unigram features.
These baselines mainly use machine learning algorithms
with unigram or bigrams as features. We train logistic
regression (LR) and SVM, respectively, with unigrams
and bigrams as features.

2) LSTM: LSTM is an RecurrentNN with memory cells
and a three-gate mechanism [35], [49]. It can capture
further contextual information than RecurrentNN dur-
ing training. LSTM prevent the gradient vanishing of
RecurrentNN.

3) CNN: The CNN has strong adaptability and is adept at
extracting local features [50].

4) GRU: GRU is proposed by Bahdanau et al. whose
network structure adopts a two-gate mechanism and is
leaner than LSTM [27].

5) 2-Layer LSTM: Both of its two hidden layers are
LSTMs, the first hidden layer is used as input to the sec-
ond layer in the same time step [13]. Here, the idea is
to let the second layer capture longer-term dependencies
of the input sequence.

6) CNN+LSTM: This model is used for sentiment classi-
fication and consists of a convolutional layer, a max
pooling layer and an LSTM layer [51].

7) textRCNN: Lai et al. [23] used a recurrent structure to
capture the semantics of the contexts and combine it
with a word to present a word.

8) SR-LSTM: Rao et al. [21] proposed a model with two
LSTM layers. The first layer learns sentence vectors
to represent semantics of sentences, and the document
representation is encoded by the relationship of its
constituent sentences in the second layer.

9) CoVe: CoVe [40] is an effectual transfer learning method
for NLP, which use two-layer bidirectional LSTM to
obtain the contextualized word vectors. And then each
word vector in GloVe with its corresponding vector in
character vectors and context vectors as input sent to
biattentive classification network (BCN) for classifica-
tion.

10) ULMFiT: ULMFiT is proposed by Howard and Ruder
to deal with NLP task, which contains three stages:
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TABLE III
RESULTS OF OUR MODEL AGAINST MACHINE LEARNING ALGORITHMS

a) language model (LM); b) pretraining, LM fine-tuning;
and c) classification fine-tuning [19].

11) ELMo: ELMo [20], a state-of-the-art word representa-
tion model in NLP field, uses a deep biLM to pretrain
word vector. It can be easily applied by existing models
and improve the performance of these models.

12) BERT: BERT [31] is based on a multilayer bidirec-
tional transformer [42] and is designed to pretrain deep
bidirectional representations by jointly conditioning on
context.

D. Results

In this section, we show the experimental results. For the
convenience of description, our model is called BGDL when
it uses the common loss function (CE), and DL-BGDL when
it uses DL.

Table III compares BGDL model with other traditional
methods (e.g., BoW + LR). The accuracy of BGDL on
the datasets IMDB-10 and SST-5 is 50.7% and 53.25%,
respectively. Compared with the other traditional baselines
in Table III, the accuracy improvements range from 9.78%–
10.79%, 12.39%–17.01% on datasets IMDB-10 and SST-5,
respectively. The results show that our approach may suffer
from the data sparsity problem less and capture more contex-
tual information of features compared with traditional methods
using the BoW features. Furthermore, the neural networks do
better in composing the semantic representation of texts than
the traditional methods for both datasets, namely IMDB-10
and SST-5 IMDB and SST.

We compare BGDL and DL-BGDL with other baselines,
and the results are shown in Table IV. The common CE
loss function is used both for the baselines and for BGDL
during training. BGDL outperforms other neural networks
on IMDB-10 datasets, whose results is 50.70%. Next, we
compare against textRCNN in Table IV, the accuracy of
BGDL increased by 1.02%, 3.24%, 2.54%, and 3.87% on
four datasets. This demonstrates that our proposed word repre-
sentation learning method are more efficient than textRCNN.
As shown in Table IV, the results of DL-BGDL on the four
datasets are slightly higher than BGDL’s ones, whose improve-
ments are 0.41%, 1.6%, 0.12%, and 1.88%, respectively. This
illustrates that the DL suppresses the loss for easy examples
and makes the network focus training on hard examples to
improve the model accuracy.

We now discuss the results in Table IV relating to the recent
state-of-the-art baselines CoVe, ULMFiT, ELMo, and BERT.
First, for the MOOC dataset, there are results for ULMFiT
and BERT, DL-BGDL is worse than ULMFiT by 1.06% and
BERT by 2.12%. Second, for IMDB-2 where there are results

TABLE IV
EXPERIMENTAL RESULTS FOR OUR MODEL AND OTHER COMPETITIVE

NEURAL NETWORK MODELS

TABLE V
EXPERIMENTS FOR DL

for CoVe, ULMFiT, and BERT, DL-BGDL is better than CoVe
by 1.88% and BERT by 3.56% but worse than ULMFiT
by 1.72%. Third, for IMDB-10 where there are results for
ULMFiT and BERT, DL-BGDL is better than them of 2.42%
and 3.6%, respectively. Fourth, for SST-5 where there are
results for CoVe, ELMo and BERT, DL-BGDL is better than
CoVe by 1.43% and better than ELMo by 0.43%, but worse
than BERT by 0.74%. Although the accuracy of DL-BGDL is
not optimal results on datasets MOOC, IMDB-2, and SST-5,
and the number of trainable parameters of DL-BGDL is less
against them (CoVe, ULMFiT, ELMo, and BERT). For exam-
ple, the parameters that BGDL needs to be train is 260 K,
and it consistently outperforms other models, such as CoVe,
ULMFiT, ELMo, and BERT. The CoVe model has 9.04 M
parameters, ULMFiT model has 64.38 M parameters and
ELMo model has 303M parameters and BERT model needs
110 M parameters, so DL-BGDL requires less computational
resources and is also much faster to train. Lastly, we note that
our model is a simple end-to-end architecture, while ULMFiT
and ELMo require pretraining, and in particular ULMFiT
consists of three stages to solve the task.

In order to demonstrate that DL is a universal loss func-
tion for all neural networks, we devised an experiment in
which DL is used for partial models in baselines during the
process of training. Table V shows the results of these mod-
els after using DL. By comparing the results of each model
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TABLE VI
EFFECT OF DIFFERENT STRATEGIES ON PERFORMANCE

TABLE VII
TIME COSTING OF MODELS WITH DL AND CE LOSS FUNCTION

using DL in Table V, and the results of the model using CE
in Table IV, we can find the results of those model with
DL in Table V are almost always better than the results
shown in Table IV on all datasets. The results of models
mentioned in Table V compare against the results shown in
Table IV, the accuracy of these models is improved by 0.41%–
1.52%, 0.70%–2.96%, 0.12%–9%, and 1.34%–8.26% on the
four datasets, MOOC, IMDB-2, IMDB-10, and SST-5, respec-
tively. This proves that our novel loss function is suited to
all neural networks. Moreover, it also demonstrates that DL
can effectively solve the easy/hard examples problem so that
improved classification accuracy can be attained.

Finally, in order to further investigate the effectiveness of
each strategy proposed by us, we divide DL-BGDL into its
component strategies in order to demonstrate the effective-
ness of each. The results are shown in Table VI, the basic
BGDL model refers to a version of BGDL which does not con-
tain the word itself during the application of the bidirectional
GRU to capture the context of the word. When only using the
basic BGDL model with CE for sentiment classification, the
model achieves results on the four datasets of 79.29%, 90.78%,
49.68%, and 51.72%. After that, we added the current word
into its left and right context when we used the basic BGDL to
extract the contextual information of the word. We were pleas-
antly surprised to find that the accuracy over the four datasets
improved to different degrees, the improvements being 0.91%,
1.3%, 1.02%, and 1.53%, respectively. This demonstrates the
point that the word itself has an effect on the meaning of the
context. Formally, when we consider this impact and incor-
porate the solution into the model, the performance is further
improved.

E. Discussion

The results in Tables IV and V indicate the effectiveness of
our proposed methods. To illustrate more clearly, we carry out
a detailed analysis in this section.

First, we observe the experimental results of Table IV. Our
method and textRCNN outperform other models on MOOC
and IMDB-10 datasets. We believe the main reason is that
the contexts help us to obtain a more precise word meaning
during word representation learning and avoid the influence
of polysemy on classification tasks. Furthermore, the gap in
accuracy between our model and textRCNN on the IMDB-2,
IMDB-10, and SST-5 datasets are great. The accuracy of
BGDL is 92.08%, 50.70%, and 53.25% and textRCNN is
88.84%, 48.16%, and 49.38% on the IMDB-2, IMDB-10,
and SST-5 dataset, respectively. This illustrates that a bidirec-
tional structure can capture more semantic information than a
unidirectional one, especially in long documents.

Second, the word representation method proposed by this
article presents a word meaning more precisely by incorpo-
rating its context. To illustrate this, we choose three words
from the SST-5 dataset and display their word2vec represen-
tations along with those produced by our BGDL method in
different contexts in Fig. 4. All vectors are reduced to two
dimensions using principal component analysis in order to
allow them to be plotted on a diagram. Thus, for example, the
first part of Fig. 4 shows the word2vec representation of the
word “second,” which appears at the top left of the plot. The
representations for second as produced by our method within
four different sentences, s1, s2, s3, and s4 are also shown. As
can be seen, the representations for s1–s4 are in four different
positions and are also far from the word2vec representation.
The same effect can also be observed for the two other words,
“elegant” and “yellow.” This demonstrates that the context of
a word indeed results in that word having a different repre-
sentation within our approach, an effect which is reflected in
our improved results.

Third, when we compare the results of shallow neural
networks (such as GRU, CNN, and LSTM et al.) in Table V
with some complex networks (like textRCNN) in Table IV, we
find that the accuracy of shallow neural networks is similar to
that of complex neural networks. That means DL makes it pos-
sible to improve on the accuracy of shallow neural networks
without compromising the complexity of the neural network.
The results of the simple neural model using DL function
can even match the accuracy of complex neural networks
using traditional loss function. Now, with these shallow neural
networks, the accuracy of the model has been greatly improved
by using DL. This has profound significance for application,
such as E-commerce websites, stock forecast, etc., because the
time complexity of a shallow neural network is much lower
than that of a deep neural network.

Forth, to evaluate more accurately the differences between
using DL and CE for the model, we compute the experimental
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(a) (b) (c)

Fig. 4. Distance between a word represented by word2vec and the same word represented by BGDL within different SST-5 sentences. (a) Shows the word
“second” as it appears in the following sentences: s1—“Yet in its own aloof, unreachable way it is so fascinating you will not be able to look away for a
second”; s2—“Those moviegoers who would automatically bypass a hip-hop documentary should give ‘scratch’ a second look”; s3—“Crush is so warm and
fuzzy you might be able to forgive its mean-spirited second half”; s4—“The fact that the ‘best part’ of the movie comes from a 60-s homage to one of Demme’s
good films does not bode well for the rest of it.” (b) Shows the word “elegant” as it appears in the following sentences: s1—“Handled correctly, Wilde’s
play is a masterpiece of elegant wit and artifice”; s2—“An elegant work, Food of Love is as consistently engaging as it is revealing”; s3—“The movie’s
thesis—elegant technology for the masses—is surprisingly refreshing”; s4—“The hard-to-predict and absolutely essential chemistry between the down-to-earth
Bullock and the nonchalant Grant proves to be sensational, and everything meshes in this elegant entertainment”. (c) Shows the word “yellow” as it appears
in the following sentences: s1—“Brilliantly written and well-acted, Yellow Asphalt is an uncompromising film”; s2—“Like Rudy Yellow Lodge, Eyre needs to
take a good sweat to clarify his cinematic vision before his next creation and remember the lessons of the trickster spider”; s3—“Pumpkin struts about with
‘courage’ pinned to its huckster lapel while a yellow streak a mile wide decorates its back”; s4—“The disjointed mess flows as naturally as Jolie’s hideous
yellow do.”

Fig. 5. Differences of DL and CE on model performance.

results for DL on each dataset minus the results for CE,
as shown in Fig. 5. Each bar represents the performance
difference between DL and CE for each model on the cor-
responding datasets. As Fig. 5 shows, the accuracy of the
CNN+LSTM model improves the most on IMDB-10 dataset:
with DL, its accuracy increased by 9%. Generally, we find
that DL has a greater impact on simple networks (LSTM,
GRU, etc.) than on complex ones. We consider the reason
is that complex networks already have a strong learning abil-
ity and are thus not so sensitive to the down-weighted easy
examples. For simple networks, however, their ability to learn
features is weaker than complex ones. Therefore, DL focuses

on training on hard examples and prevents the vast number
of easy examples from overwhelming the network during
training.

Lastly, analyzing our model in terms of time complexity,
the parameter m [see (16)] is a threshold value at which, if
the examples estimated probability by the softmax function is
greater than m, its loss value is not calculated. The time costing
of each model with DL or CE is shown in Table VII. We see
that the time taken by the model during training is less with DL
than it is with CE. We believe the main reason is that DL can
reduce the time complexity of the network by filtering the loss
of some easy examples via truncation factor, because the loss
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of an easy example that is directly truncated is not calculated
during the network training process. As a result, the models
using our DL function require lower computational time.

V. CONCLUSION

We have applied bidirectional RecurrentNNs incorporating
a novel loss function, DL, to the task of sentiment classifica-
tion. Our model not only combines a word and its contextual
information to present a word, but also solves the problem
of easy versus hard examples to improve the accuracy of the
networks. Moreover, DL ensures that the loss values for hard
examples are not affected. The experiments demonstrate that
our approach has a good performance on four different senti-
ment classification datasets. In addition, DL makes it possible
to improve on the accuracy of many kinds of shallow neural
networks without compromising their complexity. In partic-
ular, the results of the simple model using DL function can
match the accuracy of the complex networks using traditional
loss function.
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