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Abstract—This work presents a novel K-Repetition based
Hybrid Automatic Repeat reQuest (HARQ) scheme for uplink
sparse code multiple access (SCMA) systems. Our core idea is
to apply network coding (NC) principle to re-encode different
packets (after channel coding and interleaving) or their frag-
ments, where K-Repetition is an emerging HARQ technique
(recommended in 3GPP Release 15) for enhanced reception in
future massive machine-type communications. Such a proposed
scheme is referred to as the NC aided K-repetition SCMA (NCK-
SCMA) in this paper. We aim to understand the optimal NCK-
SCMA design criteria for maximizing the channel diversity as
well as the efficient receiver processing for superior error rate
performances. It is found that NC can enable a larger diversity
order for NCK-SCMA with fewer resources (i.e., higher spectrum
efficiency). Toward this objective, some novel design criteria
are developed for the efficient configuration of NCK-SCMA.
Moreover, we propose an iterative network decoding and SCMA
detection (INDSD) algorithm for robust and low-complexity
recovery of the transmit data from a low-density parity-check
(LDPC) coded uplink NCK-SCMA system. Simulation results
demonstrate that the proposed NCK-SCMA lead to higher
throughput and improved reliability over the conventional K-
SCMA.

Index Terms—Sparse Code Multiple Access (SCMA), K-
Repetition, Network Coding, LDPC, Pairwise Error Probability
(PEP), Diversity Order, Iterative Detection.

I. INTRODUCTION

A. Background

W Ireless communication systems are evolving towards
providing efficient and reliable data services over a

massive number of user equipment (UEs), which is referred
to as machine-type communications (MTC) [1]. An emerging
paradigm for MTC is non-orthogonal multiple access (NOMA)
which enables higher spectral efficiency by overloading mul-
tiple users upon finite resource nodes. In this work, we
focus on sparse code multiple access (SCMA), which is a
promising code-domain NOMA (CD-NOMA) scheme for the
next generation MTC systems [2], [3]. Moreover, in order to
correct as many data errors as possible, whilst at the same
time, attaining faster communication speed, Hybrid Automatic
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Repeat reQuest (HARQ) is widely deployed in modern wire-
less networks [4]. However, conventional HARQ allows for
retransmissions only upon reception of a Negative ACKnowl-
edgement (NACK). This could lead to large handshaking
latency as it requires the base station (BS) to first receive the
packet for detection, then issue the feedback. As such, it is
desirable to have an enhanced HARQ that can provide reduced
latency and improved reliability for future MTC networks.
Such an enhanced HARQ scheme is expected to enable grant-
free (GF) transmission (or semi-GF transmission) in view of
the increasingly stringent latency requirements in the next
generation wireless networks.

B. Related works

Recently, K-Repetition has been introduced in 3GPP Re-
lease 15 as a novel HARQ scheme towards GF random
access [5]. In K-Repetition, a few consecutive replicas of the
same packet are transmitted without waiting for the feedback,
and with the additional benefit of enlarged diversity order
(DO). System-level simulations capturing the main perfor-
mance influencing factors of K-repetition are reported in
[6]. An analytical expression of the success probability of
K-Repetition is derived in [7] from a stochastic geometry
perspective. Moreover, as reported in [8], random network
coding (NC) has been employed in the K-Repetition scheme
to generate distinguished linear combinations of preambles to
enhance transmission reliability. This idea was soon extended
to sliding NC in [9] with a reduced decoding latency and a
high reliability.

To improve throughput and reduce the number of retrans-
mission rounds, network coded (NCed) HARQ has proven to
be an efficient means. A theoretical analysis of NCed HARQ
schemes for multicast and multiple unicast has been reported
in [10] and [11], respectively. For practical implementation
of NCed HARQ, an NC based retransmission strategy that
combines two incorrectly detected packets is proposed for both
HARQ with chase combining (HARQ-CC) and HARQ with
incremental redundancy (HARQ-IR) [12], [13]. Moreover, the
authors in [14] considered an NC-Turbo joint coded HARQ
protocol in a wireless broadcasting system. The extension of
NCed HARQ to satellite Internet of things to achieve higher
energy efficiency is presented in [15].

From the SCMA standpoint, although numerous research
attempts have been made for enhancing its error performance
in recent years [16]–[18], very few works are known on
SCMA with retransmissions. In [17], a blanking based HARQ
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scheme for SCMA is proposed, while in [19], the performance
of multi-packet HARQ with blankings is analyzed for both
power-domain NOMA (PD-NOMA) and SCMA1. However,
these two works are tailored for the conventional HARQ, such
as HARQ-CC and HARQ-IR based NOMA.

C. Motivations and Contributions

Based on the above introduction, one can see that there
are several drawbacks in the current state-of-the-art: 1) The
conventional NCed HARQ mainly focuses on the scenario of
point-to-point or downlink transmissions but with no straight-
forward application to multi-user uplink channel; 2) The
employment of NC in the K-Repetition scheme of [8] intends
to improve error rate performance through resolving preamble
collision, however, the NC on data transmission is missing;
and 3) Albeit numerous works have investigated PD-NOMA
with HARQ [20], [21], there is a clear paucity on CD-NOMA
with the conventional HARQ, let alone the combination with
advanced HARQ like K-Repetition.

This work aims to address the above drawbacks to deliver
reliable, rapid, and massive connectivity in future MTC net-
works. The main contributions of this article are summarized
as follows:

• We propose a novel NC assisted K-repetition scheme for
efficient integration with SCMA. The resultant system is
thus referred to as NCK-SCMA throughout this paper.
The core idea of NCK-SCMA is to re-encode multiple
packets (after channel coding and interleaving) or their
fragments with NC before SCMA mapping is applied. We
show that such an inter-packet coding scheme can bring
in extra diversity gain in comparison to the conventional
K-SCMA.

• The DO and asymptotic average symbol error probability
(ASEP) of both uncoded NCK-SCMA and K-SCMA are
analyzed with the aid of pairwise error probability (PEP).
Based on this analysis, we show that the utilization of
NCed packets can enable NCK-SCMA to achieve a larger
DO than the conventional K-SCMA with the same or
even fewer resource nodes. To guide the system devel-
opment, some important design criteria and properties of
NCK-SCMA are also presented.

• Finally, we study an LDPC coded NCK-SCMA and
develop an iterative network decoding and SCMA de-
tection (INDSD) algorithm with a novel soft combining
approach building upon the message passing principle.
Our key innovation is that information in the failed
transmission rounds can be fully utilized and as a result,
the throughput of NCK-SCMA gets improved with fewer
HARQ retransmissions and resources, especially in the
moderate to high SNR regions.

Notations: The operation [·]T denotes transpose of a matrix.
⊕ represents the XOR operation. C and ℜ{·} denote the com-
plex field and the real part of a complex number, respectively.

1HARQ with blanking enforces the UEs without detection errors to be
silent, i.e., transmitting no information in the retransmissions, leading to
reduced spectral efficiency.

⌈·⌉ and | · | are the ceil function and 1-norm respectively. A\a
indicates all the elements in set A except a. LLR (·) represents
the logorithm likelihood ratio (LLR).

II. SYSTEM MODEL

In this section, we first introduce the traditional K-
Repetition based SCMA system model followed by the basic
principles of our proposed NCK-SCMA.

A. K-Repetition SCMA

Let us consider a single-cell network where each uplink UE
transmits data to their serving BS using SCMA. Assume that
J layers/users transmit over K allocated resource elements
(J > K). An SCMA codeword for the jth layer/user can
be represented as a K-dimensional complex vector xj =
[xj,1, · · · , xj,K ]T , where xj ∈ CK×1, j ∈ {1, 2, · · · , J} is
selected from a pre-defined codebook Xj with cardinality of
|Xj | =M = 2b, meaning that b bits are mapped to an SCMA
codeword. As such, the encoder of SCMA can be defined as a
mapping function from b = log2(M) bits to a K-dimensional
codeword xj . Note that xj has a sparse structure, where the
number of non-zero elements dµ, i.e., the effective number of
function nodes (FNs) occupied by each user in a codeword,
are determined by a K × J sparse indicator matrix2 that
characterizes an SCMA system [3].

In K-SCMA, Krep consecutive replicas of the same packet
are transmitted without waiting for feedback. Fig. 1 presents an
example of K-SCMA with Krep = 2. It can be seen from the
figure that the instantaneous uncoded packet message of the
jth UE is Paj . After channel coding and bit-level interleaving,
each coded packet Pj consists of N bits. Krep = 2 replicas
are to be sent out in consecutive transmission time intervals
for SCMA encoding3. After SCMA mapping, each packet
contains L = ⌈Nb ⌉ SCMA codewords4, and thus one sends
LKrep codewords to the wireless channel. Therefore, for each
K-SCMA codeword, the received column vector y which has
the dimension of U = KKrep can be expressed as:

y =

J∑
j=1

diag (hj)
[
xTj ,x

T
j , · · · ,xTj

]T︸ ︷︷ ︸
Krep

+n

=

J∑
j=1

diag (hj)Xj + n,

(1)

where Xj = [Xj,1, Xj,2, · · · , Xj,U ]
T ∈ CU×1, hj =

[hj,1, hj,2, · · · , hj,U ]T ∈ CU×1 and n = [n1, n2, · · · , nU ]T ∈
CU×1 are the concatenation of Krep repetitions of xj , the

2We use “K×J” to depict the indicator matrix used in both NCK-SCMA
and K-SCMA in the sequel of this paper.

3As depicted in Fig. 1, it should be noted that every repetition of uncoded
packet Paj undergoes an independent transmission line of channel coding,
interleaving, and SCMA encoding, before combining together for radio
propagation in the wireless channel. Furthermore, in our system model, it
is assumed that the same interleaver is used for these different transmission
lines.

4For simplicity, it is assumed that L is an integer, and N is an even number
in this paper. Even if N may be an odd number in practical implementation,
we can make it an even number by adding zeros.
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Fig. 1: Illustration of K-SCMA with Krep = 2.

channel fading coefficient vector associated to the jth UE,
and the additive white Gaussian noise vector, respectively.
Note that hj,u ∼ CN (0, 1), and nu ∼ CN (0, N0), where
u ∈ {1, 2, · · · , U}. By defining h ∈ C1×JU :

h =
[
h̃1, h̃2, · · · , h̃U

]
= [h1,1, · · · , hJ,1, · · · , h1,U , · · · , hJ,U ] ,

(2)
where h̃u = [h1,u, h2,u, · · · , hJ,u], and

XU =

 C1 0
. . .

0 CU


JU×U

, (3)

where Cu = [X1,u, X2,u, · · · , XJ,u]
T ∈ CJ×1, (2) can be

rewritten in a compact form as:

yT = hXU + nT . (4)

At the receiver, decoding is performed by using the message
passing algorithm (MPA) and soft combining after receiving
Krep repetitions. Note that if the detected packet P̂j fails to
pass the cyclic redundancy check (CRC), a retransmission
should be conducted as NACK is received from HARQ
feedback.

B. Proposed NC based K-Repetition SCMA (NCK-SCMA)

Different from K-SCMA which simply transmits Krep

replicas, NCK-SCMA leverages NC to combine Tp transmitted
packets (after channel coding and interleaving) based on XOR
operation to enhance the error rate performance and to better
utilize physical resources. To proceed, let us define Rin and
Rnc as the numbers of initial repetitions and NCed packets
repetitions, respectively. It is worth noting that NCK-SCMA
is determined by Rin, Rnc, and Tp simulteneously; hence,
the design of NCK-SCMA can be very flexible. To ease
understanding, three different types of NCK-SCMA to achieve
the same equivalent value of repetitions, denoted by Keq are
introduced in Fig. 2. For brevity, Keq = 3 is considered in the
example.

As for Type-A NCK-SCMA in Fig. 2(a), after transmiting
Tp = 2 packets Pj,1 and Pj,2 with Rin = 1 in the first
round-trip time (RTT), Rnc = 2 replicas of NCed packets,
i.e., Pj,1⊕Pj,2 along with the feedback signal are transmitted
in the next RTT. In this case, it is equivalent to send both
Pj,1 and Pj,2 three times, and thus Keq = 3. Fig. 2(b)
demonstrates the Type-B NCK-SCMA that obtains the same
Keq through changing Rnc based on Type-A NCK-SCMA.
It is shown that the NCed packet Pj,1 ⊕ Pj,2 packet is sent
with Rin = 2 initial repetitions. To elaborate further, Fig.
2(c) plots Type-C NCK-SCMA. As can be observed from the
figure, Tp = 3 packets are to be transmitted, which indicates
Type-C NCK-SCMA is obtained by using different Tp. Let us
denote W as the total number of NCed combinations of the Tp
packets. Since XOR operations are performed in pairs, we have
W = 3 in this example. As such, Keq = 3 can be achieved
with Rin = Rnc = 1. Let NR be the number of resources
for a complete NCK-SCMA or K-SCMA transmission with
the same number of transmitted packets Tp, neglecting the
retransmissions. From above discussions, one can see that
NCK-SCMA with the same Keq consumes various number
of resources, i.e., NR, which may lead to diverse energy
efficiency and error rate performance. Because of this, NCK-
SCMA should be carefully designed. Note that the examples
above mainly focus on the circumstances when Keq = 3, once
Keq varies, different types of NCK-SCMA can be obtained.

In the following, we consider a generalized version of NCK-
SCMA, and give a general representation of NCK-SCMA.
For an NCK-SCMA that intends to transmit Tp packets, after
generating the same initial repetitions Rin of each packet Pj,t,
where t ∈ {1, 2, · · · , Tp}, NC is performed to combine Tp
packets in pairs. Assuming further that tα, tβ ∈ {1, 2, · · · , Tp}
are the indices of two different packets before performing NC,
and let Ξ be the set of all the possible {α, β}, (β > α), such
that all the NCed packets can be uniformly represented as
Pj,tα⊕Pj,tβ . Note that the cardinality of Ξ is |Ξ| =W , where
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Fig. 2: Illustration of NCK-SCMA with Keq = 3. (a) Type-A with
Tp = 2, Rin = 1; (b) Type-B with Tp = 2, Rin = 2; (c) Type-C
with Tp = 3, Rin = 1.

W = C(Tp, 2), and C(·, ·) denotes the binomial coefficient 5.
Therefore, the equivalent repetitions Keq in NCK-SCMA can
be expressed as:

Keq = Rin + (Tp − 1)Rnc = Rin +
2 (NR − TpRin)

Tp
. (5)

According to the above definitions, it can be inferred that K-
SCMA is a special case of NCK-SCMA by defining Rin =
Krep, Tp = 1 and Rnc = 0. Therefore, to transmit Tp different
packets in NCK-SCMA manner without retransmissions, NR
times transmission is needed:

NR = TpRin +WRnc, (6)

From the above discussions, it is clear that we can use Rin,
Rnc, and Tp to uniquely characterize an NCK-SCMA system.
From hereon, we will use (Rin, Rnc, Tp) as a parameter group
which is associated to an NCK-SCMA. The advantage of
NCK-SCMA can be intuitively interpreted from the above
discussions, i.e., a higher Keq can be achieved compared to
K-SCMA under the condition that approximately the same
NR are utilized. After mapping messages of the jth UE
to codewords selected from codebook Xj , the NCK-SCMA
signals are superimposed at the receiver, and the receiver
combines each retransmission with previous packets until the
maximum Nre retransmission rounds are met on which packet
failure is declared. Different from the works in [17], [19],
NCK-SCMA allows to transmit new packets and retransmit
unsuccessfully decoded data simultaneously.

III. ANALYSIS OF NCK-SCMA
To reveal the performance gain of NCK-SCMA over K-

SCMA, we investigate their DOs and error rate properties with
an emphasis on uplink Rayleigh fading channels.

5Without loss of generality, we consider the generic case when all trans-
mitted packets are coded to exploit the performance gain of the NCK-SCMA.
However, not all NCed packets are necessarily used in practical implementa-
tion due to resource constraints or different performance requirements. On the
other hand, Tp does not need to be high in practical systems as higher DO
can be achieved by NCK-SCMA when Tp takes a small value, and higher Tp

may lead to more resource consumptions.

A. Analysis of Diversity Order (DO)

For simplicity, let us assume that ideal channel state in-
formation (CSI) is available at the receiver. Moreover, as the
CSI is considered as identical Rayleigh distribution, the PEP
events within different SCMA codewords are identical. As a
result, it is sufficient to investigate the PEP events by assuming
N = b, L = 1 and N = bTp, L = Tp for K-SCMA and NCK-
SCMA, respectively, in the following analysis.

As reported in [22], the asymptotic unconditional PEP
(UPEP) of SCMA under maximum likelihood detection
(MLD) can be expressed as:

Pr {x → x̂} ≈ 1

12

K∏
k=1

1

1 +
∆2

k

4N0

+
1

6

K∏
k=1

1

1 +
∆2

k

3N0

, (7)

where ∆k ≜
√∑J

j=1 |xj,k − x̂j,k|2, and |xj,k − x̂j,k| is
the element-wise distance between the jth SCMA code-
word xj = [xj,1, xj,2, · · · , xj,K ]

T and the corresponding
erroneously detected codeword x̂j = [x̂j,1, x̂j,2, · · · , x̂j,K ]

T ,
k ∈ {1, 2, · · · ,K}.

It is noted that in K-SCMA, the received signals from
multiple replicas should be properly combined. Among several
combining schemes which are proposed in [23], [24], distance
level combining (DLC) is deemed to be optimal. To analyze
K-SCMA and NCK-SCMA with UPEP given in (7), we first
consider the conditional PEP (CPEP) of K-SCMA under DLC,
which makes a decision by summing the Euclidean distances
for all possible transmit signal estimation X̂ over all repetitions
[24]. According to (4), we have where yr, nr ∈ C1×K ,
hr ∈ C1×JK , and x ∈ CJK×K are the received signal,
channel gain coefficient vector, noise vector and transmit
signal matrix of the rth repetition. [·]† denotes the conjugate
transpose of a vector. Moreover, yTr , hr, and nTr are the sub-
vector of y, h, and n, respectively, defined in Subsection II-A
by taking elements from u = (r − 1)K + 1 to u = rK.
XU,e = XU − X̂U (XU ̸= X̂U ), and X̂U is the erroneously
detected codeword corresponding to XU . Recalling that we
have defined U = KKrep in Subsection II-A. It can be seen
that the last step of (8) is the CPEP of K-SCMA with MLD.
Since the error rate is determined by CPEP, we can conclude
that DLC and MLD have the same decoding performance.

Eq. (8) indicates that the K-SCMA is equivalent to mapping
b bits symbol to a U -dimensional codeword space by repeating
the original K dimensional SCMA codeword Krep times.
Therefore, we assert that the DO6 of K-SCMA is dµKrep by
noting that

DO = min
XU ̸=X̂U

rank (XU,e) , (9)

and there are dµ different non-zero elements between every
pair of SCMA codewords [28]. As for NCK-SCMA, the

6It is noted that DO is an important concept in communication theory. For
example, it has been widely used in the study of space-time coding where
DO arises due to the use of multiple antennas. Formally, we have DO =
limSNR→∞ − log BER

log SNR
[25]. That is, DO measures the effective number of

independent paths/channels over which the data is received. In the context
of K-SCMA and the proposed NCK-SCMA, the asymptotic DO refers to
the minimum rank of difference matrix between the transmitted and detected
codeword matrices [16], [26], [27].
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Pr
(
XU → X̂U | h

)
= Pr

Krep∑
r=1

∥yr − hrx∥2 >
Krep∑
r=1

∥yr − hrx̂∥2


= Pr

2

Krep∑
r=1

ℜ
{
hr (x− x̂)n†

r

}
>

Krep∑
r=1

∥hr (x− x̂)∥2


= Pr
(
2ℜ
{
n† (hXU,e)

T
}
> ∥hXU,e∥2

)
,

(8)

Tp different packets are encoded with NC, and thus the
PEP analysis of NCK-SCMA is more complicated. To ease
understanding, in the sequel, we provide an example of NCK-
SCMA with Rin = 1 and Rnc = 1 as follows, because all
NCK-SCMA schemes with fixed Tp can be derived from this
case.

Example 1: Let us consider the NCK-SCMA with
(Rin, Rnc, Tp) = (1, 1, 2) as an instance, i.e., trasnmitting
Tp = 2 packets with Rin = 1, Rnc = 1, and the same settings
for K-SCMA that N = b, L = 1 in each packet are made
for simplicity. Note that if the transmitted bits of Pj,1 and
Pj,2 are determined, then the NCed packets can be directly
obtained through Pj,1⊕Pj,2, indicating that the NCed packets
do not carry any new information but help to detect Pj,1 and
Pj,2. In this case, the DO is 2dµ, which can be obtained
when Pj,1 ⊕ Pj,2 = P̂j,1 ⊕ P̂j,2, where P̂j,1 and P̂j,2 are
the incorrectly detected packets7.

It can be inferred from this example that NCK-SCMA
with (Rin, Rnc, Tp) = (1, 1, 2) can achieve the same DO
as the K-SCMA with Krep = 2, whilst reaching the same
repetitions with fewer resource consumptions. As such, NCK-
SCMA is more spectral efficient compared to K-SCMA. In
general, NCK-SCMA with (Rin, Rnc, Tp) is equivalent to map[
P1P2 · · · PTp

]
with parameters Rin and Rnc to a codeword

matrix XV , where Pt = [P1,t, · · · ,PJ,t]. Therefore, XV ∈
CJV×V can be represented in a form similar to (3), where
V = NRK, and Cv = [X1,v, X2,v, · · · , XJ,v]

T ∈ CJ×1,
v = {1, 2, · · · , V }. Note that Cv is the concatenation of
Tp different packets and W NCed packets with Rin and
Rnc repetitions, respectively. Likewise, to obtain the DO of
NCK-SCMA, the difference matrix between XV and the
corresponding erroneously detected codeword matrix X̂V , i.e.,
XV,e, should be considered. To compare the DO of NCK-
SCMA and K-SCMA for a generic setting, we provide the
following proposition:

Proposition: 1: For a NCK-SCMA with (Rin, Rnc, Tp), the

7This conclusion can be obtained following the facts that: 1) the mini-
mum rank of difference matrix between transmitted and estimated codeword
matrices can be only obtained when there is only one user in error; 2)
provided that one of the detected packets contains the same bits as the
transmitted packet, the minimum rank can be obtained; 3) each SCMA
codeword contains dµ non-zero elements. As the symmetry of XOR op-
eration, when Pj,1 ⊕ (Pj,1 ⊕Pj,2) = P̂j,1 ⊕

(
P̂j,1 ⊕ P̂j,2

)
, and

Pj,2 ⊕ (Pj,1 ⊕Pj,2) = P̂j,2 ⊕
(
P̂j,1 ⊕ P̂j,2

)
, the minimum rank of

XV,e can be also obtained.

UPEP can be expressed as

Pr
{
XV → X̂V

}
≃ Γ(Gd, N0)

Gd∏
v=1

∆−2
j,v , (10)

where Γ(x, y) = (1/y)
−x · (4−x/12 + 3−x/6), ∆j,v =√

|Xj,v − X̂j,v|2, and

Gd = dµ ·min (RinTp,Keq) . (11)

Proof: See Appendix A. ■
Remark 1: To achieve higher DO in NCK-SCMA, the goal

is to maximize min (RinTp,Keq). According to (5), Keq can
be further written as Keq = 2NR/Tp − Rin. Let us assume
Gd = dµKeq under a certain parameter configuration. To
increase Gd in this case, it is desirable to enlarge NR or
decrease RinTp. However, larger NR implies more resource
consumption, while the DO may get reduced since Gd will
be equal to dµRinTp as the decrease of RinTp. Therefore, a
judicious design between Rin, Rnc, Tp is needed for a larger
DO of NCK-SCMA.

B. Key properties of NCK-SCMA

From the analysis in Proposition 1, the natural questions
are 1) how NCK-SCMA can achieve a larger DO and 2) what
is its largest DO? In this subsection, we discuss these two
questions under different NR configurations. To proceed, the
following proposition is first presented:

Proposition 2: Let us assume that NCK-SCMA and K-
SCMA communicate over the same number of resources, i.e.,
NR = KrepTp. The DO of NCK-SCMA can be higher than
K-SCMA under the condition that

Rnc
2

< Rin ≤ Rnc, (12)

when Gd = dµRinTp, or

Rnc ≤ Rin, (13)

when Gd = dµKeq , where the maximum value of Gd in this
case is:

Gd,max = dµ

(
2Krep −

⌈
2Krep

Tp + 1

⌉)
. (14)

The equality in (12) and (13) are both achieved if and only if
RinTp = Keq .

Proof: We consider the following three cases:
(i) Gd = dµRinTp. In this case, RinTp < Rin + (Tp −

1)Rnc, such that Rin < Rnc. To achieve a higher DO,
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RinTp > Krep should be satisfied. As the same number of
resources are utilized, RinTp > NR

Tp
holds. After substituting

(6) into the inequality, and with some algebra manipulations,
Rin >

Rnc

2 can be obtained.
(ii) Gd = dµKeq . This case happens when RinTp > Rin+

(Tp − 1)Rnc, we have

Rin + (Tp − 1)Rnc >
NR
Tp

. (15)

By using the same steps in the proof of (12), the inequality in
(15) holds under the condition that Rnc < Rin.

(iii) Gd = dµKeq = dµRinTp. It can be inferred that
RinTp = Rin + (Tp − 1)Rnc in this case, as Tp ̸= 1,
Rin = Rnc holds. By combining the results in cases (i) and
(ii), (12) and (13) can be proved.

Next, we calculate Gd,max under the condition that Gd =
dµKeq . As NCK-SCMA and K-SCMA share the same NR in
the proposition, by substituting NR = KrepTp into (5), Keq

can be expressed as:

Keq = 2Krep −Rin. (16)

As Gd = dµKeq in this case, 2Krep−Rin ≤ RinTp holds so
that Rin ≥ 2Krep

Tp+1 . According to (16), Gd,max can be obtained

when Rin takes the minimum value, i.e., Rin =
2Krep

Tp+1 ,
considering the fact that Rin ∈ N+, Gd,max can be written
as (14). After combining the above results, this proposition is
proved. ■

Remark 2: Proposition 2 shows that NCK-SCMA can enjoy
a larger DO with a proper configuration. It should be noted that
the condition to achieve higher DO in NCK-SCMA mainly
relies on the selection of Rin and Rnc. Furthermore, by
using the same number of utilized resources for K-SCMA,
it is clear that an NCK-SCMA with the same or larger DO
exists, and the maximum DO can be calculated by (14).
More importantly, another interesting property is that with the
increase of Krep, the DO discrepancy between NCK-SCMA
and K-SCMA becomes more significant according to (14).
This property is useful in the practical design of NCK-SCMA.

It can be observed that the above propositions mainly
consider the case when NR = KrepTp, i.e., NCK-SCMA
and K-SCMA consume the same number of resources. The
following corollaries provide conditions of NCK-SCMA to
achieve larger DO without the constraint of NR based on the
above analysis.

Corollary 1: Under the constraint that Gd = dµKeq , the
DO of NCK-SCMA exceeds that of K-SCMA if and only if
Krep < Keq is satisfied.

Proof: (If )- For Krep < Keq , we can directly obtain
dµKrep < Gd = dµKeq , it can be easily seen that the DO
of NCK-SCMA is higher than that of K-SCMA.

(Only if )- For Krep ≥ Keq , when Gd = dµKeq , then Gd =
dµKeq ≤ dµKrep is obtained. However, this contradicts with
the premise of this corollary. By combining the above results,
this corollary is proved. ■

Corollary 2: If NCK-SCMA can achieve higher DO than
K-SCMA, then Krep < Keq .

Proof: The case when Gd = dµKeq has been proved in
Corollary 1. Hence, we only consider the case if Gd =

dµRinTp. In this case, Gd = dµRinTp > Krep, considering
RinTp < Keq , and thus we have Keq > RinTp > Krep. This
completes the proof. ■

Furthermore, it is interesting to investigate whether a larger
DO of NCK-SCMA is possible under the condition that
NR < KrepTp. In this case, NCK-SCMA can attain both
higher reliability and energy-efficiency. To illustrate this issue,
we present the following design criteria based on previous
results.

Corollary 3: In NCK-SCMA, to achieve larger DO with
fewer resources than K-SCMA with Krep ≥ 3, the following
inequality must be satisfied:

Rin ≥ Rnc >
2

Tp − 1
, (17)

when Gd = dµKeq , and

2Rin − 2

Tp − 1
> Rnc ≥ Rin, (18)

when Gd = dµRinTp. The equality in (17) and (18) are both
achieved if and only if RinTp = Keq .

Proof: See Appendix B. ■
Remark 3: Corollary 3 indicates that NCK-SCMA has the

potential of achieving larger DO with fewer resources. It is
also found that when Gd = dµKeq , only one repetition should
be conducted on the NCed packets when Tp > 3. This implies
that one can achieve a larger DO by increasing Tp when Krep

is low. Therefore, for a given K-SCMA with Krep, an NCK-
SCMA with fewer resources and larger DO can be constructed.
In addition, higher Rin and Rnc should be used in the case
that Gd = dµRinTp compared to Gd = dµKeq even if Tp
is large. In this regard, the condition specified in (17) can be
applied to more scenarios.

C. ASEP analysis

To further understand the error performance of NCK-
SCMA, we also consider the ASEP performance, where a
multi-user union bound [16], [22] can be approximated by

Ps ≤
1

MTpJ
·
∑
X

∑
X̸̂=X

Pr(X → X̂). (19)

In the high SNR region, the probability that two or more
users have erroneous transmissions are sufficiently small and
hence can be negligible, provided that the number of users
is significantly smaller than 1/ASEP. Hence, for a tractable
analysis, we assume that there is at most one user among the
remaining J−1 users suffering from error transmission. Such
an approximation in the ASEP analysis is termed as single-user
error pattern (SUEP) condition [27], [29]. For clarification, we
provide the following example that shares the same parameters
of Example 1.

Example 2: Based on the previous analysis, the DO of NCK-
SCMA with (Rin, Rnc, Tp) = (1, 1, 2) is Gd = 2dµ. As the
UPEP is mainly determined by the SUEP, we first consider
the number of PEPs with D(XV,e) = Gd = 2dµ. To elaborate
further, since Gd = dµKeq = dµRinTp in this example,
not only the case that the error occurs in one packet, such
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as Pj = [Pj,1,Pj,2,Pj,1 ⊕Pj,2] = [000000] is erroneously
detected as P̂j =

[
P̂j,1,Pj,2, P̂j,1 ⊕Pj,2

]
= [010001], but

also P̂j =
[
P̂j,1, P̂j,2, P̂j,1 ⊕ P̂j,2

]
= [010100] can make

XV,e attain the minimum rank. After enumerating all the
possible cases, 9 × 16 different PEP events with Gd = 2dµ
should be calculated for each candidate codeword in each
user, whereas the remaining 6 × 16 PEP events are with
D(XV,e) = 3dµ.

Let us extend the above example to a more general
case. First, let us consider a set A of codeword pairs(
Xj,Vα

, X̂j,Vα

)
that makes XV,e to have the minimum rank

under SUEP condition, then the ASEP of NCK-SCMA can be
rewritten as:

Ps ≲
1

MTp

∑
Xj,Vα

∑
X̂j,Vα ̸=Xj,Vα

Γ(Gd, N0)

Gd∏
vα=1

∆−2
j,vα︸ ︷︷ ︸

Part I

+

1

MTp

∑
Xj,Vβ

∑
X̂j,Vβ

̸=Xj,Vβ

Γ (D(XV,e), N0)

D(XV,e)∏
vβ=1

∆−2
j,vβ

︸ ︷︷ ︸
Part II

,

(20)
where codeword pairs

(
Xj,Vβ

, X̂j,Vβ

)
/∈ A. Note that Part I

in (20) is the summation of all PEPs with D(XV,e) = Gd,
whereas Part II sums the PEPs that satisfy D(XV,e) > Gd. In
addition, Ps is mainly determined by Part I in the high SNR
region, and thus the cardinality of A should be evaluated. As
for NCK-SCMA with (Rin, Rnc, Tp), we can infer that

|A| = TpM
Tp (M − 1) , if Gd = dµKeq. (21a)

|A| =MTp(M − 1), if Gd = dµRinTp. (21b)

|A| =MTp(M − 1)(Tp + 1), if Gd = dµKeq = dµRinTp.
(21c)

From the above analysis, (21a) can be obtained by considering
all the cases that error occurs in only one packet; (21b) holds
following from the fact that when Pj,tα ⊕ P̂j,tβ takes the
same value for all tα, tβ ∈ {1, 2, · · · , Tp}, β > α, then the
minimum rank of XV,e can be attained, and (21c) results from
the fact that the situations in both (21a) and (21b) should
be taken into consideration when Gd = dµKeq = dµRinTp.
Based on the above discussions, we provide the following
proposition to compare K-SCMA and NCK-SCMA:

Proposition 3: When the unimodular codebook of M =
4 is utilized by both NCK-SCMA and K-SCMA that share
the same DO, and Krep = Keq = RinTp, then the ASEP
performance of K-SCMA is superior to that of NCK-SCMA
with more resource consumption.

Proof: See Appendix C. ■
The above proposition seems to imply a limitation of NCK-

SCMA, however, the following two observations showing a
trade-off between the error rate performance and consumed
resources in this case should be noted:

1) The reason for unimodular codebooks to be considered
lies in their excellent error rate performance [16]. When NCK-
SCMA and K-SCMA share the same DO, we can always

find an NCK-SCMA that consumes fewer resources. This is
because KrepTp − NR = WRnc under the condition that
Keq = Krep = RinTp; hence, the transmitted energy can
be reduced in this case.

2) Based on Proposition 3, we can further estimate the
performance gain of K-SCMA compared to NCK-SCMA
when they share the same DO according to the same method
in [30]. Assuming the ASEP performances of K-SCMA and
NCK-SCMA are the same, then the SNR discrepancy between
K-SCMA and NCK-SCMA can be written as:

∆SNR ≃ 10

Krepdµ
log10

(
MTp(M − 1)

|A|

)
. (22)

As can be observed from (22), this approximation can be used
to estimate the performance gain of K-SCMA over NCK-
SCMA. With an increasing Krep, the performance gain of
K-SCMA decreases. This indicates that although the ASEP
of K-SCMA has superiority over that of NCK-SCMA when
Keq = Krep = RinTp, the performance loss is acceptable.
The accuracy of (22) will be examined in Section V.

Corollary 4: Based upon the assumptions in Proposition 3,
the ASEP of NCK-SCMA with M = 4 cannot be improved by
increasing Rnc in the high SNR region when Keq > RinTp.

Proof: Note that Gd = dµRinTp in this case, which is
irrelavent with Rnc. Hence, this corollary can be simply
proved by integrating the results into (21b) and (46), leading
to the fact that

∑|A|−M(M−1)
i=1 δi = (MTp −M)(M − 1)Ps,k

when unimodular codebooks are utilized. This indicates that
for any Rnc, provided that Keq > RinTp, the Part I of ASEP
in (20) are the same, and thus the results can be proved. ■

An important observation from the above analysis is that
the simple repetition of NCed packets is inefficient for the
ASEP improvement as no extra information can be extracted,
even though the improvement of DO in NCK-SCMA stems
from the transmission of NCed packets. That being said,
increasing Rin under the constraint of NR to obtain higher
DO, whereas selecting reasonable Rnc to ensure Keq ≤ RinTp
is a preliminary guideline to design NCK-SCMA.

IV. PROPOSED DETECTION FOR CODED NCK-SCMA

To examine the error performance of NCK-SCMA with
advanced channel coding, we consider LDPC coded NCK-
SCMA and propose an improved iterative algorithm called
INDSD in this section.

A. INDSD for LDPC coded NCK-SCMA

In LDPC coded NCK-SCMA, to recover the transmitted
data, one needs to carry out SCMA detection, network decod-
ing, and LDPC decoding at the receiver side. By employing
bit-level combining (BLC) [24] for soft combining, we pro-
pose a novel receiver to iteratively update the belief messages
among the LDPC, NC, and SCMA decoders. By doing so,
we will show that the proposed scheme can fully utilize the
advantages of NC and HARQ retransmission.

For clarity, we define SCMA variable nodes (SVNs) and
LDPC variable nodes (LVNs) as svl,j and lvτ,n, where
l ∈ {1, 2, · · · , NRL}, τ ∈ {1, 2, · · · , JTp}, and n ∈
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{1, 2, · · · , N} denote the indices of SCMA codewords, LDPC
decoders, and LVNs, respectively. Furthermore, a virtual node
for network decoding and message conversion is denoted as
NC check node (NCN) nct,jη , where η ∈ {1, 2, · · · , N} is
the index of NCN for the tth transmitted packet of the jth
UE. In addition, the function nodes (FN) of SCMA and parity
check nodes (PN) of LDPC update should also be taken into
consideration. Before elaborating on the update rules of these
nodes, let us define the following messages:

• Il,k→j , Gl,j→k: Message passed from FN fl,k to SVN
svl,j , and SVN svl,j to FN fl,k;

• Qτ,c→n, Sτ,n→c: Message passed from PN pτ,c to LVN
lvτ,n, and LVN lvτ,n to PN pτ,c;

• Λt,jη→γ , Λt,jη→n: Message passed from NCN nct,jη to SVN
svl,j , and NCN nct,jη to LVN lvj,n,

where c ∈ {1, 2, · · · , C}, C is the number of PNs for the
LDPC code, and γ ∈ {1, 2, · · · , · · · , JNRL} is the index of
SVN for each packet.

1) FN Update and PN Update: After receiving the super-
imposed signals of NCK-SCMA at FNs, the detection will start
from FN and PN simultaneously. In our proposed algorithm,
FN and PN only exchange information with SVN and LVN,
respectively; hence, the update of FN and PN is given as:

Il,k→ȷ (Xȷ) =
∑

Xj :j∈ξk\ȷ

1

πN0
e(−d

j,k
l /N0)·

∏
j∈ξk\ȷ

Gl,j→k (Xj) ,

(23)
where dj,kl = 1

N0/2
|Yl,k−

∑
k∈ξk h

j,k
l Xj,k|2, and hj,kl denotes

the channel coefficient between the jth UE and BS during the
transmission of the kth resource element of the lth codeword,
Yl,k the received signal at the kth FN of the lth codeword, N0

the noise variance, and ξk the node set consisting of SVNs
connect to the kth FN. Meanwhile, the PN update is given by:

Qτ,c→i = 2× tanh−1

( ∏
n∈ϕc\i

tanh(Sτ,n→c)

)
, (24)

where ϕc is the set that contains all the LVNs connecting to the
cth PN. Note that the messages in both (23) and (24) should
be normalized in each iteration for the purpose of numerical
stability.

2) SVN Update: In the update of SVN, messages that come
from FN and NCN are involved. For clarity, we first consider
SVN update for the non-NCed packets, and thus

Gl1+⌈ η
b ⌉,j→κ (Xj) =

∏
k∈ζj\κ

Il1+⌈ η
b ⌉,k→j (Xj)·M−1

(
Λt,j
η→j̃

)
,

(25)
where l1 = (t− 1)RinL+ (rin − 1)L, rin ∈ {1, 2, · · · , Rin},
j̃ = J(l1+⌈ηb ⌉−1)+j, ζj is the FN set of nodes that connect to
the jth SVN, and M−1 is the inverse marginalization which
transform bit-wise soft information to symbol level8 in this
paper. Specifically, it can be represented as:

M−1 (a) =

b∏
ib=1

Pr
(
a(ib)

)
, (26)

8For the ceil function, note that there exist b different elements that satify
⌈n1

b
⌉ = · · · = ⌈nb

b
⌉ for a given b ∈ N+. This indicates that b different

messages can be generated from the same node indexed by ⌈n
b
⌉ in this paper.

and

Pr
(
a(ib)

)
=


exp

(
LLR

(
a(ib)

))
1 + exp

(
LLR

(
a(ib)

)) , if a(ib) = 0;

1−
exp

(
LLR

(
a(i)

))
1 + exp

(
LLR

(
a(ib)

)) , if a(ib) = 1.

where a ∈ {0, 1}b represents a symbol with b bits, and a(ib)

is its ibth element. However, since NC is employed in NCK-
SCMA, to improve the performance of iterative detection, the
soft information that comes from NCN should be re-encoded
to generate messages for the NCed packets. Hence,

Gl2+⌈ η
b ⌉,j→κ (Xj) =

∏
k∈ζj\κ

Il2+⌈ η
b ⌉,k→j (Xj)

M−1
(
Λtα,j
η→j̃α

⊞ Λ
tβ ,j

η→j̃β

)
,

(27)

where l2 = TpLRin + (w − 1)RncL + (rnc − 1)L, rnc ∈
{1, · · · , Rnc}, and j̃Ξ = J((tΞ − 1)LRin + ⌈ηb ⌉ − 1) + j.
Moreover, ⊞ is the soft XOR operator that is defined as [31]:

L1 ⊞ L2 = 2 tanh−1 (tanh (L1/2) · tanh (L2/2))

≈ sign (L1) · sign (L2) ·min (|L1|, |L2|) .
(28)

3) LVN Update: Likewise, the update of LVN involves the
information coming from PN and NCN. As such, for a certain
packet t, the update rule of LVN can be represented as

St+(j−1)Tp,n→q =
∑

c∈ψn\q

Qt+(j−1)Tp,c→n + π−1
t,j

(
Λt,jη→n

)
,

(29)
where ψn is the node set whose elements connect to the nth
LVN, and π−1

t,j denotes the bit level de-interleaver operation.
4) NCN Update: It is clear that NCN bridges the SCMA

detection and LDPC decoding, and thus the update of NCN
should be carefully designed to fully utilize the NC packets. A
partial view of the NCN update is presented in Fig. 3. As can
be seen from the left side of the figure, to update Λt,jη→n, we
should first consider the messages at SVN after soft combining
of the Rin initial repetitions9, which can be expressed as:

It,jη =

Rin∑
rin=1

[
M

( ∏
k∈ζj

I⌈ η
b ⌉+l1,k→j (Xj)

)]
, (30)

where M is the inverse operation of M−1 that converts
M -dimensional message vector to b messages. It should be
noted that the combining in (30) follows from BLC principle
[23], which is a suboptimal combining scheme with low
computational complexity. To process the NCN update, the
nth message of NCed packets after Rnc times soft combining
is also necessary, which can be represented as:

Iw,jη =

Rnc∑
rnc=1

[
M

( ∏
k∈ζj

I⌈ η
b ⌉+l2,k→j (Xj)

)]
. (31)

It is also shown in Fig. 3 that messages Itα,jη1 to Itα,jηb
pass

to b differernt NCNs after marginalization and combining Rin
soft information of packet tα. Furthermore, once NCK-SCMA

9It is worth noting that the subscript of SVN in Fig. 3 is obtained by
substituting tα = 1 into l1.
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Fig. 3: Partial view of NCN update for a non-NCed packet indexed by tα = 1.

retransmission is requested, the soft information generated
from previous unsuccessful detections can be utilized. It is
assumed that Fw,jη , F tα,jη , and F

tβ ,j
η are the previous soft

information of NCed packet w and its corresponding packets
tα and tβ . After receiving all the soft information at NCNs,
the receiver can output Λtα,jη→n. In order to properly use these
messages, the following three cases should be taken into
consideration. For simplicity, we take the message Λtα,jη→n as
an example to demonstrate the NCN update, and the updating
rules of Λtβ ,jη→n can be derived similarly.

Case 1: The previous Tp packets all fail. In this case, as
long as the maximum transmission round Nre has not been
reached, retransmission is necessary. To ensure the accuracy
of soft information, we update NCN by using

Λtα,jη→n =
[
(I
tβ ,j
η + F

tβ ,j
η )⊞ (Iw,jη + Fw,jη )

]
+ Itα,jη + F tα,jη .

(32)
The updating rule in Case 1 follows from the BLC principle,
and thus the messages generated in previous and new trans-
missions are combined in the first step to ensure the accuracy
of soft information. By doing so, the initial transmission and
retransmissions can be fully utilized.

Case 2: The previous Tp packets all successful. In this
instance, Tp new packets are sent at the current RTT, which
indicates that F tβ ,jη = Fw,jη = F tα,jη = 0, for ∀t, w, j, η in
(32). Therefore, the NCN update can be written as

Λtα,jη→n = (I
tβ ,j
η ⊞ Iw,jη ) + Itα,jη . (33)

Case 3: The previous Tp packets partially fail. In this
case, the messages corresponding to newly transmitted packets
update follow the rule in Case 2, while the NCN update for
those packets that are unsuccessfully detected is:

Λtα,jη→n = Itα,jη + F tα,jη︸ ︷︷ ︸
Part I

+
[
I
tβ ,j
η ⊞ Iw,jη

]
+
[
F
tβ ,j
η ⊞ Fw,jη

]︸ ︷︷ ︸
Part II

.

(34)
As can be observed from Part I of (34), to avoid distortion
of soft information caused by soft XOR in (28), we combine
the messages of packet tα that suffer from failure in previous
and current transmissions at first. After that, as can be seen

from Part II, the information that comes from NCed packets
in previous and current transmissions involved in the NCN
update is combined to further enhance the reliability of this
case.

On the other hand, the messages passing from NCN to SVN
can be expressed as

Λt,jη→γ = πt,j
(
Qt+(j−1)Tp,n

)
, (35)

where Qτ,n =
∑
c∈ψn

Qτ,c→n, πt,j is the interleaver of the tth

packet of UE j.
5) Decision and Output Messages: In the proposed joint

detection scheme, the final decision is made at LVN, and the
accumulated LLR is:

Qt+(j−1)Tp,n =
∑
c∈ψn

Qt+(j−1)Tp,c→n + Λt,jη→n, (36)

whereas the LLRs for the possible HARQ retransmission
output at SVN, are given by (30) and (31). The iteration stops
once the syndromes are zeros or reaching the maximum num-
ber of iterations. Finally, the proposed detector is summarized
at a glance in Algorithm 1, which can be found in the last
page of this manuscript.

V. NUMERICAL EVALUATION

In this section, the error rate and throughput performances
of NCK-SCMA and K-SCMA are first evaluated via numerical
simulations. Afterwards, we analyze and compare the imple-
mentation complexities of these two systems.

A. Comparisons between uncoded K-SCMA and NCK-SCMA

We first consider the uncoded K-SCMA and NCK-SCMA
with indicator matrix “4 × 6” [3] to verify the analysis in
Section III 10. Without any special announcement, we adopted
the optimal unimodular codebooks (i.e., sparse codebooks with
unimodular nonzero elements) [16] for M = 4. In addition,

10Although this paper focuses on the enhancement of SCMA with HARQ,
the uncoded performance comparison between NCK-SCMA and K-SCMA is
presented to demonstrate the advantages of NCK-SCMA.
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Algorithm 1: Iterative detection of LDPC coded NCK-
SCMA

1 Initialization: Il,r→j = 1/M , Qk,c→n = 0,
Λt,jη→γ = 1/M , Λt,jη→n = 0, F t,jη = 0, and Fw,jη = 0;

2 for i = 0 : Nre do
3 while iter < Niter do
4 Execute FN update by using (23), return

Il,k→j ;
5 Execute PN update by using (24), return

Qτ,c→n;
6 Execute NCN update by using (35), return

Λt,jη→γ ;
7 Find different types of SVN by calculating l1

and l2, then judging whether l ≤ l1 or
l1 < l ≤ l2;

8 if l ≤ l1 then
9 Execute SVN update by using (25) and

(26), return Il,k→j ;
10 else
11 Execute SVN update by using (26), (27),

and (28), return Il,k→j ;

12 Execute LVN update by using (29), return
Sτ,n→c;

13 Combining the messages of two types SVN by
using (30) and (31);

14 if Case 1 then
15 Execute NCN update by using (32);

16 if Case 2 then
17 Execute NCN update by using (33);

18 if Case 3 then
19 Execute NCN update by using (34);

20 Calculate the accumulated LLR by using (36),
then P̂j,t can be recoverd;

21 if iter < Niter and the syndromes are not
zeros then

22 Proceed to Step 4;
23 else
24 break;

25 if Tp packets are not correctly detected then
26 Generate Fw,jη , F tα,jη , and F tβ ,jη according to

Fw,jη = Fw,jη + Iw,jη and F t,jη = F t,jη + It,jη ;
Proceed to Step 3;

27 else
28 break;

29 Return P̂j,t.

to make fair comparisons with K-SCMA, we also define the
average utilized resources over the same number of packets as
N̄R = NR/Tp. Specifically, for K-SCMA, we have Krep =
NR = N̄R. Note that “Ana.” and “Sim.” denote “Analytical”
and “Simulation”, respectively.

In Fig. 4, the ASEP performances of uncoded K-SCMA and
NCK-SCMA are considered. The “Sim.” curves are obtained

following the DLC principle. As can be observed from Fig.
4, the analytical upper bound in (19) and simulated results
of K-SCMA almost coincide at high SNRs, and the upper
bound becomes tighter as the increase of Krep. Since the
simulated results are obtained by using DLC, the assertation
that DLC and MLD have the same decoding performance in
(8) can be verified. On the other hand, we also plot the ASEP
performance of NCK-SCMA with (Rin, Rnc, Tp) = (2, 1, 2)
and (3, 2, 2), which have the same DO as K-SCMA with
Krep = 3, and Krep = 5, respectively. It is shown in the figure
that although NCK-SCMA suffers from slight degradation of
ASEP in the low-to-medium SNR region, it consumes fewer
resources. For instance, to transmit Tp = 2 different packets
with Krep = 5 in K-SCMA, at least 10 transmissions should
be conducted, whereas only 8 transmissions are necessary for
NCK-SCMA with (3, 2, 2). In this context, NCK-SCMA leads
to throughput improvement.
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Fig. 4: ASEP comparison for uncoded “4×6” K-SCMA and NCK-
SCMA with the same Keq .
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Fig. 5: ASEP comparison for uncoded “4×6” K-SCMA and NCK-
SCMA under the same DO.

Fig. 5 presents the ASEP performance of NCK-SCMA and
K-SCMA with the same DO, and the theoretical ASEP by
combining the PEP of NCK-SCMA under the SUEP condition
in (39) and union bound in (19). It is observed that the
analytical results of NCK-SCMA verify the feasibility of the
SUEP condition in approximating the asymptotic ASEP of
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NCK-SCMA. We also observe that the NCK-SCMA with
Krep = RinTp = Keq exhibits worse ASEP performance than
K-SCMA, which is consistent with the analysis of Proposition
3. Furthermore, we can calculate the approximated perfor-
mance gains of K-SCMA according to (22) for Krep = 2 and
Krep = 4, which are 1.193 dB and 0.596 dB, respectively. This
is well aligned with the actual performance gains based on the
simulation results which are 1.1 dB and 0.5 dB, respectively.
Together with the observations from Fig. 4, our analysis about
DO and ASEP of both K-SCMA and NCK-SCMA can be
verified.

Fig. 6 compares the ASEP performances between K-SCMA
and NCK-SCMA under the same resources consumption, i.e,
NCK-SCMA and K-SCMA have the same N̄R. It is shown in
the figure that when Rin ≥ Rnc, NCK-SCMA with (2, 2, 2)
and (3, 2, 2) outperform their corresponding K-SCMA with
approximately 1.8 dB and 1.6 dB gain at ASEP = 10−4,
respectively. This follows from the assertation in Proposition
2 that NCK-SCMA can achieve a larger DO in this case. In
addition, with the increase of available resources, a higher DO
can be achieved by selecting reasonable Rin and Rnc in NCK-
SCMA. As for N̄R = 2, since it is impossible to design an
NCK-SCMA with a higher DO than K-SCMA in this case and
according to Proposition 2, NCK-SCMA and K-SCMA have
nearly the same performance, despite a slight ASEP loss in
low SNR regions.

Fig. 7 investigates the impact of Rnc on the ASEP per-
formance of NCK-SCMA. Although the improvement of DO
arises from NC, as can be observed from the figure, when
Rin = 1, NCK-SCMA with Rnc = 2 and Rnc = 3
exhibits almost the same ASEP performances, especially in
the region of medium to high SNRs. As for NCK-SCMA
with Rin = 2, a similar observation can be witnessed. This
indicates that the increase of Rnc is unable to improve ASEP
when Keq > RinTp, which is consistent with the analysis in
Corollary 4. However, before Keq reaching RinTp via adding
more repetitions of NCed packets, the ASEP performance
can be slightly improved. This is attributed to the fact that
the repetitions of NCed packets help to increase Keq when
Keq < RinTp.

B. Throughput and PER of LDPC coded NCK-SCMA

In this subsection, the throughput and PER performances
of LDPC coded K-SCMA and NCK-SCMA are evaluated to
demonstrate the effectiveness of our proposed NCK-SCMA
scheme and the INDSD algorithm. Two different SCMA
signature matrices and codebooks having orders of “4 × 6”
and “5 × 10” [16] with overloading factor 150% and 200%,
respectively, are considered. Moreover, two 5G new radio
LDPC codes, as specified in [32], with rates of 1/2 and 5/6,
respectively, are used for simulation. Note that each block
consists of 270 and 260 bits for codes with rates of 1/2 and
5/6, respectively.11 We consider the Rayleigh fading channel
and the maximum LDPC iteration number of 50. As indicated

11As K-repetition scheme is proposed to reduce latency to meet the stringent
latency requirement in the future wireless network, we mainly consider the
transmitted packets with short blocklength in this paper.
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SCMA with the same resources consumption.
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and defined in [17], [33], the average throughput is treated
as an important criterion to evaluate the performance of the
proposed NCK-SCMA. Therefore, we have

θ =
Tcorrect
Ttotal

, (37)

where Tcorrect and Ttotal are the number of correctly decoded
and the total number of transmitted packets, respectively.

Fig. 8 compares the throughputs of “4×6” NCK-SCMA and
K-SCMA with a code rate of 5/6 under different Nre. As can
be observed from the figure, NCK-SCMA with (2, 2, 2) and
N̄R = 3 can achieve higher throughput than K-SCMA with
Krep = 3 without any retransmissions when SNR ≥ 5 dB,
thanks to the fact that higher DO can be obtained by NCK-
SCMA with (2, 2, 2). By performing retransmission using
NCK-SCMA with (2, 2, 2), the throughput can be significantly
improved at low and medium SNRs. Nevertheless, K-SCMA
with Krep = 3 and Nre = 2 still outperforms NCK-SCMA
with (2, 2, 2) in the relatively low SNR region, which matches
the uncoded ASEP performance in the previous subsection. It
is worth noting that the increase of Nre leads to marginal
improvement of throughput in NCK-SCMA. This can be
attributed to the fact that the soft XOR operation may have
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Fig. 9: Throughput comparison for “5 × 10” K-SCMA and NCK-
SCMA with code rate of 1/2, and N = 270.

negative impacts on the effectiveness of soft information,
especially at low SNRs. As a result, it may lead to error
propagation in the proposed INDSD algorithm when reusing
the soft information in previous transmissions. Note that NCK-
SCMA with Keq = RinTp = 4 can approach the throughput
of K-SCMA with Krep = 4 in the medium-to-high SNR
region for diverse Nre, where the resource consumption of
NCK-SCMA with Keq = 4 is lower than K-SCMA with
Krep = 4. These observations are consistent with the findings
in Proposition 3 . Moreover, NCK-SCMA with (3, 1, 2) and
N̄R = 3.5 is also simulated, in which a slightly more resources
are utilized compared to the cases when N̄R = 3. In this case,
higher throughput can be achieved compared to Krep = 4 and
Krep = 3 K-SCMA with fewer retransmission rounds.

Fig. 9 investigates the throughput performances of “5×10”
K-SCMA and NCK-SCMA with a code rate of 1/2 under
different parameter configurations. We can observe that the
NCK-SCMA with (2, 1, 3) outperforms NCK-SCMA with
(2, 2, 2) when Nre = 1 and N̄R = 3. This is because a
potentially higher performance gain can be achieved by NCK-
SCMA as more NCed packets are transmitted, which can
be obtained by using (22). Moreover, both of them show

superiority over the K-SCMA with Krep = 3 and Nre = 1.
When SNR ≥ −3 dB, NCK-SCMA with (2, 2, 2) also shows
superiority albeit with a slight degradation in the region of
SNR < −3 dB. For NCK-SCMA with (2, 1, 3) and (3, 2, 2)
that possesses N̄R = 3.5 and N̄R = 4, respectively. In
spite of slight throughput loss in the low SNR regime, both
NCK-SCMA schemes exhibit far higher throughput compared
to K-SCMA with Krep = 4 at medium-to-high SNRs, and
the advantages of NCK-SCMA in throughput become more
significant with the increase of SNR.

As for PER performances, if a single bit of a packet cannot
be correctly decoded after Nre HARQ retransmissions, the
packet is deemed to be in error. Based on this definition, we
evaluate the PER performances of K-SCMA and NCK-SCMA
in this subsection. Fig. 10 shows the PER performances of K-
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SCMA and NCK-SCMA with two different LDPC codes and
overloading factors. It can be seen from the figure that for both
“4 × 6” and “5 × 10” NCK-SCMA with (2, 1, 3), improved
PER performance is achieved across all SNRs compared to that
with (2, 2, 2), which is consistent with the throughput results
discussed above. Furthermore, we can observe that “4 × 6”
NCK-SCMA with (2, 1, 2) has approximately the same PER
performance as K-SCMA with Krep = 3 at a code rate of 5/6,
while “5×10” NCK-SCMA with (2, 1, 2) can achieve 0.3 dB
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gain at PER =10−3. We can also observe that the gap between
K-SCMA with Krep = 4 and NCK-SCMA with (2, 1, 3) is
approximately 0.4 dB at PER = 10−3 for both “4 × 6” and
“5× 10” NCK-SCMA, while 25% resources can be saved by
the proposed NCK-SCMA.

C. Complexity analysis

To further illustrate the feasibility of the proposed detection
algorithm for coded NCK-SCMA, we compare the computa-
tional complexity of INDSD with the detection and decoding
of K-SCMA. To proceed, we utilize the average number of
floating-point operations (FLOPs) to measure the complexity,
where the calculation principle is based on the assumptions
in [34]. As for LDPC coded K-SCMA, the computational
complexity is mainly determined by MPA in SCMA detection
and belief propagation (BP) in LDPC decoding, while INDSD
for NCK-SCMA needs additional operations, such as network
decoding, to recover the transmitted data. To make a fair
comparison, it is assumed that the computational complexity is
calculated under the condition that Tp packets are transmitted
with the same DO. As such, without loss of generality, we
mainly focus on the extra FLOPs ∆F that are necessary for
the INDSD, which can be expressed as:

∆F = Niter

J∑
j=1

∆Fj = 6NiterWJN︸ ︷︷ ︸
Re-encode in (27)

+

J∑
j=1

9NiterTp (Tp − 1)N · 1
(
∀t,Pj,t ̸= P̂j,t

)
︸ ︷︷ ︸

Case 1 in (32)

+ 6NiterTp (Tp − 1)N · 1
(
∀t,Pj,t = P̂j,t

)
︸ ︷︷ ︸

Case 2 in (33)

+

Tp−1∑
Terr=1

13Niter
(
TpTerr − T 2

err

)
N · 1

(
∃t,Pj,t ̸= P̂j,t

)
︸ ︷︷ ︸

Case 3 in (34)

,

(38)
where Terr is the number of erroneously detected packets.
Note that the extra complexity in (27) is fixed once the param-
eters of NCK-SCMA are determined, whereas the complexity
derived from different combining strategies with previous
packets in NCN update varies with SNR. Therefore, we com-
pute the average FLOPs ∆F̄ through Monte-Carlo simulations
to evaluate the increase of computational complexity.

Fig. 11 characterizes the percentage of ∆F̄ /F for both
“4 × 6” and “5 × 10” LDPC coded NCK-SCMA at different
SNRs, where F is the FLOPs of K-SCMA12. It is obvious that
NCK-SCMA with the INDSD algorithm needs more FLOPs
to recover data compared to K-SCMA due to ∆F > 0,
and approximately 35% additional FLOPs is necessary at
low SNR region for NCK-SCMA with (1,1,3). The increase
of complexity reduces to about 23% as fewer resources are
utilized in NCK-SCMA with (2,1,2). Nevertheless, the growth
of computational complexity overall tends to decrease with

12As illustrated in [35], the FLOPs of MPA detection per iteration in SCMA
is Kdf

[(
7df − 1

)
Mdf + (dµ − 1)M

]
.

increasing SNR, because a smaller value of Niter is needed
for the convergence of INDSD. Moreover, an interesting
observation is that there exists an inflection point as the ∆F̄
decreases with SNR. This is mainly because although fewer
number of iterations Niter are needed as the SNR increases,
the FLOPs of INDSD when dealing with the retransmission
of Terr packets are higher than the cases when Tp packets
are all successfully or unsuccessfully transmitted. Due to the
probability of Terr out of Tp packets being incorrectly detected
is high in the region of medium SNRs, and thus an inflection
point can be witnessed.

VI. CONCLUSION

In this paper, we have introduced a novel NC aided K-
repetition scheme for SCMA called NCK-SCMA. We have
conducted the PEP and ASEP analysis on uncoded NCK-
SCMA, and made a comparison with K-SCMA. It is found
that NCK-SCMA can obtain higher DO than K-SCMA with
fewer resource consumption when it is properly configured.
Under the same DO, it can also save transmission resources
with negligible ASEP loss. These properties bring in higher
throughput for NCK-SCMA. For efficient decoding at the re-
ceiver, we have studied the LDPC coded NCK-SCMA system
by developing a joint SCMA-NC-LDPC detector as detailed in
the proposed INDSD algorithm. Our results have demonstrated
that the proposed NCK-SCMA achieves higher throughput
at medium-to-high SNR regime with fewer resources and
retransmissions, while attaining an enhanced PER under the
same N̄R and Nre.

Future Directions: One of the important directions for future
study of NCK-SCMA is the design of more efficient inter-
packets coding schemes in order to strike a proper balance
between throughput and resource consumption. Besides, slight
throughput loss can be witnessed for NCK-SCMA in the
low SNR region compared to K-SCMA. In this case, it is
meaningful to seek a coding based K-SCMA scheme with a
higher DO.

ACKNOWLEDGEMENT

The authors are deeply indebted to the Associate Editor Dr.
Maxime Guillaud and the anonymous Reviewers for many of
their insightful comments which have greatly helped improve
the quality of this work.



14

APPENDIX A
PROOF OF PROPOSITION 1

According to (7), the UPEP of NCK-SCMA can be ex-
pressed as:

Pr
{
XV → X̂V

}
(a)
≈ 1

12

V∏
v=1

(
4N0/∆

2
v

)
+

1

6

V∏
v=1

(
3N0/∆

2
v

)
(b)
=

(
1

N0

)−D(XV,e)(4−D(XV,e)

12
+

3−D(XV,e)

6

) ∏
v∈dE(XV,e)

∆−2
v

= Γ (D(XV,e), N0)
∏

v∈dE(XV,e)

∆−2
v

(c)

≤ Γ (Gd, N0)

Gd∏
v=1

∆−2
j,v

(39)
where Gd = min (D(XV,e)); (a) follows from the approxima-
tion of 1+∆2

v/3N0 ≈ ∆2
v/3N0 and 1+∆2

v/4N0 ≈ ∆2
v/4N0

in the high SNR region; (b) can be obtained by defining:

dE(XV,e) ≜ {v : ∆v ̸= 0, 1 ≤ v ≤ V }

D(XV,e) ≜
V∑
v=1

1 (∆v ̸= 0) ,
(40)

1(x) takes the value of one if condition x is satisfied and zero

otherwise; (c) holds after defining ∆j,v =
√

|Xj,v − X̂j,v|2
for the jth user, and the fact that the PEP performance of
SCMA is mainly determined by SUEP. That being said, there
is at most one user j among the J interfering users that may
be in error. After obtaining (39), the main problem of this
proposition is to obtain the DO, i.e., Gd. In order to prove
this proposition, two cases should be taken into account.

(i) Rin ≥ Rnc. As the calculation of DO is equivalent to
obtain min rank (XV,e) [22], [27]. To achieve this goal, let us
assume that X̂V contains only one erroneous codeword under
SUEP. In other words, there exists a unique t ∈ {1, 2, · · · , Tp}
that makes Pj,t ̸= P̂j,t for jth UE. Since

P̂j,tα ⊕Pj,tβ ̸= Pj,tα ⊕Pj,tβ , ∀P̂j,tα ̸= Pj,tα (41)

then min rank (XV,e) = Rin + (Tp − 1)Rnc = Keq in this
case.

(ii) Rin < Rnc. In this case, the minimum rank of XV,e,
i.e., dµRinTp can be obtained by taking the case that Pj,tα ⊕
Pj,tβ = P̂j,tα ⊕ P̂j,tβ for any tα, tβ ∈ {1, 2, · · · , Tp} into
account. By combining these two cases, the conclusion can
be proved.

APPENDIX B
PROOF OF COROLLARY 3

Likewise, we should consider two different cases:
(i) Gd = dµKeq . In this case, we have NR < KrepTp, and

Keq > Krep, which can be rewritten as:

Rin +
(Tp − 1)Rnc

2
< Krep, (42)

and
Rin + (Tp − 1)Rnc > Krep, (43)

respectively. Therefore, the existence of higher DO is equiv-
alent to finding out a Krep ∈ N+ which satisfies Krep ∈(
Rin +

(Tp−1)Rnc

2 , Rin + (Tp − 1)Rnc

)
. As Rin + (Tp −

1)Rnc is a positive integer, to make sure such a Krep can
be found, we have (Tp − 1)Rnc > 2. Note that Rnc ≤ Rin
according to Proposition 2, and thus Rin ≥ Rnc >

2
Tp−1

(ii) Gd = dµRinTp. In this case, (43) should be modified
as RinTp > Krep, then we have

Rin (Tp − 1)− (Tp − 1)Rnc
2

> 1, (44)

which can be also attributed to the reason that Krep is a posi-
tive integer. Thus, we can directly obtain Rnc > 2Rin+

2
Tp−1 .

According to (12) in Proposition 2, Rin ≤ Rnc must be
satisfied as Gd = dµRinTp.

Next, we intend to show the restriction of Krep in this
corollary. As for case (i), it can be easily spotted that Krep >
Rin + 1, and thus Krep ≥ 3 must be satisifed. On the other
hand, in case (ii), it is assumed that when Krep = 2, then
we can simply verify that (42) and RinTp > Krep cannot be
satisfied simultaneously, such that Krep ≥ 3. After combining
the results in (i) and (ii), the corollary can be proved.

APPENDIX C
PROOF OF PROPOSITION 3

The exact ASEP of both NCK-SCMA and K-SCMA are not
tractable, the upper bound under SUEP is used for comparison.
Without loss of generality, let us first consider the case when
the DO of NCK-SCMA can be written as Gd = dµKeq .
The ASEP of K-SCMA can be obtained immediately by
substituting (7) into (19), which can be written as:

Ps,k ≲ P̃s,k =
1

M
Γ (Krepdµ, N0)

M(M−1)∑
i=1

ρ
Krep

i , (45)

where P̃s,k is the upper bound of Ps,k under SUEP, ρi =∏K
k=1 ∆

−2
j,k . On the other hand, note that the ASEP of NCK-

SCMA is mainly determined by part I in (20). Thereby,
as for the ASEP of NCK-SCMA, let us first define δi =∏V
vα=1 ∆

−2
j,vα

, then we can have:

Ps,nck ≲ P̃s,nck

(a)
=

1

MTp

MP̃s,k + Γ (Gd, N0)

|A|−M(M−1)∑
i=1

δi


(b)
>

1

MTp

(
MP̃s,k +

1

3
Γ (Gd, N0) (|A| −M(M − 1)) (δ + δ∗)

)
(c)

≥ M1−Tp P̃s,k + 2MΓ (RinTp, N0) (M
Tp−1 − 1)δmin,

(46)
where (a) follows from the fact that the DOs of NCK-SCMA
and K-SCMA are the same, and thus

∑M(M−1)
i=1 ρ

Krep

i can be
a part of the summations in

∑
Xj,Vα

∑
X̂j,Vα

∏Gd

vα=1 ∆
−2
j,vα

; (b)
results from the ASEP performance of NCK-SCMA is mainly
determined by the terms that δi > 1. This can be attributed
to the fact that for those δi < 1, δi ≪ 1 holds, especially
when the DO is large; (c) is obtained by noticing that |A| −
M(M − 1) = (MTp(Tp +1)−M)(M − 1) is obtained when
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Keq = RinTp, and defining δmin = min (δ, δ∗), where δ and
δ∗ are the δi > 1 under the condition that unimolar codebook
is utilized. A lower bound of P̃s,nck is hereto obtained, and
thus we only have to prove that the lower bound of P̃s,nck
is higher than P̃s,k. Let us assume that P̃s,nck > P̃s,k, by
substituting (46) into the inequality, and after some algebra
manipulations, we have:

2M

(
Tp

1−M1−Tp
+ 1

)
δmin >

M(M−1)∑
i=1

ρ
Krep

i (47)

It can be easily spotted that the inequality holds. This com-
pletes the proof.
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