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A B S T R A C T

In this paper, we compare two different approaches to estimate the credit risk for small- and mid-sized
businesses (SMBs), namely a classic parametric approach, by fitting an ordered probit model, and a non-
parametric approach, calibrating a machine learning historical random forest (HRF) model. The models are
applied to a unique and proprietary dataset comprising granular firm-level quarterly data collected from a
European investment bank and an international insurance company on a sample of 464 Italian SMBs over
the period 2015–2017. Results show that the HRF approach outperforms the traditional ordered probit model,
highlighting how advanced estimation methodologies that use machine learning techniques can be successfully
implemented to predict SMB credit risk, i.e. when facing high asymmetries of information. Moreover, by using
Shapley values, we are able to assess the relevance of each variable in predicting SMB credit risk.
1. Introduction

The determination of corporate credit ratings and credit risk is a
key topic that has alimented the academic debate both theoretically
and empirically and has extreme relevance for the industry and the
regulatory and supervisory bodies in the financial system as it is a
tool to ensure the allocational efficiency of financial markets and
intermediaries [3–5].

The determination of corporate ratings is particularly challenging
for small- or mid-businesses (SMBs) that are mostly unlisted. SMBs
indeed represent a large segment of the corporate market in several
economies, especially in the European context, and they are gener-
ally subject to relevant asymmetries of information that make the
estimation of accurate credit ratings more difficult.

In this context, many scholars have investigated the opportunity to
use alternative sources of information, also including soft information
derived from intensive relationship banking [6–8], whose importance
also has been acknowledged by regulators.1 Soft information, how-
ever, might not be always effective in improving lending activity by

∗ Correspondence to: Department of Economics and Management, University of Pavia, Via San Felice 5, 27100 Pavia, Italy.
E-mail address: alessandro.bitetto@unipv.it (A. Bitetto).

1 Indeed, since the introduction of the internal ratings-based (IRB) approach, banks are allowed to include qualitative soft information when assessing corporate
credit risk [1,2].

banks [9] and it cannot be easily transferred in especially complex
organizations [10–15] and this advocates the need to find alternative
solutions to exploit hard information to obtain to more accurate credit
ratings also for informationally opaque SMBs.

Over time, the technological and methodological advancements
in the models determining credit risk and credit rating allowed the
inclusion of sophisticated AI techniques to improve credit rating accu-
racy, which however might suffer from limited explainability. Except
for a few studies implementing alternative methodologies [16–18],
the literature has been mainly focused on the types of information a
financial intermediary should use in assessing SMB credit risk. To date,
limited evidence is provided on the opportunity to employ Explainable
AI methodologies to estimate SMB credit ratings and few studies per-
form a comparison of classic parametric and machine learning (ML)
approaches.

To fill this gap, this paper has the objective to provide a comparison
between two alternative approaches to estimate SMBs credit ratings:
on one side, we use a classic parametric approach, namely an ordered
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probit model; on the other we employ a non-parametric approach,
namely a machine learning Historical Random Forest (HRF).

Our objective is to provide validation of ML techniques in the
estimation of SMB credit ratings, especially in the presence of limited
information. In this regard, we add to the existing studies by testing
and comparing the performance of parametric versus non-parametric
methodologies. However, differently from the extant literature, this
paper is the first one that applies a Historical Random Forest (HRF)
approach, that is – so far – the only approach able to treat the dynamic
nature of time series. By doing so, hence, we are able to compare tradi-
tional and ML techniques in the ‘‘pooled’’ and ‘‘historical’’ dimensions.
Moreover, we further contribute by assessing the relevance of each
variable to predict SMB credit risk, through the use of Shapley values.

To reach our research objective, we employ a unique and propri-
etary dataset comprising granular firm-level data on a panel of Italian
SMBs over the period 2015–2017 for which we match financial and
economic data from the Bureau van Dijk Orbis database.

Our research question represents a matter of concern to policy-
makers since inaccurate credit risk measurement could threaten the
stability of the banking sector, undermining the pivotal intermediation
role played by banks in the economy in efficiently allocating resources
to the most promising businesses. This assumes even greater relevance
in light of the current COVID-19 crisis. Indeed, in periods of financial
distress, an accurate credit risk assessment would allow banks to better
forecast ex-ante corporate default probability.

The remainder of the paper is structured as follows. In Section 2
we review the existing literature, highlighting the novelty and the
contribution of our approach. In Section 4 we present the empirical
methodology, that relies on the comparison of a traditional probit
model and of the historical random forest, chosen as the most appropri-
ate ML technique in this specific framework. In Section 3 we describe
the dataset construction, the sources used and the key variables em-
ployed in the analyses. In Section 5 we present and discuss our main
results and compare the two methods employed. Finally, in Section 6,
we discuss the limitations of our studies and provide hints for future
research, while in Section 7 we draw our conclusions.

2. Related literature and contribution

Within the existing literature, the application of alternative method-
ologies for estimating SMB credit ratings, such as data mining tech-
niques, tree-based methodology, AI [19–21] or other hybrid meth-
ods [22,23] have become relatively widespread ([24] for a detailed
discussion). More recently, the latest wave of digitalization in financial
markets, i.e., Fintech, has contributed to unprecedented technological
development and an increase in the number and variety of new statis-
tical methodologies applied to the financial sector. Indeed, banks have
started to explore the implementation of advanced estimation tech-
niques for SMB credit risk evaluation, although the adoption of machine
learning and AI algorithms is still not fully permitted by regulators [25–
27]. As a matter of fact, machine learning (ML) techniques can in-
troduce biases in lending behaviour at the risk of financial inclusion
and may entail issues related to consumer protection, ethics, privacy,
and transparency in the eyes of supervisors and policymakers [28,29].
Indeed, ML results can be harder to interpret and explain to the
various stakeholders [30–32]. Therefore, SMB credit rating estimation
has gained renewed attention lately, also thanks to the availability of
new statistical techniques and different data sources that complement
the basic information available on SMBs to reach a more accurate
assessment of SMB credit risk.

On the one hand, we start from the existing literature and follow
a path of continuity with [16–18,33] in terms of comparison between
two types of default forecasting techniques, i.e., statistical (parametric
approach) and ML models (non-parametric approach). Moscatelli et al.
[17], using data on financial and credit behavioural indicators for
Italian non-financial firms, present better forecasting performance with
2
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the employment of ML models, although this gain is minimal when
high-quality information, i.e., credit behavioural features, is added to
training data and becomes negligible if the dataset is small. Overall,
their results suggest that the ML-based credit allocation rule results
in lower credit losses for lenders. [16] apply Random Survival Forests
to compare their relative performance to a standard logit model and
find that, while the latter outperforms the former in terms of out-
of-sample accuracy, the opposite holds for in-sample accuracy. More
recently, an array of machine learning methods has been compared
to logistic regression by [18]. The findings of the authors suggest that
ML models perform especially well when information is limited. [33]
offer a theoretical framework for the correct comparison of the two
alternative models fitting through a modified resampling scheme.

On the other hand, we depart from the existing studies and provide
a novel contribution to this stream of literature along three dimensions.
Firstly, we extend [17] data comparison in terms of model discrimina-
tory power by making use of granular micro-level data collected from
a European investment bank and an international insurance company.
Secondly, while previous studies have applied static credit scoring
models to analyse the key determinants of firm credit ratings, we apply
a static (or pooled) and a historical modelling framework. Specifically,
historical models are introduced to analyse persistence in credit rating
and compare the predictive power of the two approaches, i.e., ordered
probit and Historical Random Forest (HRF). Thirdly, the lack of explain-
ability in models with high prediction performance, i.e. ML models,
has been addressed with an innovative model-agnostic interpretation
approach of results known as SHAP (SHapley Additive exPlanations).
Specifically, as reported in previous works [16], while permutation
feature importance helps in making comparisons among features easily,
it does neither show how much each feature weights nor identify
the impact of features with medium permutation importance. In this
regard, the Shapley explainer is crucial to correctly understanding the
positive or negative contribution of a feature value to the difference
between the actual and the mean prediction. This contribution extends
the notion of permutation feature importance and SHAP to a pooled and
historical setting for an ordered probit model and Historical Random
Forest (HRF) approach.

3. Data

The dataset employed in this paper is derived by a proprietary
dataset on 464 SMBs made available by a European investment bank
which plays a leading role in the niche of revolving trade receivables’
securitization programmes.2

We gain access to securitization variables (hereinafter referred to as
SEC variables) from the investment bank, including the credit rating.
The credit rating is provided by an insurance company in the process
of the securitization programme and includes not only balance sheet
information but also private information (soft information) that the

2 The European investment bank represents the investment bank of a large
ultinational European banking group, with total assets of 646 billion euros,
total market capitalization of about 50 billion euros and subsidiaries in

welve central-eastern European and Mediterranean countries. In the home
ountry, the group has 14 affiliated banks and about 4500 branches covering
market share of about 15% in the loan and deposit markets. In particular,

he investment bank offers products and services in the home country through
network of Corporate Offices, coordinated by Territorial Areas, and relation-

hip structures dedicated to Financial Institutions. Abroad, the investment bank
s present in more than 20 countries, supporting the cross-border activities of
oth the bank’s national and international clients, with a specialized foreign
etwork consisting of Branches, Representative Offices and Subsidiaries that
arry out corporate and investment banking activities. It can be assumed,
herefore, that possible bank-specific idiosyncratic issues that may characterize
he single banking organization are mitigated by the representativeness and
eographical scope of the bank.
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Fig. 1. Rating evolution over time.
insurance company is able to collect via different methods, including
onsite inspections and special investigation teams. Overall the final
rating assigned is the result of different sources of data and knowl-
edge acquired by the insurance company (i.e., partnerships, registered
payment defaults, credit reference agencies, accounting data, payment
performance data, and network of risk information).

The insurance rating assigned to each SMB is categorized on a
numeric scale ranging from 2 to 9 according to the given firm credit
risk. The higher the number, the worse the credit rating. Credit rating
evolution over time is shown in Fig. 1, highlighting an overall persistent
behaviour for all classes of risk. SEC data is available for a total of 10
quarters (from Q1 2015 to Q2 2017).

Besides, we complement the information obtained by the European
investment bank, by collecting accounting information by matching
the company on the Orbis database, developed by Bureau Van Dijk
(a Moody’s Analytics company). Balance sheet and economic data are
retrieved for the same period, but show an annual frequency, due to
the nature of the balance sheet information (hereinafter referred to as
BS). Annual values are hence repeated over all quarters of each year to
mimic the frequency of the SEC variables.

We furthermore collected NACE Rev. 2 Codes, to classify firms’ main
sector (NACE) and main division (Industry). Geolocalization variables
have been extracted through Google Maps API and have been linked
to each SMB in the dataset to control for unobserved heterogeneity in
the given SMB’s industry and location. Table 1 reports the definition of
the variables used in the empirical analysis. The variables are chosen
according to past empirical literature that identifies the main drivers of
firms’ creditworthiness and that influence companies’ capital structure.
For instance, firms with higher profitability, higher revenues, better
efficiency scores, stronger asset or employment growth, and higher
capital ratios tend to be more robust to shocks and have a lower
probability of default [34–36]. Table 2 shows the main descriptive
statistics.

The final dataset consisted of 464 firms and 21 variables, 6 SEC
and 15 BS, and was then treated according to an unbalanced panel
data structure, resulting in 3009 rows. The final dataset is the result
of a data cleaning process, removal of missing observations3 Dummy

3 We removed firms with more than 10% of missing variables and firms
with null securitization data. The remaining missing values were imputed
through the strategy reported in Appendix B and the removal of highly
correlated variables before running the empirical analysis according to the
value of the Variance Inflation Factor (VIF).
3

and categorical variables distribution by each rating is reported in
Table 3. The geographical distribution of SMBs is shown in Fig. 2.
It clearly appears that we have SMBs spread all over the territory
under of the country under investigation, moreover the majority of the
Manufacturing firms is located in the North while wholesale and retail
trade ones are more homogeneously diffused on the territory.

4. Methodology

With the aim of comparing traditional parametric models with
Machine learning methods, we describe the chosen methodologies em-
ployed in the paper. First, we clarify that, given the longitudinal nature
of the data, a comparison of models has been performed along two
dimensions: a pooled (or static) versus a historical framework tested both
in a parametric and a non-parametric context.

In the pooled setting the target rating at time 𝑡 is regressed on BS
and SEC variables at the same time 𝑡, whilst in the historical setting
both target and independent variables at time 𝑠, with 𝑠 < 𝑡, are added
as additional regressors.

The target rating in our framework can take any integer value from
2 to 9, where 2 is the score associated with the lowest credit risk. The
target variable has been firstly modelled through the following pooled
ordered probit model:

𝑦𝑖𝑡 = 𝐗𝑖𝑡𝛽 + 𝛼𝑖 + 𝜖𝑖𝑡,

where 𝑦𝑖𝑡 ∈ [2, 9] is an observed index of credit quality for the 𝑖th firm
at 𝑡th quarter, 𝑖 = 1,… , 𝑁 and 𝑡 = 1,… , 𝑇 , 𝐗𝑖𝑡 indicates a vector 1 × 𝑘,
where 𝑘 = 21, of explanatory variables for 𝑖th firm at time 𝑡, 𝛽 is a
𝑘×1 vector of unknown parameters to be estimated, 𝛼𝑖 is a firm-specific
and time-invariant component and 𝜖𝑖𝑡 is the disturbance term which is
assumed to be normally distributed.

Given the ordinal nature of the target variable, an ordered probit
has been selected as the parametric model and the Random Forest,
including its historical version, as the non-parametric one.

Several studies pointed out that rating changes tend to exhibit
serial correlation [37,38] and that agencies seem to be slow to react
to new information [39]. Therefore, the model has been extended to
the historical framework, adding the delta values of the dependent
variable, that is the difference between the current quarter (or year)
and the previous one. The resulting model can be interpreted as a
first-order Markov process and, following [40–42], is defined as:

𝑦 = 𝑋 𝛽 + 𝛥𝑦 𝛾 + 𝛼 + 𝜖 ,
𝑖𝑡 𝑖𝑡 𝑖𝑡 𝑖 𝑖𝑡
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Table 1
List of final variables.
Variable Description

Rating Rating score, 3 means low risk
Purchase Accounting of Cash and Credit purchases
Current liabilities Company’s debts or obligations that are due to be paid to creditors

within one year
Delinquency Dummy variable equal to 1 if the firm misses a scheduled payment

on an invoice, otherwise equal to 0
EBIT Company’s net income before income tax expense and interest

expenses are deducted
Collections Amount of invoices currently sold to the bank
Liquidity Company’s ability to pay off current debt obligations without

raising external capital
Outstanding Amount of securitization transactions in which the borrowing firm

is involved, expressing its economic exposure in logarithmic scale
(base 10)

Turnover Annual sales volume net of all discounts and sales taxes in
logarithmic scale (base 10)

LT Debt Debt with maturities greater than 12 months
New Receivables Monetary amount of receivables sold to the bank with respect to a

given borrowing firm at the current invoices’ transfer
Profit Margin Percentage of sales turned into profits
Profit per employee Net Income for the past twelve months (LTM) divided by the

current number of Full-Time Equivalent employees
ROA Net income divided by total assets
ROE Fiscal year net income divided by total equity
Solvency_A Firm’s capacity to meet its long-term financial commitments
Tangibles Assets that have a physical value
Working Capital Difference between a company’s current assets and its current

liabilities
Delinquency Severe Dummy variable equal to 1 if Delinquency is larger or equal than

+2 standard deviations from the mean of all clients
Delinquency 90 Dummy variable equal to 1 if Scaduto90 (i.e., payments overdue by

more than 90 days evaluated on average by ID) is larger than 0,
otherwise equal to 0

NACE Statistical Classification of Economic Activities in the European
Community

Region Geographical macro-areas
q
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Table 2
Main descriptive statistics of numerical variables employed.

Variable Mean Stdev Median Minimum Maximum

Rating 5.1091 1.2443 5 2 9
Purchase 1.4914 0.9555 1.3062 0.0168 6.4811
Current liabilities 0.5480 0.1996 0.5457 0.0383 2.0324
Delinquency 0.0162 0.1043 0 0 1
EBIT 0.0485 0.0881 0.0400 −1.4438 0.6867
Collections 2.7146 90.7025 0.7687 0 5520.7044
Liquidity 0.0104 0.0078 0.0091 0.0008 0.1594
Outstanding 4.1590 1.9485 4.6758 0 7.1786
Turnover 4.5325 0.8341 4.4351 2.8520 6.9362
LT Debt 0.0911 0.1035 0.0540 0 0.5163
New Receivables 0.2060 0.2355 0.1634 0 1
Profit Margin 0.0240 0.0643 0.0174 −0.7288 0.5611
Profit per employee 0.0047 0.0502 0.0004 −0.0178 1
ROA 0.0318 0.0887 0.0210 −0.3528 1.9188
ROE 0.0822 0.6385 0.0831 −13.7168 9.7300
Solvency_A 0.2834 0.1843 0.2468 −0.7866 0.9333
Tangibles 0.2477 0.1931 0.2121 0 0.9797
Working Capital 0.1372 0.2414 0.1195 −1.7193 1.0661

where 𝛥𝑦𝑖𝑡 = 𝑦𝑖𝑡 − 𝑦𝑖(𝑡−1) indicates the 𝑖th firm difference of rating
between two consecutive quarters, 𝛾 represents the parameters linked
to that difference.

Both pooled and historical version of model have been implemented
using R package oglmx [43].4

Random forest (RF), introduced by [44], is a non-parametric learn-
ing method based on the ensemble of decision trees, which represents
one of the state-of-the-art machine learning methods for prediction and
classification [45]. The pooled version of the model uses the classic

4 https://cran.r-project.org/web/packages/oglmx/index.html; last access
9th May 2023.
4

1

implementation of RF where the target variable 𝑦𝑖𝑡 of the 𝑖th firm at
uarter 𝑡 is predicted by the dependent variable 𝑋𝑖𝑡 as described in
he probit model. Given the ordinal nature of the target variable, the
lassification version of RF has been considered. The historical version,
RF, makes use of flexible summary functions that capture the time-
ependency for each variable, without the explicit use of lags or deltas.
detailed description of the algorithm is reported in Appendix A.1 and

he model has been implemented by the R package htree [46].
In order to evaluate the performance of both models and to select

he optimal subset of variables of the probit model, a set of evaluation
etrics has been taken into consideration. First of all the confusion
atrix has been used to assess the accuracy of the prediction of each

ating class and the 𝐹1-score was selected as an aggregated metric.5
Validation of model performances and train/validation set splitting

f the data have been evaluated with a variable-length rolling-window
emporal approach.6

5 The difference of performances on train and validation set must be min-
mized when tuning the hyperparameters so that overfitting can be avoided.
herefore, a weighting adjustment on the 𝐹1-score has been selected among

the following:
∙ 𝐹1ratio = 𝐹1test +

𝐹1 test
𝛥𝐹1 train-test

∙ 𝐹1harmonic =
2

1
𝐹1 test

+ 1
𝛥𝐹1 train-test

∙ 𝐹1cross-entropy = −𝐹1
𝛾
testlog(1 − 𝐹1test) − (1 − 𝛥𝐹1train-test)𝛾 log(𝛥𝐹1train-test), 𝛾 ≥ 1

The most efficient weighting resulted to be 𝐹1cross-entropy with 𝛾 = 4.
6 In particular, given that the maximum number of available quarters is 10

nd the non-constant number of total quarters for each firm, a validation set
f the 2 most recent quarters and a train set of all remaining quarters have
een chosen. As the minimum number of available quarters for each firm is 7
nd the minimum number of observations in each train set has been fixed to

0, the final number of folds used in the cross-validation is 4.

https://cran.r-project.org/web/packages/oglmx/index.html
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Fig. 2. Geographical distribution of firms, generated with R package mapview.
A comparison of all the fitted models has been considered in terms
of variables’ predictive power, using two relevant state-of-the-art tech-
niques: Permutation Feature Importance (PFI) and SHAP values. Both
methods aim to estimate the importance of each variable determining
the most relevant ones for the prediction.

In the PFI the importance of each feature is evaluated by computing
the gain in the model’s prediction error after shuffling the feature’s
values. A feature is considered relevant for the model’s prediction if
the prediction error increases after permuting its values, otherwise, if
the model error remains unchanged, its contribution is not important.

Shapley values represent the marginal contribution of each feature
to the prediction of a given data point. The feature values, for instance,
𝑥 behave like players in a game where the prediction is the payout (see
Appendix A.2 for further details). Among the advantages of Shapley
values over the other methods, in the first place, there is the efficiency
property, i.e., the difference between prediction and average prediction
is fairly distributed among features. It is important to remark that the
SHAP values have been computed for this multiclass problem in order
to investigate, for each class, how the predictors bring up or down the
probability of belonging to a certain class, compared to the average
probability of this class for the full data.

5. Empirical analysis

In this section, a comparison of the classification performance of
models along three dimensions is presented. As introduced in Sec-
tion 4, models have been distinguished according to pooled versus
historical framework, parametric versus non-parametric approach and
BS vs SEC set of predictors. Model evaluation has been made in
terms of macro-averaged 𝐹1-score on both in-sample and out-of-sample
predictions.
5

5.1. Model evaluation

A set of evaluation metrics has been used in order to obtain an
optimal combination of hyperparameters (RF model) and variables (PB
model). Respectively, 𝐹1 cross-entropy7 metric has been maximized
during the cross-validation phase to avoid overfitting; Akaike Informa-
tion Criterion (AIC) has been minimized during best subset selection to
obtain a stable function of predictors.

Table 4 shows the optimal hyperparameters set and the selected set
of predictors with reference to both the BS and SEC sets of predictors.
Based on the shown model architecture, a summary of classification
performance with regards to both the training and validation sample is
shown in Table 5.

𝐹1-score with regards to RF (historical) can be highlighted as the
lowest ones for both BS and SEC set of predictors, even if the distinction
is more evident for the latter set of variables. Predictors’ history seems
to be necessary for a correct classification of insurance credit risk.
Historical RF outperforms the other estimated models, with around
90%–70% 𝐹1-score respectively on train and test set for BS set of
variables and 70%–50% 𝐹1-score for SEC set of variables. As expected
given the lower number of predictors, lower performance is reported
by the SEC set of variables.

5.2. Model explanation

In this section, the explainability capabilities of both HRF and PB
have been compared using PFI and SHAP values. In the first case,

7 See note 5.
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Table 3
Frequency table of categorical variables employed.

Variable Description Value Frequency

Delinquency Severe Payment behaviour
(missed scheduled
payment,
0=no, 1=yes)

0 2791

1 125
Delinquency 90 Payment behaviour

(payments overdue by
more
than 90 days, 0 = no, 1 =
yes)

0 2043

1 873
NACE (reference
category
= Manufacturing)

Wholesale and retail trade;

repair of motor vehicles
and motorcycles

0 2217

1 1056
Accommodation and
food service activities

0 1500

1 1773
Agriculture, forestry
and fishing

0 2953

1 320
Other 0 3194

1 79
Region (reference
category
= North-East)

North-West 0 2194

1 1079
Center 0 2357

1 916
South+Islands 0 2583

1 690

the predictive power of each feature has been evaluated whilst, in
the second one, more complex relationships have been investigated
through SHAP values. According to classification performance, fea-
ture importance figures with reference to the best statistical model
(historical RF) for the two sets of variables have been reported in Fig. 3.

With regards to PFI, relative importance has been computed as
the difference between the original and the permuted 𝐹1-score then
averaged and normalized over the sum of the absolute values of all
the obtained permutation metrics. This procedure results in a range
of values between 0%–100%, with a negative score when a random
permutation of a feature’s value results in a better performance metric
and high importance score when a feature is more sensitive to random
shuffling, i.e., it is more ‘‘important’’ for prediction. In the process of
selecting the most important predictors, the features are considered,
individually, in terms of relative importance ranking and, on an ag-
gregated level, in terms of the total percentage of relative importance
carried by the features in the top position. Related figures are presented
on a macro-level (aggregated for all Rating classes).

PFI helps to easily make comparisons between features but it does
not tell how each feature matter and does not allow the identification of
the impact of features with medium permutation importance. The Shap-
ley explainer is crucial to correctly understand why a model predicts
a given class for a given ID on a given period (single row-prediction
pair), since it goes through the input data, row-by-row and feature-by-
feature, changing its values to identify how the base prediction differs
holding all else equal for that row and, as a consequence, explains how
this prediction was reached. The contribution of each variable towards
the single row prediction compared to the base prediction for the full
6

data set is called Shapley value (phi). On a multiclass perspective, SHAP
will output a separate matrix for each class prediction for the given row
in order to understand how, for each class, the predictors bring down
or up the probability of belonging to that specific class. The Shapley
values of each feature have been aggregated in two ways based on the
average contribution computed by the feature and grouped according
to rating classes with the aim of investigating how each feature impacts,
on average, the predicted probability of each class compared to the
average probability of this class for the full dataset.

Starting from the BS set of variables, Fig. 3(a) shows the importance
ranking in terms of PFI for historical RF model. Turnover can be
observed in the top position with 22% of relative importance value,
followed by Solvency_A (13%), Profit Margin (9%) and Working Capital
(8.8%) with a lower order of magnitude. On an aggregated level, the
four previous features represent almost the 50% of relative feature
importance over the total of 13 considered predictors. Turnover, Sol-
vency_A and Profit Margin are strictly related to the risk profile of
the investigated firms, since high values for size, liquidity and prof-
itability measures represent a signal of solid financial and operational
performance, increasing the probability of belonging to low-risk classes.
Specifically, high liquidity implies a better ability of the company to
meet its short-term obligations on time, resulting in lower debt and,
consequently risk; associated with a healthy profile, the efficiency of
the management and the annual sales volume as signals of firm ex-
pansion and consolidated business model. Regarding the key indicator
of the financial solvency of the company, i.e., Working capital, an
increment of this metric implies a positive impact on the probability
of belonging to high-risk classes. Higher long and short-term financial
obligations reflect higher debt and, consequently, higher risk. In the
end, it can be concluded that quantitative variables are more important
than qualitative ones, i.e. NACE and Region, since each dummy has a
frequency that affects its importance value.

Furthermore, Shapley values (Fig. 3(b)) confirm previous results,
highlighting the high average contribution of Turnover, together with
Solvency_A, Purchase and ROA. It can be noticed that these features
report higher SHAP value with respect to high-risk Rating class 6.

Following the same computational procedure for the SEC set of
variables, it can be noticed that a relevant role is played by Outstand-
ing (89%), carrying almost all permutation feature importance within
historical RF framework (Fig. 3(c)). Outstanding represents a metric
of economic exposure of the firms under investigation with respect to
securitization transactions in which the borrowing firm is involved.
This metric is directly linked to the level of risk reported by each firm.

SHAP results allow us to grasp the contribution of securitization
variables on each rating class (Fig. 3(d)). The same conclusions can
be reported in terms of the magnitude of feature importance, with
Outstanding on the top of all variables with the highest average impact
on Rating classes. However, Delinquency and Delinquency 90 report
slightly higher metrics compared to the other variables, with higher
SHAP value with respect to high-risk Rating class 6. Also, these vari-
ables represent metrics of economic exposure like Outstanding, but in
terms of missed payments.

5.3. Assessment of differences and robustness checks

Additional checks have been performed to test the robustness of
previous findings, in particular alternative formulation of the target
variable. The latter test attempts to reduce the multiclass problem to
multiple (or single) binary classification problems (one class vs the
others or high-risk vs low-risk class) in order to check the accuracy of
results in comparison to the ordinal formulation of the target variable.

Given the complexity of the classification problem at hand and
the subtlety of the different behaviours that the classifiers exhibit, the
ordinal scale has been converted to a dichotomous variable. Firstly,
a formulation Rating 7 vs ALL has been implemented, resulting in
poor performances given the imbalanced nature of the dataset with

respect to the tails. Then, the target variable has been defined as
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Table 4
Model architecture for BS set of predictors.
Model Version Set Hyperparameters or Selected set of predictors

RF Pooled BS Mtry = 14; Ntrees = 500; Nodesize = 1
SEC Mtry = 5; Ntrees = 10; Nodesize = 100

Historical BS Mtry = 6; Ntrees = 50; Nodesize= 3; Method = ‘‘meanw0’’
SEC Mtry = 4; Ntrees = 141; Nodesize = 89; Method = ‘‘mean0’’

PB Pooled BS Current liabilities + Liquidity ratio + LT Debt + ROA+
Tangibles + Working Capital + Purchase + Turnover + Region + NACE

SEC New Receivables + Outstanding + Delinquency
Historical BS Current liabilities (delta) + Liquidity (delta) + LT Debt (delta) +

Working Capital (delta) +Purchase (delta) + EBIT (delta) + Turnover (delta) + Region
SEC Collections (delta) + Outstanding (delta) + Delinquency (delta)
Fig. 3. Feature importance for RF model (historical). The top row reports results for the BS set, bottom row reports results for the SEC set. The left column reports macro-averaged
relative permutation importance, right column reports SHAP values.
High-risk Rating (class 6 and 7) compared to all the other classes, in
order to check if the models are able to more accurately price risk
and differentiate between lower and higher credit risk borrowers. The
descriptive analysis highlights a balanced distribution of observations
in the two groups for both the considered set of predictors. Overall, the
alternative formulation of the target variable affects positively the SEC
case since the classification metrics are slightly higher (+0.1) compared
7

to the ordinal one. For the other set, the performances are almost the
same, except for the PB case where the metrics are better with the
binary target. The selected set of variables, for the PB model, is the
same and the marginal effects of the binary cases reflect exactly the
duality into the sign of the partial derivatives for the ordinal case
since the threshold that highlights the change of sign is class 6. To
summarize, the binary formulation simplifies the classification problem
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Table 5
Macro-averaged 𝐹1-score on training and test sample for all sets of predictors.

𝐹1-score
Model Version Sample BS SEC

RF Pooled Train 0.919 0.411
Test 0.677 0.342

Historical Train 0.915 0.748
Test 0.736 0.552

PB Pooled Train 0.477 0.325
Test 0.466 0.302

Historical Train 0.478 0.339
Test 0.472 0.324

at hand and results in slightly higher performances together with the
same explainable conclusions as for individual risk.

6. Limitations and future research

Despite the empirical evidence, the research has also some limita-
tions, that we now discuss. First, as highlighted in the Data Section,
we have access to 10 quarters, from Q1 of 2015 to Q2 of 2017.
The dataset employed suffers two main issues: (i) the relatively short
period; and (ii) the period covered. Because of this, our results can be
more easily extended to similar periods, i.e., times of relatively calm
market conditions, with no particular distress in terms of business cycle,
inflation, or economic uncertainty. Results might change, instead, in
times of unstable credit ratings, due to unstable market conditions.
This would represent one possible extension of our paper. Namely,
future studies could test the capability of HRF to predict credit risk also
with rising prices, rising interest rates or external unexpected shocks,
e.g., shocks such as COVID-19 or other major business disruptions, also
due to extreme weather events, favoured by climate change.

Despite the limitations of the dataset, the latter also represents
a value-added to the investigation. Indeed, the dataset obtained by
the European investment bank is not publicly available and allows
us to take an uncommon point of view, i.e., the financial institution
or lender’s point of view. Besides this, the European investment bank
represents the investment bank of a large multinational European
banking group, with total assets of 646 billion euros, a total market
capitalization of about 50 billion euros and subsidiaries in twelve
central-eastern European and Mediterranean countries. In the home
country, the group has 14 affiliated banks and about 4500 branches
covering a market share of about 15% in the loan and deposit markets.
Our results can be therefore extended to a certain extent to other
banks, being our data highly representative of the banking industry.
Additionally, differently from the mainstream literature, our study
investigates a relatively unexplored set of companies, i.e., small- and
mid-sized businesses.

Second, the choice of the machine learning approach. In the paper,
we employ only the Historical Random Forest as an ML technique
in this paper, due to the limited availability of ML methods able to
consider explicitly the panel dimensions. The choice is therefore due to
the will to find a suitable replicable technique able to treat the type of
dataset we have, but future studies could extend the size of the dataset
to make the applicability of neural networks feasible. Other studies
could also be devoted to the development of other ML algorithms able
to integrate the time/panel dimension of the data.

Third, despite having access to the credit rating issued by the
insurance company, we are not able, at this stage, to extract the amount
of soft information available to the financial intermediary. The rating,
in fact, is also the result of onsite inspections and the long relationship
with the customers. Further studies could be devoted to understanding
if and how ML methods are also able to treat the soft information
embedded in credit ratings for SMBs and whether they are suitable
to codify or harden soft information to provide more reliable credit
8

ratings.
7. Conclusions

By employing a unique and proprietary dataset comprising gran-
ular firm-level securitization and accounting data on a panel of 464
Italian SMBs over the period 2015–2017, this paper tests two alterna-
tive approaches grounded in statistical learning and machine learning
frameworks and compares their respective capability in predicting SMB
credit risk. Specifically, we compare a classic parametric approach
fitting an ordered probit model with a non-parametric one, calibrating a
machine learning Historical Random Forest (HRF) approach. Both mod-
els are implemented according to a pooled and a historical framework.
Moreover, we further assess the relevance of each variable to predict
SMB credit risk, through the use of Shapley values.

Our results provide evidence that the Historical Random Forest
(HRF) approach outperforms the traditional ordered probit model in
assessing SMBs’ credit risk. This shows that advanced machine learn-
ing methodologies can be successfully adopted by banks to predict
SMB credit risk, highlighting the opportunity to complement tradi-
tional methods with more advanced estimation techniques that rely on
machine learning.

Our research question represents a matter of concern to policymak-
ers since inaccurate credit risk measurement could threaten the stability
of the banking sector, undermining the pivotal intermediation role
played by banks in the economy. This assumes even greater relevance
in light of the latest COVID-19 crisis. Indeed, in periods of financial
distress, an accurate credit risk assessment would allow banks to better
forecast ex-ante corporate default probability.

This paper paves the way for future and unforeseeable research
in this area. Future extensions of this work could involve not only
applying alternative machine learning methods but also testing whether
the latter could successfully predict and ‘‘harden’’ soft information, thus
eventually substituting for the traditional role of relationship banking
in small business lending.
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