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Abstract

The primary goal of this study is to effectively measure the impact of a severe

random shock, such as the COVID-19 pandemic on aggregate economic activ-

ity in Greece, seven other euro area economies, three Scandinavian countries,

and the United States. The class of linear and quantile predictive regression

models is proposed for the analysis of real gross domestic product (GDP)

growth, and a Bayesian approach for model selection is developed, by using a

computationally flexible Markov chain Monte Carlo stochastic search algo-

rithm that explores the posterior distribution of linear and quantile models,

and identifies the relevant predictor variables. Penalized likelihood regression

models are also implemented to tackle the issue of model selection. The model

confidence set approach is applied and verifies that the selected models identi-

fied by the stochastic search algorithm belong to the set of superior models.

Our analysis confirms that the outbreak of the pandemic had a profound effect

on the economies under study, and reveals that different predictor variables

are able to explain different quantiles of the underlying real GDP growth distri-

bution for analyzed countries, suggesting that the quantile modeling approach

improves the ability to adequately explain real GDP series compared with the

standard conditional mean approach that explains only the average of the rela-

tionship between real GDP growth and several predictor variables.
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1 | INTRODUCTION

The COVID-19 epidemic originated in the Chinese city of
Wuhan in December 2019. Since then, it has spread all
over the world, as 230 countries have reported cases.

Given the wide spread of the pandemic, it is natural that
there are distinct asymmetries in the “life-cycle” of, or,
differential trends in evolution of the epidemic across the
globe. The severity of the situation is clearly reflected in
the underlying numbers; until recently, according to data
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providers, the total number of worldwide reported cases
was around the 550 million level, while more than 6.3
million deaths have been recorded globally. These num-
bers clearly reveal that the COVID-19 pandemic is not
comparable with the SARS (2002–2003) and the Ebola
(2013–2016) epidemics but is more related to the 1918
Global Influenza that killed roughly 40 million people
worldwide and infected one third of the world population
in 1918 and 1919.

In a highly connected and integrated world, the
impact of a pandemic goes beyond just health-related
issues and mortality. Before the successful release of vac-
cines, governments were induced to take unprecedented
measures, such as severe lockdowns, distancing mea-
sures, and even border closures, to control the spread of
the pandemic, bringing global economic activity practi-
cally close to a halt or shutdown. A significant decline in
consumption, production interruptions and, thus, supply
chain disruptions, massive layoffs, and shortages of goods
were some of the repercussions that have already
occurred and been recorded in many economies around
the world.

The combined demand and supply-driven shock has
had a profound impact on both developed and emerging
economies, though not symmetric, as the ultimate effects
were largely dependent on the underlying structure of
each country's economy. At least theoretically, the main
expectation, especially at the outbreak of the pandemic,
was that countries with a larger proportion of so-called
digital economies, that is, with higher digital or digital-
labor intensity, and those that were less reliant on tour-
ism and related sectors would ultimately suffer less. In
practice, as a result of the pandemic, the global economy
contracted by 3.3% in real terms in 2020. This was the
worst rate of contraction in post-war history, far worse
than the recent global recession caused by the Global
Financial Crisis (GFC). The economic impact was the
hardest in the European region, as the European Union
and the euro area real economic activity decelerated by
6% and 6.4%, respectively, while the North American
economy contracted less, by 3.5%. By contrast, in the
Asian Pacific region, real economic activity eked out a
small increase, 0.2%.

An aggregate shock of such magnitude has resulted
in a surge in unemployment; the International Labor
Organization (ILO) initial estimates that 8.8% of working
hours were lost during 2020. The COVID-19 crisis has hit
labor market harder than initially estimated, especially in
the upper-middle and high-income countries. Relative to
2019, total employment fell by 114 million, as a result of
workers becoming unemployed or dropping out of the
labor force. To put these numbers into perspective, with-
out the specific shock, the global economy would have

created an estimated 30 million new jobs in 2020. Taken
together, these losses imply that the shortfall in employ-
ment increased by 144 million jobs in 2020, drastically
absorbing the shortage of employment opportunities that
existed prior to the COVID-19 pandemic. Recurrent
waves of the pandemic around the globe caused working-
hour losses to remain high in 2021, as they led to a short-
fall in total working hours of 4.8% in the first quarter and
fell slightly to 4.4% in the second quarter of 2021. Europe
was once again one of the worst-affected regions, with
estimated working-hour losses in each case exceeding 8%
in the first quarter and 6 per cent in the second quarter
of 2021, according to the ILO. In the United States alone,
initial jobless claims surged to unprecedented numbers
by the end of April 2020.

One of the most prominent questions regarding the
repercussions of the pandemic on the global and also on
individual country economies is the direct impact of
social distancing policies on the real economy, as well as
on agents' expectations. As the pandemic affects almost
every aspect of social activity, the underlying spillover
effects play a critical role. Tighter lockdown and social
distancing measures imply lower economic activity, as
activities that require face-to-face interaction and/or
some type of mobility are progressively restricted or cur-
tailed. The expectation is that lockdown metrics should
be closely related to various measures of underlying eco-
nomic activity. More specifically, the main expectation is
that the stricter the measures, the higher the impact on
economic activity, as reflected in leading, coincident, and
lagging economic indicators.

The primary goal of this study is to effectively mea-
sure the impact of an extreme shock, such as the COVID-
19 pandemic, on aggregate economic activity in Greece
and seven other euro area countries, namely, Belgium,
Finland, France, Germany, Italy, the Netherlands, and
Spain. For comparison reasons mainly, three Scandinavian
countries, Denmark, Norway, and Sweden, as well as
the United States, are included in the underlying analy-
sis. More specifically, the standard linear and quantile
regression methodologies are employed to explore the
ability of several factors to capture the aggregate shock.
The use of the quantile regression framework is rather
interesting, in order to identify the type of factors that
affect the real GDP (RGDP) growth distribution at
different points. In addition, the specific framework
enables one to determine whether the estimated param-
eters of the model change across the different quantiles
of the GDP growth distribution. It is anticipated that
the use of predictive quantile regression models will
allow us to better capture the dynamic nature and non-
linear characteristics of the underlying economic series.
This class of models permits the dynamics of the RGDP
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growth to be asymmetric and different across quantiles
of the conditional distribution, especially between the
median and the tails of the distribution.

Several model selection methods are used in the anal-
ysis. First, a parametric approach to inference based on
the likelihood function and certain information criteria is
followed. Second, a Markov chain Monte Carlo (MCMC)
stochastic search algorithm, within the Bayesian frame-
work/methodology, is developed, which explores the
model space in an efficient manner and provides linear
and quantile regression models along with their posterior
probabilities. As a result, inference can be based on the
most probable (MP) model, or a subset of MP models,
weighted by their (normalized) posterior model probabili-
ties. The latter approach takes into account model
uncertainty, which may be important when different
competing models score equally well, or, in cases, where
the underlying history of the data is short, as in the case
of quarterly RGDP growth series. Another advantage of
the proposed algorithm is that it enables the analysis
of datasets with high dimensionality regarding the num-
ber of factors or predictor variables. In such cases, ana-
lytic computation of different information criteria or of
the posterior probabilities of each possible model may be
computationally prohibitive.

For robustness reasons, the best subset regression
approach, an automated procedure used in model build-
ing to identify a useful subset of predictors that explores
all possible subsets of predictor variables included in the
regression models, is also applied in our analysis. In addi-
tion, penalized likelihood regression models such as the
ridge, the elastic net, and the least absolute shrinkage
and selection operator (LASSO) regularization techniques
are implemented to tackle the issue of model selection.
These techniques are penalized maximum likelihood
(ML) or least-squares methods that impose shrinkage to
the regression coefficients and allow for automatic vari-
able selection. Last, the model confidence set (MCS)
approach of Hansen et al. (2011) that allows the identifi-
cation of a subset of superior models containing the best
model(s) at a given level of confidence confirms that the
MP regression models selected by the Bayesian stochastic
search algorithm belong to the set of superior models.

The contributions of this work are several. First, we
propose modeling the entire distribution of RGDP growth
using the quantile regression modeling approach. Second,
we propose a Bayesian approach to model selection for
conditional quantile regression models based on a sto-
chastic search algorithm that explores the model space
and provides posterior model probabilities, and therefore
is able to account for model uncertainty. Third, we carry
out an extensive empirical analysis to explore several
aspects of RGDP growth for a variety of economies/

countries by comparing different model selection strate-
gies/techniques and also by investigating the differences
between the quantile regression and the conditional
mean approach. Finally, we show that the quantile
regression approach and the Bayesian methods provide a
more powerful framework for modeling GDP growth
series.

Several important results emerge from our analysis.
First, the primary conclusion of the underlying analysis
is that the outbreak of the COVID-19 pandemic has had
a profound impact on the real economic activity of
Greece and the rest of the countries under study. The fac-
tors that proxy the state and spread of the pandemic
show up in all critical models and overshadow the
explanatory, deterministic, and predictive ability of other
economic and/or financial variables to explain and/or
predict the variation of RGDP growth. Second, the results
indicate that the exposure of the estimated parameters is
asymmetric at different states of real economic activity,
that is, during periods of economic expansion (periods
when RGDP growth is positive) versus periods of eco-
nomic contraction (periods when RGDP growth is nega-
tive). This study, therefore, highlights the asymmetric
non-linear features of RGDP growth, as well as the
importance of taking them into account when analyzing
macroeconomic time series, and may provide useful
insights to policy makers. Third, we have found strong
evidence for model uncertainty in all regression models
considered for GDP growth series, which suggests that
model averaging or combination of forecasts may be a
more appropriate approach for the prediction of GDP
growth series.

The remainder of the paper is organized as follows.
A literature review is presented in Section 2. The econo-
metric model specifications are introduced in Section 3,
and a Bayesian approach to inference for model selec-
tion/comparison is presented in Section 4. Section 5
features the empirical application and illustrates the pro-
posed models using economic data. Finally, Section 6
concludes.

2 | LITERATURE REVIEW

The task at hand is to come up with a framework that
can identify changes in the business cycle and capture
expansions and contractions in an effective manner and
incorporate the devastating impact of the recent pan-
demic. In the existing literature, there are two broad
approaches in nowcasting and forecasting business
cycles; the first is through the use of continuous models
that forecast aggregate macroeconomic variables, such as
economic growth, usually through the application of
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hidden Markov models, mixed data sampling (MIDAS)
models, vector autoregression models (mixed frequency,
Bayesian, MIDAS), while the second concentrates on the
prediction of different macroeconomic regimes or states
typically through the use of binary Probit/Logit models.
Early studies using Probit/Logit models include Canova
(1994), Dueker (1997), and Estrella and Mishkin (1998),
while hidden Markov models have been implemented in
Hamilton (1989), Hamilton (1990), Hamilton and Perez-
Quiros (1996), Marsh (2000), Banachewicz et al. (2008),
Pinson and Madsen (2012), and Nguyen (2018). More
recently, there has been quite some interest in applying
machine learning algorithms in economic activity and
recession forecasting; see, for example, Vrontos et al.
(2021) and the references therein.

Barua (2020) attempts a theoretical mapping of the
potential impact of a pandemic in the context of a single
country. The mapping assumes different waves of effects
over time, either shorter or longer term, and either con-
current or sequential unraveling. In the first wave, the
temporary shutdown of production and general busi-
nesses, results in a decline in production. As the pan-
demic spreads, the foreign demand for an economy's
goods and services declines substantially, which in turn
depresses production further, potentially creating a situa-
tion termed supply–demand doom by Fornaro and Wolf
(2020). Lower production and supply exhibit knock on
effects to the global supply chain that is also affected by
the likely suspension of international transport and logis-
tic channels. Moreover, the production and supply chains
are disrupted further, if and when there is limited or no
human mobility both domestically and internationally, as
restrictions and border closures are gradually imposed.

Diebold (2020) shows that the collapse in economic
activity during the early phases of the pandemic was
reflected in the collapse of the Aruoba–Diebold–Scotti
(ADS) index of business conditions (Aruoba et al., 2009).
The ADS index of business conditions are designed to
track US real economic activity at high frequency. Die-
bold comments that the specific index recorded a signifi-
cant drop, more than five times compared with that of
any other economic recession since 1960 and concludes
that the pandemic led recession is the deepest and likely
the shortest on record. Interestingly, he shows that there
is a significant negative correlation between the ADS
index and a proxy indicator for new COVID-19 cases,
namely, the number of deaths led by 20 days.

Konig and Winkler (2020) explore the impact of man-
datory and voluntary distancing related to the pandemic
on the evolution of GDP in forty six countries. They use
the Oxford University Stringency Index to measure the
magnitude of mandatory distancing and the fatality rate
to measure voluntary distancing. They find that changes

in mandatory distancing enforced by governments
around the globe, are critical drivers of GDP growth over
the first two quarters of 2020. In addition, they show that
voluntary distancing measures also impact cross-country
differences in GDP evolution, and countries that are
more exposed/vulnerable to developments/restrictions
abroad, proxied by tourism exposure and trade openness.

Foroni et al. (2022) consider various methods to
improve the economic growth nowcasts and forecasts
obtained by mixed-frequency MIDAS and Unrestricted
MIDAS models with numerous indicators during the
COVID-19 crisis and recovery period. Their goal is to
consider simple methods that can improve predictability
specifically during the COVID-19 crisis and recovery
period. The performance of nowcasting models during
the GFC could be informative, which is indeed what they
detect empirically, at least for the first quarter of 2020.
Similar findings emerge when the analysis is conducted
for the other G7 countries. Specifically, they find that the
drop in GDP growth in the first quarter of 2020 is
expected to be particularly severe in France, Italy, and
the United Kingdom, limited in Japan, and less so in
Germany. Last, they report similar results for US private
investment.

A novel approach is that of Makridis and Hartley
(2020) that use the digital-labor intensity of each sector/
industry to quantify the varying effect of the pandemic
across sectors. The intensity is defined as the share of dig-
ital workers within each industry. Their core assumption
is that each sector will remain “productive” in direct pro-
portion to their degree of digitalization because at least
that portion of their workforce can continue working
from home and contribute services that do not depend as
much on in-person interactions. They estimate a 5%
decline in US RGDP growth for every month of partial
economic shutdown. Moreover, they show that countries
with a larger share of workers in non-tradable sectors are
also more heavily affected because those sectors are less
diversified and more exposed to local shocks.

Apart from the academic literature, there are numer-
ous original practitioner efforts to quantify the impact of
social distancing and restrictive measures on economic
activity. A primary example is Goldman Sachs' (GS's)
series of global, regional, and country-specific Effective
Lockdown Indices (ELI). To create an objective metric,
GS's research team combined the government response
stringency index created at Oxford University and Google
mobility reports into a single index that should reflect
policy response and ultimate citizen behavior. The first
component proxies a “virus policy” measure, while the
Google mobility data proxy a “social distancing” measure.
The expectation is that the ELI should be closely related
to various measures of underlying economic activity. To
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be more specific, there should be an inverse relation,
with higher ELI readings corresponding to lower activity
readings. Indeed, the ELI is inversely related to various
composite Purchasing Managers' Indices. The implied
sensitivity of economic activity to the ELI is then mea-
sured, and the specific parameter is used to convert each
economy's ELI value into the impact on GDP growth.

Caperna et al. (2022) propose a data-driven approach
based on Google Trends queries to estimate the impact
of containment measures on the unemployment rate in
the European Union during the first phase of the pan-
demic. Using machine learning techniques, they choose
the search queries that best predict unemployment in
each country. In addition, they combine queries and
construct search-based unemployment indicators. They
find that containment measures are linked to increase
searches for unemployment-related queries. Countries
that introduced lockdowns exhibit an extreme and time-
persistent increase in expectations about the future level
of unemployment. The underlying findings are similar
to those of Aaronson et al. (2022) for the United States.
They show that unemployment-related queries surged
before the record increase in unemployment insurance
claims that peaked before the lockdown measures were
implemented.

Last, but not least, Agoraki et al. (2023) propose a
quantile regression modeling approach to study the
effects of COVID-19 pandemic on the dynamics of
green investment funds. Quantile regression models
provide a more comprehensive picture of the effect of
COVID-19 on every part of the distribution of returns
compared with the standard mean regression approach.
They demonstrate the heterogeneous effect of the pan-
demic and consider explicitly how different measures of
COVID-19 affect green assets. They show that the influ-
ence of COVID-19 on green assets is considerably more
substantial when green asset returns are negative
(at the lower quantiles) than when they are positive
(at the higher quantiles). Thus, the effect of the pan-
demic is more pronounced when the green asset market
is weak, which is crucial information for both investors
and policy makers.

3 | ECONOMETRIC MODELING
APPROACHES

In this section, the modeling approaches followed to
investigate the forecasting ability of several predictor var-
iables with respect to economic activity in Greece and
other advanced economies is presented. First, the predic-
tive standard regression model will be used as a bench-
mark model to identify important predictor variables

for RGDP growth. Next, predictive quantile regression
models will be employed to investigate whether different
variables are useful in forecasting different quantiles of
the RGDP growth distribution. This is crucial in order to
identify which predictor variables affect different points
of the RGDP distribution and to explore whether expo-
sures (beta parameters) are different/change across differ-
ent quantiles of the RGDP distribution.

3.1 | Standard predictive regression
model specifications

The standard regression model can be used to forecast
the dependent variables based on a set of predictor vari-
ables through the following equation:

ytþ1 ¼ αþ
XK
k¼1

βkxk,tþϵtþ1, ð1Þ

where ytþ1 is the dependent variable, that is, RGDP
growth at time tþ1, xk,t are the predictor variables, k¼
1,…,K at time t, and ϵtþ1 is the innovation process
assumed to be independent and identically distributed
with mean zero and variance σ2. In the analysis, the set
of predictor variables include autoregressive terms, differ-
ent common factors (e.g., West Texas Intermediate [WTI]
Oil, the World Uncertainty Index [WUI], and the World
Pandemic Uncertainty Index [WPI]), as well as several
country-specific economic and financial factors that may
have an impact on RGDP growth. This class of predictive
regression-type model specifications (1) suggests that the
conditional mean of the predictive distribution of RGDP
growth ytþ1 given a set of K predictors x1,t,…,xK ,t is equal
to Eðytþ1jx1,t,…,xK ,tÞ¼ αþPK

k¼1βkxk,t .
The predictive mean regression models can be estimated

using the ordinary least-squares (OLS) method by minimiz-
ing the sum of squares

PT�1
t¼1 ytþ1�α�PK

k¼1βkxk,t
� �2

, or
using the ML approach, after specifying the parametric
form of the error distribution. Then, inference on the
model parameters can be based on the arising likelihood
function using either classical or Bayesian methods.
Bayesian techniques offer an advantageous approach to
deal with model uncertainty regarding RGDP growth pre-
dictability, because inference is drawn based on the pos-
terior probabilities of a set of competing predictive model
specifications. The Bayesian approach to inference has
been used in the financial literature to address/take into
account model uncertainty. For example, Avramov
(2002) and Cremers (2002) deal with model uncertainty
in the context of stock return predictability, a problem
that is similar to the one addressed in this study.
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3.2 | Predictive quantile regression
model specifications

The previously presented class of linear predictive
regression model specifications has been one of the
most important statistical tools for empirical economic
and financial predictability applications. Regression
models can explain/predict the conditional mean,
Eðytþ1jx1,t,…,xK ,tÞ, of the dependent variable based on a
set of predictor variables. However, they quantify and
summarize only the average relationship between, in
our analysis, RGDP growth and the predictor variables,
and, as a result, can only explain the mean and not the
whole conditional distribution of RGDP growth. In the
underlying analysis it is of great interest to model other
characteristics of the unknown predictive distribution,
besides its conditional mean, such as the conditional
quantiles, and to identify the predictor variables that are
most relevant to predict the distribution of RGDP, in
particular. Thus, it is rational to use the class of predic-
tive quantile regression models, introduced by Koenker
and Bassett (1978) that provide an appropriate way to
capture the relation between RGDP growth and a set of
predictor variables across different quantiles of the con-
ditional distribution.

The primary motivation for using quantile regres-
sion models to predict RGDP growth stems from the
dynamic nature of the economic time series that are
asymmetrically impacted by different economic, finan-
cial, geopolitical, and other random events and shocks,
such as market crises and economic downturns, the
COVID-19 pandemic, or the recent war in Ukraine.
Due to country specific or to worldwide events and epi-
sodes, economic series may exhibit non-linearities, fat
tails, excess kurtosis, and deviations from normality. In
the presence of such characteristics, the conditional
mean approach may not capture the effects of different
predictors to the entire distribution of the series under
consideration and may provide estimates that are not
robust. In addition, the quantile regression approach
estimates the potential differential effect of a set of pre-
dictors on various quantiles in the conditional distribu-
tion and provides a natural generalization of the
standard conditional mean approach. It allows the
detection of multiple forms of shape shifts in the condi-
tional distribution of RGDP growth and produces more
robust inferences either in the presence of non-normal,
especially skewed, error distributions, or non-linearities
and outliers.

In this study, therefore, the predictive quantile regres-
sion model for the analysis of RGDP growth is adopted.
Consider the following τth quantile regression model of
the form:

ytþ1 ¼ αðτÞ þ
XK
k¼1

βðτÞk xk,tþϵtþ1, ð2Þ

where τ� ð0,1Þ; ytþ1 is RGDP growth at time tþ1; xk,t is
the value of predictor k at time t, k¼ 1,…,K; αðτÞ and βðτÞk

are the regression parameters, that is, the intercept and
the betas, associated with the τth quantile; and ϵtþ1 is an
unknown error term. The errors ϵtþ1 are assumed inde-
pendent from an error distribution gτðϵÞ with τ-quantile
equal to 0, that is,

R 0
�∞gτðϵÞdϵ¼ τ. Model (2) suggests

that the τth conditional quantile of ytþ1 given x1,t,…,xK,t
is Qτðytþ1jx1,t,…,xK,tÞ¼ αðτÞ þPK

k¼1β
ðτÞ
k xk,t where the

intercept and the regression coefficients depend on τ. Its
estimate is given by α̂ðτÞ þPK

k¼1β̂
ðτÞ
k xk,t . As τ increases

continuously, the conditional distribution of y given x is
traced out.

The predictive quantile regression model parameters
can be obtained by minimizing a sum of asymmetrically
weighted absolute residuals, that is, by minimizingPT�1

t¼1 ρτ ytþ1�αðτÞ �PK
k¼1β

ðτÞ
k xk,t

� �
, where ρτðuÞ is the

asymmetric linear loss function or check function
ρτðuÞ¼ u τ� Iðu<0Þð Þ¼ 1

2 jujþð2τ�1Þu½ �. This minimiza-
tion problem can be solved efficiently by linear program-
ming methods, when conditional quantile regression
models are formulated as a linear function of parameters.
In the symmetric case of the absolute loss function
ðτ¼ 1=2Þ, estimates of the median regression model are
obtained. ML methods can also be used to estimate the
predictive quantile regression model parameters, if
the parametric form of the error distribution gτðϵÞ is spec-
ified. The error distribution that has been widely used for
parametric inference in the quantile regression literature
is the asymmetric Laplace distribution (for details,
see Galakis et al., 2022; Meligkotsidou et al., 2009; Yu &
Moyeed, 2001; Yu & Zhang, 2005).

The advantage of the parametric approach to infer-
ence for the proposed predictive linear and quantile
regression models is that it enables us to compare differ-
ent model specifications by using information criteria,
such as the Akaike (1973) information criterion (AIC)
and the Schwarz (1978) Bayesian information criterion
(BIC) based on the likelihood function. This framework
enables the establishment of a Bayesian approach to infer-
ence based on the estimation of the posterior model proba-
bilities, and to provide, therefore, the best model or a set of
the MP models, and in this way to be able to account for
model uncertainty. In this sense, Meligkotsidou et al.
(2009) introduced the idea of modeling the conditional
quantiles of hedge fund returns using a set of risk factors
and proposed a Bayesian approach to model selection in
order to identify important risk factors in hedge fund pric-
ing and performance evaluation, by considering all 2K
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competing models. In this study, we extend the approach
of Meligkotsidou et al. (2009) in quantile regression
modeling, by constructing a Bayesian stochastic search
algorithm that can be used for the identification of the
most important predictors for the GDP growth in the
linear and quantile regression models. The proposed
Bayesian approach to inference allows for automatic
model selection, and enables the analysis of datasets
with high dimensionality regarding the number of factors
or predictor variables. In such cases, analytic computa-
tion of different information criteria or of the posterior
probabilities of each possible model may be computation-
ally infeasible.

4 | BAYESIAN APPROACH TO
INFERENCE AND MODEL
SELECTION

This section describes the Bayesian approach to model
comparison that deals with the uncertainty regarding the
set of predictors that should enter the linear and quantile
regression models. This is a probabilistic approach to infer-
ence that is based on the estimation of the posterior
probabilities of different predictive regression models. Esti-
mation of these posterior model probabilities is achieved
by designing a MCMC algorithm that visits (jumps
between) a variety of regression model specifications. It can
be seen as a Bayesian-motivated stochastic search algo-
rithm that comes up with linear and quantile regression
models together with their posterior probabilities. Then,
inference can be based on the MP model or a subset of MP
models, weighted by their (normalized) posterior model
probabilities. The latter approach takes into account model
uncertainty that may be important when different compet-
ing models score equally well (Kass & Raftery, 1995) or
in cases where the data has relatively short history.

4.1 | Bayesian framework and model
comparison using posterior
model probabilities

Let us assume that the data y¼ y1,…,yTð Þ0, and K predic-
tor variables, x¼ x1,t,…,xK ,tð Þ0, t¼ 1,…,T, that are used to
predict RGDP growth, ytþ1, are observable. A fundamen-
tal problem is that of selecting a subset of relevant predic-
tors to enter the linear and quantile regression models (1)
and (2). Each possible combination of predictors defines
a different regression model, and there are 2K different
model specifications that correspond to different subsets
of predictors. It is convenient to indicate each of these 2K

possible choices of subsets by the vector γ¼ γ1,…,γKð Þ0,

where γk ¼ 1 if the kth predictor is included in the model,
and γk ¼ 0, otherwise. The vector γ is defined as the model
identifier. The Bayesian approach to model comparison
entails the estimation of the posterior probabilities of all
the competing predictive regression models. The posterior
probability of model γ given the dependent variable y and
the set of predictor variables x can be computed by

p γjy,xð Þ¼ pðyjγ,xÞpðγÞP
δpðyjδ,xÞpðδÞ

, ð3Þ

where

pðyjγ,xÞ¼
Z

p yjγ,x,θγ
� �

p θγjγ,x
� �

dθγ ð4Þ

is the marginal likelihood of model γ, θγ is the parameter
vector of the specific predictive linear and quantile
regression model identified by the vector γ, p yjγ,x,θγ

� �
is

the likelihood given model γ, p θγjγ,x
� �

is the prior den-
sity of θγ under model γ, and pðγÞ is the prior probability
for model γ.

Given that the estimation of the posterior model prob-
abilities is feasible, inference for a quantity of interest,
such as a forecasted value, is straightforward. The specific
value can be obtained by using the MP model specifica-
tion or by using Bayesian model averaging (BMA) that
accounts for model uncertainty. A comprehensive discus-
sion of Bayesian model selection and BMA can be found,
for instance, in Kass and Raftery (1995), Draper (1995),
Hoeting et al. (1999), Raftery et al. (1996), Raftery et al.
(1997), Chipman et al. (2001), among several others.

To implement Bayesian model comparison, a prior
distribution must be assigned to the model identifier γ
and to the model parameters. The assignment of a prior
distribution assists in addressing some difficulties that
may arise in the estimation of the posterior model proba-
bilities; first, the required high-dimensional integrations
in Equation (4) may not be estimated analytically and
some numerical technique or approximation is needed,
therefore. Second, the number of all possible model speci-
fications, 2K , may be vast and analytic evaluation of (3)
might be computationally infeasible, especially in cases
where the number of potential predictor variables K is
large enough. Below, a brief discussion of ways to address
these issues is provided.

4.2 | Prior specification for Bayesian
inference

The predictive regression model specifications are tagged
by a parameter vector θ¼ γ,θγ

� �
, where the elements γi,

VRONTOS ET AL. 7
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i¼ 1,…,K of the vector γ represent the predictor variables
that are included in the model, while θγ denotes the
parameter vector of the specific predictive regression
model identified by the vector γ. A Bayesian analysis of
such class of models is typically done by specifying a
prior probability distribution p γ,θγ

� �
of the form

p γ,θγ
� �¼ p θγjγ

� �
p γð Þ

and specify p γð Þ and p θγjγ
� �

, separately. The advantage
of this specification is that the choice of prior for the
model identifier γ does not depend on the form of
the parametric family indexed by θγ. The conditional
specification of the prior on θγ facilitates also the poste-
rior estimation.

A rational prior distribution for γ, commonly used in
variable selection problems,1 is based on specifying a
prior probability πk, k¼ 1,…,K, for the inclusion of the
predictor variable k in a model with K potential variables.
Hence, the prior distribution that is adopted for γ is of
the form

p γð Þ¼
YK
k¼1

πγkk 1�πkð Þ1�γk ,

where πk � 0,1½ �. Under this prior, each predictor xk, k¼
1,…,K enters the predictability model independently with
probability p γk ¼ 1ð Þ¼ πk. Assigning πk ¼ π¼ 0:5 for all k
yields the uniform prior, p γð Þ¼ 1=2K , that is, often used
as a representation of ignorance, that is, it implies that
the analyst is indifferent/agnostic about the predictor var-
iables that will enter the model.

With regard to the prior distribution for the parameters
θγ ¼ θ0R,σ

2
� �0

of the predictive linear regression model γ
an independent conjugate prior distribution is assumed,
that is, a multivariate normal N μ,cσ2Vð Þ for the vector
θR ¼ α,β1,…,βkð Þ0, and an inverted Gamma IGðd=2,ν=2Þ
prior for σ2. Choosing μ¼ 0, which reflects prior igno-
rance/indifference about the location of the means of the
regression coefficients, c¼T, and V¼ F0Fð Þ�1, where F is
the corresponding design matrix that replicates the
covariance structure of the data and yields the g-prior
of Zellner (1986). The hyperparameters d and ν are
chosen in such way that the prior mean E σ2ð Þ¼ v

d�2, d>2
equals the ML estimate of σ2, that is, σ̂2, and the
prior variance Var σ2ð Þ¼ 2

d�4
ν

d�2

� �2
equals to 100σ̂2.

4.3 | Calculation of the marginal
likelihood

Details regarding the calculation of the marginal likeli-
hood for the predictive linear and quantile regression

models are presented below. For the standard linear
regression models (1), with parameter vector θγ ¼ θ0R,

�
σ2Þ0 ¼ α,β1,…,βk,σ2ð Þ0, and assuming a normal - inverse
gamma prior, the marginal likelihood p yjγ,xð Þ can be
evaluated analytically, because the model parameters are
integrated out. The marginal likelihood takes the form:

p yjγ,xð Þ ¼ V ∗j j1=2
cp=2 Vj j1=2

νd=2

ν ∗ð ÞðdþðT�1ÞÞ=2πðT�1Þ=2

ΓððdþðT�1ÞÞ=2Þ
Γðd=2Þ ,

where

V ∗ ¼ V�1

c
þF0F

� ��1

, ν ∗ ¼ y0yþμ0
V�1

c
μ

þν�ðμ ∗ Þ0ðV ∗ Þ�1μ ∗ , μ ∗ ¼V ∗ F0yþV�1

c
μ

� �
:

See, for example, Zellner (1971) and O'Hagan and Forster
(2004).

For the proposed predictive quantile regression
models (2), analytic evaluation of the marginal likelihood
is not possible. Kass and Raftery (1995) provide an exten-
sive description of available numerical strategies that can
be used to deal with the specific problem. Some well-
known asymptotic approximations are the Laplace or
Gaussian approximation (De Bruijn, 1970; Tierney &
Kadane, 1986), variants of Laplace's method based on the
ML estimator, and an approximation of the Hessian
matrix (Kass & Vaidyanathan, 1992; Tierney et al., 1989).
In our analysis, the marginal likelihood is estimated
using the BIC approximation that is given by

ln p̂ yjγ,xð Þ¼ lnp yjγ,x, bθγ� �
�dimðθγÞ

2
lnðT�1Þ,

where bθγ denotes the ML estimate of θγ, dimðθγÞ is the
dimension of θγ, and T�1 is the sample size used to esti-
mate the model parameters. The BIC approximation is
efficient, quite intuitive, but less accurate, and can be
used without introducing a prior density for the regres-
sion parameters θγ in the underlying quantile regression
model.

4.4 | MCMC stochastic search algorithm

Identification of the most important predictive variables
for inclusion in a model is difficult, especially in prob-
lems where the number of potential variables is large,
and as a consequence, the number of possible models can
be vast. In such cases, it is computationally prohibitive to

8 VRONTOS ET AL.
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compute the posterior probability of each possible model.
To address the problem, a MCMC algorithm, which effi-
ciently searches over such high-dimensional model
spaces to detect the models with the highest posterior
model probabilities, is described in this section. This algo-
rithm enables the analysis of high dimensionality data-
sets with respect to the number of predictor variables.
Under the specific conditions, the algorithm will still
detect the region of highest posterior probability models
but will require a larger amount of time to reach it, as it
needs to scan a vast model space.

The proposed algorithm enables us to implement
BMA and to account, therefore, for model uncertainty.
The Metropolis–Hastings-type algorithm simulates a
Markov chain sequence of models γ 1ð Þ, γ 2ð Þ,γ 3ð Þ,…, that
under certain regularity conditions (see, e.g., Smith &
Roberts, 1993; Tierney, 1994) converges to the equilib-
rium distribution p γjyð Þ. The Metropolis–Hastings algo-
rithm is constructed as follows: Starting with an initial
model γ 0ð Þ, iteratively simulate the transitions from the
current model γ ið Þ, at the ith iteration, to model γðiþ1Þ at
the next iteration by using the two steps:

• simulate a candidate model γ0 from a proposal distribu-
tion q γðiÞ,γ0

� �
• set γðiþ1Þ ¼ γ0 with probability

a γðiÞ,γ0
� �

¼ min
q γ0,γðiÞ
� �
q γðiÞ,γ0ð Þ

p yjγ0� �
p yjγðiÞ
� � p γ0ð Þ

p γðiÞð Þ ,1
8<
:

9=
;, ð5Þ

otherwise, set γðiþ1Þ ¼ γðiÞ:
Transition kernels q γðiÞ,γ0

� �
are taken into consider-

ation that generate candidate models γ0 from γðiÞ by ran-
domly choosing among the following steps:

• Birth: Randomly select a predictor variable from those
possible (i.e., those not present in the current model)
and add it in the subset to create a new proposed
model with one additional variable

• Death: Randomly select a predictor from those pre-
sent in the current model and delete it from the sub-
set to create a new proposed model with one less
variable

• Change: Randomly select a predictor variable from
those present in the current model and change it with
a new one from the remaining variables

These steps permit the algorithm to move efficiently
through models of the same (through Changestep) or dif-
ferent (through Birth and Death steps) dimensionality,
that is, number of predictors, in order to generate a sam-
ple from the posterior distribution of γ:

The proposed Bayesian stochastic search algorithm
can be used for the identification of the most important
predictors for RGDP growth in the linear and quantile
regression models. This approach is based on, and
extends, the algorithms of Vrontos et al. (2008), Giannikis
and Vrontos (2011), and Vrontos (2012), who used
Bayesian model selection techniques to identify impor-
tant risk factors and predictor variables in univariate and
multivariate regression models with GARCH-type condi-
tional variances (and covariances) in the context of asset
pricing and performance evaluation and that of hedge
fund predictability, respectively. In these studies, model
parameters were integrated out by using variants of the
Laplace approximation method. The proposed method is
also based on, and extends, the approach of Dellaportas
and Vrontos (2007) and Galakis et al. (2022), who used
Bayesian model selection techniques to identify the MP
tree topologies (non-linear thresholds) for tree-structured
multivariate GARCH models and tree-structured quantile
regression models, respectively, assuming a fixed
(known) number of regressors in the respective model
specifications. As a result, the proposed predictive quan-
tile regression model and Bayesian approach to inference
allows for automatic model selection and identification of
the most important predictors, and in this sense, it
extends the aforementioned approaches.

5 | DATA AND EMPIRICAL
ANALYSIS

In the following section, the analyzed data is outlined
and the empirical study is presented. As previously men-
tioned, the aim is to develop a predictive linear and quan-
tile regression model framework to identify the predictor
variables that determine RGDP growth during the turbu-
lent outbreak and spread of the COVID-19 pandemic
across different countries. Furthermore, a robustness
analysis of selected predictor models based on penalized
likelihood techniques, such as ridge, elastic net, and
LASSO, is carried out, while the output of the MCS
approach, that allows the identification of a subset of
superior models containing the best model(s) at a given
level of confidence, is also presented.

5.1 | The data

One of the primary conclusions of the existing business
cycle-related research is the considerable variation
embedded in the both macroeconomic and financial vari-
ables that contain critical information in identifying,
determining and predicting economic activity at different

VRONTOS ET AL. 9
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stages of the cycle and, especially, in turning points. In
addition, as their effectiveness is to a large extent time
dependent, it is only rational to include a relatively large
set of explanatory variables with leading, coincident, and
lagging properties in the analysis. Given that the primary
task of the underlying research is to estimate the impact
of the COVID-19 pandemic on a country's economic
activity, a group of pandemic-related variables is used in
the analysis.

The research focuses on measuring the impact of the
COVID-19 pandemic primarily on the economic activity
of Greece, as well as seven Eurozone countries for
comparison reasons. The seven Eurozone countries
are Belgium, Finland, France, Germany, Italy, the
Netherlands, and Spain. The choice of the specific set
was not arbitrary, as it was deemed necessary to include
economies of different size and level of significance, but
with a number of common characteristics in the analysis.
The expectation is that the specific set of countries will
exhibit a certain degree of homogeneity given their
advanced level of economic integration and interdepen-
dence, as they are all part an economic and monetary
union. As a consequence, both Germany, Eurozone's
largest economy, and Belgium, an economy that is smal-
ler yet closer to that of Greece, are part of the specific
set. Apart from economic diversity and significance, two
additional dimensions are taken into account for the
final formulation of the sample, namely, population den-
sity and the severity and impact of the pandemic.
Regarding population density, the Nordic countries
(Denmark, Norway, and Sweden) are a rational option,
as they are not so densely populated. Finally, the
United States is included in the sample, as a proxy of a
non-European country that the impact of the pandemic
was less severe.

A country's economic activity is represented by the
quarterly change of its underlying RGDP growth. RGDP
growth is measured by the difference of the natural loga-
rithm of each country's chain linked index, seasonally
and calendar adjusted, for the period between the first
quarter of 2001 and the third quarter of 2021.
The difference of the natural logarithm is modeled in
order to avoid high persistence in the dependent variable.
Thus, the analysis includes seven datapoints that range
between the outbreak of the COVID-19 pandemic in
Europe and its continuation, that is, the period between
the first quarter of 2020 and the third quarter of 2021.

As it is well documented in the literature that there is
sizeable autocorrelation in the underlying RGDP growth
series, lagged values of the individual RGDP series are
employed in the models. More specifically, for each
country/economy four autoregressive terms (RGDPt�1,
RGDPt�2, RGDPt�3, and RGDPt�4), are included in the

models to address the high autocorrelation issue, as well
as to extract their information content for projected
estimates.

The first set of explanatory and/or predictor variables
used in the regression framework are perceived to be
common for all countries, as they are supposed to capture
global effects, given the universal nature of the COVID-
19 pandemic. The original set of common factors
included three variables, the oil price, an implied equity
volatility index, and an uncertainty index. The rationale
is to employ factors that reflect the economic effects of a
significant random impact, such as the outbreak of the
COVID-19 pandemic. Similar variables have been previ-
ously used in the literature; see, for example, Chudik
et al. (2021). The three common variables are the change
in WTI oil price index (WTI), the CBOE S&P500 equity
implied volatility index (VIX), and the WUI, as compiled
by Ahir, Bloom, and Furceri.2 Given the high correlation
between the VIX and the WUI factor, the VIX Index was
eventually excluded from the model.

Apart from the economic-financial common factors,
an additional COVID-19-related factor is included in the
model. Even though, the pandemic had asymmetric
effects on different continents–regions of the world, a
global measure could provide significant insights regard-
ing the scale and spread of the pandemic and its likely
impact on the world economy. An example of such mea-
sure is the WPI.3

Moving on to the country-specific factors, the initial
set of explanatory/predictive variables contains 32 macro-
economic and financial market-related indicators, the
majority of which are widely followed by both policy
makers and practitioners and have been used in the exist-
ing literature for nowcasting and/or business cycle pre-
dictability. In general, the forecasting variables are
representative of categories related to output and produc-
tivity, the labor market, the housing market, orders and
inventories, money and credit, interest rates, prices, the
financial markets, and business and consumer confi-
dence surveys. Apart from the “usual suspects,” that is,
predictive variables such as the yield curve, long-term
interest rates, leading indicators, and other financial mar-
ket and economic activity related indicators, a number of
less studied factors, such as the change in passenger car
registrations and real productivity growth are included in
the analysis. The data are obtained from several eco-
nomic and financial databases and cover the period
between the first quarter of 2001 and the third quarter of
2021 (83 quarterly observations). More specifically, the
Federal Reserve Bank of St. Louis' FRED database,
the Eurostat database, the OECD Statistics database, and
the European Central Bank's database were the primary
data sources.

10 VRONTOS ET AL.
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Given that there is sizable correlation between sev-
eral macroeconomic and financial variables in the initial
set, and in order to avoid the presence of multicollinear-
ity in the regression models, the set of factors employed
in the analysis is reduced to nine factors. More specifi-
cally, we consider the real productivity growth (RPOD),
the growth in car registrations (CREG), the rate of
unemployment (UNEM), the consumer inflation rate
(Consumer Price Index [CPI]), the producer inflation
rate (Producer Price Index [PPI]), the growth in construc-
tion production (Construction Volume Index of Produc-
tion [CONPROD]), long-term interest rates (LONGR),
equity market returns (STOCK), and the change in the
OECD Leading Indicator (LEAD). Similar factors have
been employed in various business cycle-related studies:
Baumeister and Guérin (2021), Berger et al. (2023),
Cimadomo et al. (2022), and Morley and Wong (2020).
Table A1 reports the ultimate set of factors, as well as
their corresponding transformations, that is, the underly-
ing series are transformed by either taking differences in
the natural logarithms (Δln) or the first difference (Δlv)
to achieve stationarity. One needs to bear in mind that
the aim is to create a uniform set of explanatory/
predictive factors across the countries of interest for com-
parability reasons.

Moving on to COVID-19 country-specific factors,
numerous pandemic indicators were considered. First,
Ravenpack's Coronavirus Media Monitor database was
considered. Apart from the reported cases, deaths and
recoveries on a global and per country basis, the specific
database includes indicators that aim to measure and
evaluate the impact of the pandemic on the macroeco-
nomic backdrop and financial markets. The specific data-
base includes the Coronavirus Panic, the Coronavirus
Media Hype, the Coronavirus Fake News, the Coronavi-
rus World Sentiment, the Coronavirus Infodemic, and
the Coronavirus Media Coverage Indices. For instance,
the Coronavirus Panic Index measures the level of news
chatter that makes reference to panic or hysteria in rela-
tion to the COVID-19 pandemic.4 Second, the University
of Oxford-Blavatnik School of Government COVID-19
Response Tracker database was employed. As expected,
there is an overlap in part of the data (cases, deaths, and
recoveries); however, the Response Tracker collects sys-
tematic information on policy measures that govern-
ments have taken to tackle the COVID-19 pandemic. In
practice, the country-specific pandemic indicators were
not included in the final model, as the pandemic effect is
largely reflected and “absorbed” by the WPI.

Table A2 reports summary statistics for both the
dependent and explanatory/predictor variables employed
in the linear and quantile regression models. More specif-
ically, numerous descriptive statistics, such as the mean,

the median, the standard deviation, the 0.25 and 0.75
quantiles, and the skewness and kurtosis are presented
for the dependent, common and country-specific factors.
In general, the descriptive statistics confirm that there is
considerable variability in the RGDP growth series and
that they exhibit skewness and excess kurtosis (fat tails).
It is for this reason that the proposed framework and the
application of predictive quantile regression models is
crucial and appropriate to account for the presence of
potential outlier effects and could lead to better inference.
The presence of positive excess kurtosis is also detected
in numerous common and country-specific factor series.

5.2 | Empirical findings

The empirical results are presented in this section. As
previously mentioned, the model employs a set of com-
mon and country-specific macroeconomic, financial, and
world pandemic-related variables to investigate how a
severe shock, such as the COVID-19 pandemic, impacts
economic activity, as proxied by RGDP growth. In addi-
tion, it is of interest to explore the factors that drive
economic activity during periods of turbulence based on
the proposed linear and quantile regression modeling
approaches, as well as based on techniques such as the
best subset regression approach, and penalized likelihood
regression models. As a consequence, the modeling
framework is implemented on Greek real economic activ-
ity, on that of several Eurozone and Nordic countries, as
well as on the US economy.

In the analysis, we first develop explanatory and pre-
dictive linear regression models with the aim to identify
the most critical factors that influence real economic
activity and to investigate certain aspects of model uncer-
tainty that affect RGDP growth. Different model selection
strategies are used to identify variables with explanatory
and predictive ability. More specifically, the proposed
Bayesian approach to model selection–comparison was
implemented that accounts for model uncertainty, and
produces the MP model specifications. For comparative
reasons, the stepwise regression approach (STEP), the
AIC, and the Schwarz (1978) BIC were applied. More-
over, given the nature of the underlying data, quantile
regression models are used, as well as the corresponding
model selection methodologies and techniques to identify
which variables are important for predicting different
(conditional) quantiles of the RGDP growth distribution.
Hence, on the one hand, we attempt to model and
explain the distributional dependence of RGDP growth to
different factors–predictors, as it is reasonable to expect
that different factors influence economic activity at differ-
ent stages of the business cycle, and its fluctuations and,

VRONTOS ET AL. 11
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on the other, the factors that impact the growth of the
economy, especially during periods of high uncertainty
that is caused by tail events, like geopolitical events
and/or random shocks, such as the COVID-19 pandemic.
During the latter cases, we expect that quantile regression
models will be particularly useful and might be even
more appropriate than the conditional mean regression
models, in order to capture more effectively the underly-
ing distributional characteristics of RGDP growth.

5.2.1 | Predictive linear regression models

The class of linear regression models provides a standard
approach to modeling and predicting RGDP growth, and
is, typically, used as a benchmark model in comparative
studies. As a result, this is the starting point of our analy-
sis. First, the Bayesian methodology to model selection is
followed, and two approaches are adopted: the “Exact”
approach that calculates the posterior probabilities for
the collection of all 2K regression models and the “Sto-
chastic Search” approach that refers to the Bayesian sto-
chastic search algorithm implemented over 200,000
iterations, which returns the MP model specifications.
Table 1 reports the five MP predictive regression model
specifications that poses predictive ability over RGDP
growth and their associated posterior model probabilities
for each of the 12 analyzed countries and reveals that
there is strong evidence for the presence of model uncer-
tainty. Focusing on the Stochastic Search approach, the
MP model ranges from 1.3% for Finland to 12.5% for
France, while the probabilities of the five MP model spec-
ifications sum up to just around 5.4% for Finland and
27.7% for France, suggesting that a single model cannot
predict RGDP growth. In addition, Table 1 points out that
the performance of the Bayesian stochastic search algo-
rithm, that explores the posterior distribution of the
regression model space and provides posterior model
probabilities, is efficient, as each of the five MP models
identified by the stochastic search algorithm is identical
or very close to its counterpart taken from the “Exact”
algorithm. Moreover, the posterior model probabilities
estimated by the stochastic search algorithm are almost
equal across different number of iterations, as well as
very close with those obtained from the “Exact”
approach. In general, the algorithm converged to the pos-
terior distribution swiftly, that is, in a smaller fraction of
iterations, indicating flexibility and efficiency, a very
important attribute, especially in cases where the number
of predictors K is large enough, and the total number of
models is vast.

Next, the focus is targeted on the predictor variables
that impact each country's RGDP growth. Once again,

the results are presented in Table 1 and reveal that the
predictors included in the MP linear model specifications
appear to have some common characteristics, that is,
some degree of homogeneity, but at the same time,
exhibit some differences across different countries. That
is, predictor variables that are crucial across all countries
can be identified. As expected, the WPI appears in all
models indicating that the COVID-19 pandemic has had
a profound impact on real economic activity across all
the 12 analyzed countries. Moreover, changes in the
OECD Leading Indicator seem to be important for most
countries. By contrast, movements in the equity market
are critical for Denmark and the Netherlands, while car
registrations play an important role in Norway and the
United States.

Given the significant autocorrelation present in the
quarterly RGDP growth series, it is not accidental that
the lagged values of each country's RGDP growth series
contains crucial information for the projected path of
RGDP. In most cases, that is, in seven out of the 12 coun-
tries, the autoregressive terms at Lags 1 and 2, that is,
RGDPt�1 and RGDPt�2 are important predictors that
account for potential influence/impact of lagged GDP
values to future values, while for other four countries,
the autoregressive terms at Lag 1, 2, or 3 appear as valu-
able predictors. Interestingly, the only exception is
Greece, where the autoregressive terms are not part of
the MP models. That could be the result of the significant
disruption caused by the Greek debt crisis, especially on
domestic activity.

A core expectation, especially for the Eurozone coun-
tries, is that the influential factors should exhibit a high
degree of homogeneity, given the anticipated advanced
level of economic integration within the Eurozone econ-
omy. It is true, that a certain degree of homogeneity
appears to exist for some countries, such as Denmark and
the Netherlands (where the variables that appeared in
the two MP models are identical), as well as Sweden,
Belgium, Norway, and Germany that share many com-
mon predictors such as the autoregressive terms at Lags
1 and 2, the WPI, and the OECD Leading Indicator. Hav-
ing said that there is also some diversity. For instance,
the rate of unemployment plays an important role in
predicting RGDP growth mainly for Spain, Greece,
Germany, and, to a lesser extent, Belgium and the
Netherlands. In addition, real productivity growth seems
to be critical for France, Belgium, and the United States
but less so for Finland and Sweden.

These findings are also confirmed by estimating the
posterior probability of inclusion of each predictor vari-
able in the linear regression models. This quantity forms
a statistic that can be used to investigate the robustness
of predictors in regression models (see Avramov, 2002;
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TABLE 1 Posterior model probabilities for the five most probable predictive linear regression model specifications regarding the real

GDP growth for the analyzed countries.

Models “Exact” “Stochastic Search” Models “Exact” “Stochastic Search”

Germany France

1 2 7 10 16 0.072 0.072 2 7 8 0.124 0.125

1 2 7 10 15 16 0.049 0.048 2 3 7 8 0.062 0.060

1 2 7 10 11 15 16 0.029 0.027 2 4 7 8 0.051 0.050

1 2 7 10 11 16 0.026 0.025 2 7 8 12 0.021 0.023

1 2 7 15 16 0.024 0.023 2 6 7 8 0.019 0.019

Italy Spain

1 2 3 7 16 0.074 0.073 1 2 4 7 10 0.122 0.120

1 2 3 7 11 16 0.049 0.051 1 2 4 7 9 10 0.068 0.070

1 2 3 7 8 16 0.032 0.031 1 2 4 7 10 12 0.027 0.029

1 2 3 6 7 16 0.026 0.028 1 2 4 7 9 10 12 0.025 0.028

1 2 3 7 15 16 0.022 0.022 1 2 4 5 7 10 0.024 0.023

Greece Belgium

7 10 0.023 0.022 1 2 7 8 16 0.060 0.057

7 10 11 0.018 0.019 1 2 7 8 10 16 0.044 0.044

7 10 11 12 0.018 0.018 1 2 7 8 9 16 0.028 0.031

7 10 12 0.015 0.015 1 2 7 8 10 0.021 0.020

4 7 12 0.013 0.012 1 2 7 8 15 16 0.020 0.020

Finland Sweden

3 7 16 0.014 0.013 1 2 7 16 0.070 0.071

3 7 12 16 0.012 0.013 1 2 7 8 16 0.042 0.044

1 3 7 8 12 13 15 0.009 0.010 1 2 7 8 9 16 0.033 0.034

1 3 7 8 12 15 0.009 0.009 1 2 7 15 16 0.032 0.031

3 7 15 16 0.008 0.009 1 2 7 9 16 0.024 0.025

Norway Denmark

1 2 7 9 16 0.074 0.072 1 2 7 15 16 0.032 0.035

1 2 7 11 16 0.045 0.043 1 2 7 16 0.028 0.030

1 2 7 16 0.042 0.042 1 3 7 9 15 0.018 0.017

1 2 7 9 11 16 0.040 0.041 1 3 7 15 0.014 0.014

1 2 7 9 12 16 0.028 0.029 7 15 0.014 0.013

The Netherlands USA

1 2 7 15 16 0.090 0.092 3 7 8 9 10 12 0.032 0.032

1 2 7 16 0.042 0.042 7 8 12 16 0.031 0.032

1 2 7 10 15 16 0.039 0.038 3 7 8 12 0.027 0.026

1 2 3 7 15 16 0.038 0.040 3 7 8 9 10 11 12 0.024 0.027

1 2 7 11 15 16 0.023 0.024 3 7 8 12 16 0.017 0.015

Note: The table reports the five most probable predictive linear regression model specifications that predict real GDP growth and their associated posterior model
probabilities for the analyzed period, from 2001:Q2 to 2021:Q3. “Exact” refers to the method that calculates the posterior probabilities for the collection of all 2K

models and returns the most probable models. “Stochastic Search” refers to the Bayesian stochastic search algorithm implemented for 200,000 iterations, in
order to return the most probable models. Model specifications are identified by the numbers associated with the corresponding predictor variables. Thus, 1 is
the real GDP growth lagged once (RGDPt�1), 2 is the real GDP growth lagged twice (RGDPt�2), 3 is the real GDP growth lagged thrice (RGDPt�3), 4 is the real

GDP growth lagged four times (RGDPt�4), 5 is the WTI oil price (OIL), 6 is the World Uncertainty Index (WUI), 7 is the World Pandemic Uncertainty Index
(WPI), 8 is real productivity growth (RPROD), 9 is the change in car registrations (CREG), 10 is the rate of unemployment (UNEM), 11 is the growth in the
Consumer Price Index (CPI), 12 is the growth in the Producer Price Index (PPI), 13 is the change Construction Volume Index of Production (CONPROD), 14 is
the long-run interest rates (LONGR), 15 is the stock index return (STOCK), and 16 is the change in the OECD Leading Indicator (LEAD).

VRONTOS ET AL. 13
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Meligkotsidou et al., 2009) and is reported in Table A3.
As anticipated, the WPI is important for economic
growth in all countries, with probabilities of inclusion
above 62%. The lowest probability of inclusion is that of
Finland (62%), the United States (82%), and Norway
(86%), while the corresponding rate for the other
countries is above 91%.

A core conclusion is that the outbreak of the COVID-
19 pandemic has had a profound impact on real eco-
nomic activity across regions and countries, as a shock of
such magnitude caused an immediate rise in overall
uncertainty, as reflected by the WPI, that spread rapidly
across all sectors of the global economy. One needs to
bear in mind that the specific shock had an initial impact
that was more sizeable compared with that of the
2008 GFC.

Last, but not least, the predictor variable exposures
identified in the underlying analysis are presented. More
specifically, Table 2 shows the parameter estimates and
their corresponding standard errors (for the intercept
and the beta coefficients) of the predictor variables
included in the MP linear regression model specifications
per country. The findings reveal that the all estimated
intercepts are positive ranging from 0.02 for the
United States to 1.15 for Sweden; however, only the pop-
ulation alpha parameters of Germany (estimated at 0.62);
Spain (estimated at 0.89); Belgium (estimated at 0.80);
and the Nordic countries, that is, Sweden (estimated at
1.15), Norway (estimated at 0.82), Denmark (estimated at
0.53), and the Netherlands (estimated at 0.79) are statisti-
cally significant. Regarding the critical predictors of
RGDP growth, it is evident that the WPI appears in all
model specifications with a statistically significant nega-
tive beta exposure, ranging from �0.21 for Finland to
�1.34 for Spain, indicating that the outbreak of the
COVID-19 pandemic has had, as was expected, a negative
impact on every country's real economic activity. There
is, however, considerable variability in the beta estimates
of the analyzed countries. The estimated parameters
reveal that the pandemic is expected to have a larger
effect on Spain (�1.34), Italy (�1.08), and Belgium
(�0.92) relative to the rest of the countries. Interestingly,
the countries with smaller exposure on the pandemic
index were Finland (�0.21), Norway (�0.22), the
United States (�0.24), and Denmark (�0.29), followed by
Sweden (�0.41), the Netherlands (�0.51), Greece
(�0.53), and Germany (�0.56). The initial expectation
that the pandemic's impact might be lower in less densely
populated countries seems to be confirmed. The second
most important predictor appears to be the OECD Lead-
ing Indicator (LEAD), which has a positive and signifi-
cant effect on RGDP growth of most of the analyzed
countries, such as Germany (0.42), Italy (0.70), Belgium

(0.18), Finland (0.35), Sweden (0.57), Norway (0.23),
Denmark (0.33), and the Netherlands (0.29). In addition,
real productivity growth (RPROD) has a positive and sig-
nificant effect on French (1.92), Belgian (0.90), and the
United States (0.54) RGDP growth. As already men-
tioned, the autocorrelation structure of the individual
RGDP growth series points to the fact that autoregressive
parameters are important predictors. This is the case for
all countries, apart from Greece. The autoregressive
terms are significant at different lags, typically at Lags
1 and 2, but in some cases at Lag 3 (Italy, Finland, and
the United States), and/or Lag 4 (Spain). The estimated
coefficients at Lags 1 and 2 exhibit a negative impact for
projected RGDP values, while the opposite is true at Lag
4, which seems reasonable because the underlying RGDP
data are quarterly. The estimated autoregresive coeffi-
cients capture the autocorrelation patterns, as reflected
by the underlying series' partial autocorrelation plots.5

5.2.2 | Predictive quantile regression models

In this section, the results obtained by applying Bayesian
approach to model selection based on the quantile regres-
sion methodology are presented. The rationale behind
the predictive linear regression models is that the explan-
atory/predictor variables attempt to explain/predict the
data series of interest, that act as dependent variables, on
average. As there is considerable empirical evidence that
RGDP growth is expected to respond differently and
asymmetrically to changes in economic and financial
market conditions, especially during periods of high
uncertainty caused by random shocks, that is, tail events,
such as geopolitical events (wars), or global pandemics,
such as the recent COVID-19 pandemic, it would be
interesting to explore how RGDP growth conditional
quantiles are exposed to different predictors, that is, to
further explore the distributional characteristics of the
individual RGDP growth series.

As in the linear regression model-based analysis, the
Bayesian methodology to model selection based on the
“Exact” and the “Stochastic Search” approach is imple-
mented.6 Table 3 reports the three MP predictive quantile
regression models and their associated posterior model
probabilities of the RGDP growth series of each of the
12 analyzed countries, for different quantiles, that is,
the 10th, the 25th, the 50th, the 75th, and the 90th. The
results reveal that there is strong evidence indicating
the presence of model uncertainty, as the posterior proba-
bilities of the MP quantile models are relatively small,
ranging from 1.4% for the 75th quantile of the Danish
RGDP growth distribution to 16.4% for the 90th quantile
of the Dutch RGDP growth distribution. The Bayesian

14 VRONTOS ET AL.
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TABLE 3 Posterior model probabilities for the three most probable predictive quantile regression model specifications for the real GDP

growth of the analyzed countries.

Countries Quantiles MP1 PP MP2 PP MP3 PP

Germany Q0:10 3 5 6 7 8 9 13 16 0.019 2 3 4 5 6 7 9 14 16 0.016 3 5 6 7 8 9 10 13 16 0.012

Q0:25 2 3 7 16 0.061 2 3 6 7 11 16 0.036 2 3 7 11 16 0.032

Q0:50 1 2 15 16 0.022 1 2 6 15 16 0.019 1 2 10 16 0.018

Q0:75 1 2 10 16 0.053 1 2 16 0.043 1 2 6 10 16 0.026

Q0:90 1 2 4 8 10 11 13 14 16 0.023 1 2 3 16 0.021 1 2 3 14 16 0.020

France Q0:10 2 4 7 16 0.049 1 2 4 7 16 0.033 2 4 7 8 16 0.033

Q0:25 2 4 7 16 0.115 2 4 7 8 16 0.061 1 2 4 7 16 0.035

Q0:50 2 4 7 8 16 0.041 2 4 7 16 0.038 2 7 8 16 0.020

Q0:75 2 8 0.047 8 15 0.017 8 0.016

Q0:90 1 2 3 7 8 15 0.040 1 2 3 7 8 10 15 0.021 1 2 3 8 15 0.021

Italy Q0:10 2 7 10 15 16 0.021 2 7 10 13 15 16 0.020 2 7 10 12 13 16 0.015

Q0:25 2 7 12 16 0.090 2 4 7 12 16 0.035 2 7 8 12 16 0.027

Q0:50 2 7 16 0.065 2 7 10 16 0.034 2 3 7 16 0.022

Q0:75 3 7 0.032 1 2 7 16 0.026 2 7 16 0.017

Q0:90 1 2 3 4 7 9 11 16 0.067 1 2 3 4 7 8 11 15 16 0.035 1 2 3 4 7 9 11 15 16 0.034

Spain Q0:10 1 3 4 7 8 9 11 16 0.071 1 2 3 4 7 8 9 11 16 0.055 1 2 3 4 7 8 9 11 13 16 0.022

Q0:25 1 2 3 4 7 8 9 10 0.140 1 2 3 4 7 8 9 10 16 0.050 1 2 3 4 7 10 16 0.026

Q0:50 4 10 0.044 1 3 4 7 10 0.043 10 0.021

Q0:75 10 0.032 3 4 10 0.031 3 10 0.025

Q0:90 1 2 3 6 8 10 0.105 1 2 3 6 8 10 16 0.041 1 2 3 6 8 10 14 0.038

Greece Q0:10 1 3 4 7 15 0.045 3 4 7 15 0.022 1 4 7 8 15 0.021

Q0:25 2 3 7 9 0.033 3 7 9 0.024 2 3 7 9 15 0.019

Q0:50 2 10 0.025 3 7 9 0.022 2 7 10 0.019

Q0:75 10 12 0.058 5 10 12 0.021 10 12 15 0.016

Q0:90 1 4 5 8 10 11 14 15 0.032 1 4 5 8 9 10 11 14 15 0.028 1 5 8 10 11 14 15 16 0.021

Belgium Q0:10 2 4 7 10 11 15 16 0.037 2 4 7 10 15 16 0.033 2 7 8 10 15 16 0.026

Q0:25 2 7 8 10 15 16 0.080 2 7 8 10 12 15 16 0.027 2 7 8 16 0.025

Q0:50 2 7 8 10 16 0.065 2 7 8 16 0.042 2 7 8 10 12 16 0.032

Q0:75 2 7 8 16 0.052 1 2 7 8 15 16 0.032 1 2 7 8 16 0.026

Q0:90 1 2 3 4 7 8 15 16 0.148 1 2 3 4 5 7 8 15 16 0.130 1 2 3 4 5 7 8 13 15 16 0.032

Finland Q0:10 3 5 7 9 13 15 16 0.096 3 5 7 9 13 15 0.044 3 5 7 9 11 13 15 16 0.033

Q0:25 3 7 16 0.051 2 3 7 16 0.042 3 7 11 16 0.022

Q0:50 3 16 0.079 3 8 16 0.027 3 6 16 0.025

Q0:75 3 16 0.041 1 7 8 11 15 16 0.013 3 10 16 0.011

Q0:90 1 6 7 8 9 11 13 15 16 0.026 1 5 6 7 8 9 11 13 15 16 0.026 1 2 6 7 9 13 16 0.025

Sweden Q0:10 2 4 6 7 10 11 12 16 0.134 2 6 7 10 11 12 16 0.082 2 6 7 10 12 16 0.050

Q0:25 7 15 16 0.036 15 16 0.026 5 15 16 0.025

Q0:50 16 0.086 5 16 0.032 7 16 0.027

Q0:75 1 15 16 0.015 1 16 0.014 1 8 16 0.013

Q0:90 1 2 3 5 6 8 16 0.028 1 2 3 5 8 13 14 16 0.016 1 2 3 5 14 16 0.015
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approach to inference can be used to take into account
model uncertainty by estimating, for example, forecasts
based on BMA over a set of MP models, or it can be used
to make inference regarding the predictors that have a
material impact on RGDP growth by estimating the pos-
terior probability of inclusion of each predictor variable
in the quantile regression models. The latter is reported
per country in Table A4.

A good starting point is to compare the median and
linear regression model specifications. From the results
in Table 3, that present the MP quantile model specifica-
tions, it is evident that a different set of predictor vari-
ables influence the 50th quantile compared with those
that impact the mean of the RGDP growth for the ana-
lyzed countries. Moreover, in the case of Germany, Italy,
Spain, Finland, Sweden, Denmark, the Netherlands, and
the United States, a larger number of predictors is used to
explain the conditional mean versus those needed in the
conditional median regression model. For instance, for

Italy, there are some common predictors included in
both models, such as the autoregressive term at Lag
2, RGDPt�2, the World Pandemic Index, and the OECD
Leading Indicator, but the conditional mean regression
model additionally includes the autoregressive terms at
Lags 1 and 3. For Spain, the autoregressive term at Lag
4, RGDPt�4, and the rate of unemployment are common
predictor variables, but the conditional mean model also
includes the autoregressive terms at Lags 1 and 2 and the
WPI. By contrast, in the cases of France and Norway, a
larger number of variables are part of the median regres-
sion model. For example, regarding France, the common
predictors in both models are the autoregressive term at
Lag 2, RGDPt�2, the WPI, and real productivity growth,
while the median model contains also the equity market
returns and the OECD Leading Indicator.

Next, the focus is shifted to the comparison of the
estimated quantile regression models. Important findings
emerge from the results in Table 3, regarding the

TABLE 3 (Continued)

Countries Quantiles MP1 PP MP2 PP MP3 PP

Norway Q0:10 1 2 7 10 16 0.093 1 2 7 16 0.075 1 2 7 9 16 0.031

Q0:25 1 2 7 12 16 0.056 1 2 7 16 0.042 1 2 7 11 16 0.040

Q0:50 1 2 6 9 11 16 0.033 1 2 4 9 12 16 0.029 1 2 9 12 16 0.027

Q0:75 1 2 6 9 11 16 0.132 1 2 6 11 16 0.023 1 2 6 9 10 11 16 0.021

Q0:90 1 2 3 6 7 8 9 11 16 0.046 1 2 4 6 9 11 16 0.035 1 2 4 6 9 10 11 16 0.026

Denmark Q0:10 2 3 6 7 8 11 14 16 0.060 1 3 5 7 9 11 16 0.029 1 2 3 6 7 11 14 16 0.025

Q0:25 3 7 15 0.017 3 7 11 15 16 0.012 7 15 16 0.011

Q0:50 16 0.030 – 0.028 11 16 0.021

Q0:75 3 0.014 3 8 15 0.010 3 11 12 16 0.010

Q0:90 1 6 7 15 0.039 1 3 6 7 15 0.028 1 6 7 10 15 0.017

The Netherlands Q0:10 2 3 5 7 16 0.026 1 2 3 5 6 7 13 16 0.025 1 2 3 5 6 7 16 0.023

Q0:25 1 2 3 7 15 0.048 1 2 3 4 7 15 0.029 1 2 3 7 15 16 0.024

Q0:50 3 7 15 0.057 3 15 0.033 2 3 15 0.015

Q0:75 3 6 7 13 15 0.039 3 6 15 0.010 2 3 7 16 0.010

Q0:90 1 2 5 7 8 16 0.164 1 2 4 5 7 8 16 0.052 1 2 5 7 8 15 16 0.049

USA Q0:10 5 6 7 8 16 0.026 2 5 7 8 12 16 0.025 2 5 7 8 12 13 16 0.014

Q0:25 3 7 8 12 0.026 3 7 8 9 0.025 3 5 7 8 0.018

Q0:50 8 11 12 16 0.028 3 6 8 12 0.019 3 8 11 12 16 0.016

Q0:75 8 10 11 12 16 0.028 8 11 12 16 0.024 1 8 10 11 12 0.020

Q0:90 5 9 10 11 12 0.125 3 5 9 10 11 12 0.040 5 6 9 10 11 12 0.038

Note: This table reports the three most probable quantile regression model specifications that predict the real GDP growth and their associated posterior model
probabilities for the analyzed period from 2001:Q2 to 2021:Q3. Model specifications are identified by the numbers associated with the corresponding predictor
variables. Thus, 1 is the real GDP growth lagged once (RGDPt�1), 2 is the real GDP growth lagged twice (RGDPt�2), 3 is the real GDP growth lagged thrice
(RGDPt�3), 4 is the real GDP growth lagged four times (RGDPt�4), 5 is the WTI oil price (OIL), 6 is the World Uncertainty Index (WUI), 7 is the World

Pandemic Uncertainty Index (WPI), 8 is real productivity growth (RPROD), 9 is the change in car registrations (CREG), 10 is the rate of unemployment
(UNEM), 11 is the growth in the Consumer Price Index (CPI), 12 is the growth in the Producer Price Index (PPI), 13 is the change Construction Volume Index
of Production (CONPROD), 14 is the long-run interest rates (LONGR), 15 is the stock index return (STOCK), and 16 is the change in the OECD Leading
Indicator (LEAD).
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predictor variables that impact each country's RGDP
growth quantiles. The main observation is that different
predictor variables are included in different quantile
model specifications. More specifically, a larger number
of predictors impacts the tails of the RGDP growth distri-
bution, especially in the 10th and/or the 90th quantile.
Focusing on Germany, Belgium, Finland, and Sweden, a
larger number of predictors is identified both in the 10th
and 90th “extreme” quantiles compared with the other
conditional quantiles and the conditional mean. Regard-
ing France, Italy, Greece, and Norway, a large number of
predictors is present in the 90th conditional quantile,
while in the case of Spain and Denmark, the lower quan-
tiles require a larger number of variables relative to the
90th and mainly versus the central quantiles.

In addition, interesting conclusions are derived from
the underlying analysis. The results reveal that the pre-
dictors included in the MP quantile model specifications
and/or have inclusion model probabilities above 50% are
different for different quantiles across the set of countries.
The WPI appears to be an important predictor variable
only regarding the lower quantiles and not the upper
quantiles of the RGDP growth distribution of Germany,
Spain, Greece, the United States, Sweden, Norway, and
the Netherlands. By contrast, it impacts both the lower
and the upper quantiles of the RGDP growth distribution
of Finland and Denmark and all the quantiles of the
Belgian and Italian real growth distribution. The change
in the OECD Leading Indicator is critical for all quantiles
of German, Norwegian, Swedish, and Finnish growth, for
most of the Italian and Belgian quantiles, and mainly
for the lower and central quantiles of French, and only
for the lower quantile of Spanish and Danish economic
growth. Similar findings can be observed with respect to
the autoregressive terms (lagged RGDP growth); for
example, for Greece, the lowest quantile can be explained
by the autoregressive terms at Lags 1, 3, and 4, the 25th
quantile is explained by the autoregressive terms at Lags
2 and 3, while other autoregressive terms are included in
the median and the upper 90th quantile model. Bear
in mind that for Greece, the autoregressive terms were
not included in the MP linear regression model specifica-
tions. The quantile regression analysis, therefore, reveals
that in many cases, different predictor variables impact
certain quantiles in the tails but not in the center of the
distribution. This clearly highlights the advantages of
the quantile regression approach relative to the standard
linear regression approach.

In Table 4 (panels A and B), the parameter estimates
and the corresponding standard errors (for the intercept
and beta coefficients) of the predictor variables included
in the MP quantile regression model specifications are
presented. It is noteworthy that (i) different predictor

variables are included in different quantile model
specifications and (ii) that the parameter estimates of the
corresponding predictors vary across different quantile
models. Another interesting finding is that the tails of the
RGDP growth distribution, especially in the 10th and/or
the 90th quantile is affected by a larger number of predic-
tors. Below, the results for each analyzed country are
discussed.

We saw that German RGDP growth is explained, on
average, by the autoregressive terms at Lags 1 and 2, the
WPI, the rate of unemployment, and the change in the
OECD Leading Indicator. Table 4 (panel A) reveals that
the autoregressive terms impact mainly the upper quan-
tiles (the 75th and the 90th) of RGDP growth, while the
autoregressive term at lag three, the WTI oil price index,
the World Pandemic Index, real productivity growth, and
the change in car registrations are important predictors
for the 10th quantile. In addition, the autoregressive term
at Lag 4, the rate of unemployment, and CPI inflation
can explain the 90th quantile. The change in the OECD
Leading Indicator seems to be a significant predictor
across all quantiles.

The RGDP growth of France can be explained, on
average, by the autoregressive term at Lag 2, the WPI,
and real productivity growth. Based on the quantile
regression analysis (Table 4, panel A), it is easily observed
that the autoregressive term at Lag 2 can be used to
explain all the analyzed quantiles; in addition, the auto-
regressive term at Lag 4, the WPI, and the OECD Leading
Indicator seem to be significant predictors regarding the
lower quantiles of French RGDP growth. The autoregres-
sive terms at Lags 1 and 3, real productivity growth, and
the equity market index return can be used to explain the
90th quantile.

Analyzing Italian RGDP growth, reveals that the
autoregressive terms at Lags 1–3, the WPI, and
the change in the OECD Leading Indicator are significant
predictors, on average. However, the quantile regression
analysis (Table 4, panel A) shows that some of these pre-
dictors may affect most of the analyzed quantiles; for
example, the autoregressive term at Lag 2 is an important
predictor for the 10th, 25th, and 90th quantiles, the WPI
affects the 10th, 25th, and 75th quantiles, while the
change in the OECD Leading Indicator explains the 10th,
25th, 50th, and 90th quantiles. Other predictor variables
have an impact only on the upper or the lower quantiles
of the RGDP growth distribution. For example, the auto-
regressive terms at Lags 1 and 4 and the growth in the
CPI affect only the 90th quantile, while the rate of unem-
ployment and the equity market return influence only
the 10th quantile.

Spanish RGDP growth was forecasted by autoregres-
sive parameters at Lags 1, 2, and 4; the WPI; and the rate
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of unemployment, on average. The quantile regression
analysis (Table 4, panel A) reveals some interesting fea-
tures; the median is only affected by the autoregressive
term at Lag 4 and the rate of unemployment, while other
predictor variables impact the tails (lower and upper
quantiles) of the RGDP growth distribution. For instance,
the WPI, real productivity growth, the change in car reg-
istrations, the growth in the CPI, and the change in the
OECD Leading Indicator are important predictors pri-
marily for the lower tail quantiles.

Greek RGDP growth can be explained, on average, by
the WPI, and the rate of unemployment. Quantile regres-
sion analysis, however, (Table 4, panel A) reveals that
several predictors affect the lower and/or the upper tail
quantiles. For example, the autoregressive terms at Lags
3 and 4, and the WPI affects mainly the lower quantiles,
while a large number of predictors, that is, the autore-
gressive term at Lag 1, the WTI oil price, the unemploy-
ment rate, real productivity growth, the growth in the
CPI, and long-run interest rates, are important predictors
for the upper tail quantiles. The equity market is a signifi-
cant predictor for both the 10th and the 90th quantiles.

Belgian RGDP growth is explained by the autoregres-
sive term at Lags 1 and 2, the WPI, real productivity
growth, and the change in the OECD Leading Indicator,
on average. Quantile regression analysis (Table 4, panel
A) shows that the autoregressive parameters at Lags
1 and 3 affect mainly the 90th quantile, while the rate of
unemployment and the WPI are significant predictors for
the lower quantiles. There are other variables such as the
autoregressive term at Lag 2 and the equity market
return that impact the tails of the RGDP growth distribu-
tion. Finally, the change in the OECD Leading Indicator
is a significant factor for most of the analyzed quantiles.

Similar in spirit results emerge from the analysis of
the rest of the countries considered in our analysis. For
example, based on the quantile regression analysis
(Table 4, panel B), the RGDP growth of Finland, Sweden,
Norway, Denmark, and the Netherlands is explained by
several autoregressive terms at different lags for different
quantiles. In addition, WPI affects mainly the lower tail
quantiles and, in some cases, the upper quantiles of the
RGDP growth distribution along with the OECD Leading
Indicator that seems to be a significant predictor at differ-
ent quantiles.

All in all, the findings stress the usefulness of quantile
regression models for exploring the impact of several
RGDP predictors at different points of the underlying dis-
tribution and reveals potential differences in predictor
effects across different quantiles. In particular, it was
shown that there are several predictors that affect the
lower or/and the upper quantiles of every country's
RGDP growth distribution, and therefore, interesting

relations between RGDP growth and the predictor vari-
ables were uncovered. Quantile regression models appear
to be an appropriate modeling approach, that produces
robust inferences regarding RGDP growth, especially in
the presence of outliers and non-linearities, or in case of
non-normal distributions, caused by various economic,
geopolitical and other random events and/or shocks,
such as market crises, economic downturns, the COVID-
19 pandemic, or the recent war in the Ukraine.

5.2.3 | Robustness analysis

In this section, alternative model selection approaches
and techniques are presented with the aim to examine
the sensitivity of the findings of the Bayesian approach to
inference with respect to the predictor variables that
affect/predict RGDP growth. A variety of model selection
methods is employed: (i) a parametric approach to infer-
ence by using information criteria based on the likeli-
hood function, such as the AIC and the Schwarz (1978)
BIC; (ii) the best subset regression approach, an auto-
mated model selection procedure that exhaustively
explores the model space by using all possible subsets of
predictor variables in the regression models (and
employed in model building) to identify a useful subset
of predictors; (iii) the penalized likelihood regression
methods, such as the ridge, the LASSO, and the elastic
net regularization techniques that impose shrinkage in
the regression coefficients and allow for automatic vari-
able selection. Finally, the MCS approach of Hansen
et al. (2011) that allows the identification of a subset of
superior models containing the best model(s) at a given
level of confidence is implemented.7

As a first step, the predictive linear and quantile
regression model specifications that were obtained by
applying the stepwise approach (STEP), the AIC, and the
Schwarz (1978) BIC, as well as the MP model, are
reported in the Tables A5 and A6, respectively, by taking
into account the collection of all 2K competing regression
models. It is evident that the stepwise, the BIC and the
MP models result to almost the same set of predictors for
the conditional mean and for the quantiles under consid-
eration, for each individual country's RGDP growth
series, while, as expected, the AIC-based best model
includes more predictor variables compared with the
other approaches. This is probably due to AIC's tendency
to overfit.

Then, the best subset regression approach is imple-
mented, and in Table 5, the best k-subset predictive lin-
ear regression model specifications for the RGDP growth
of each of the analyzed countries is presented. Interesting
results emerge from the specific analysis; the WPI
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appears to be the single best predictor for eight of the
12 countries, that is, Germany, Spain, Greece, Belgium,
Sweden, Norway, Denmark, and the Netherlands; real
productivity growth (RPROD) is the best predictor for
France and the United States, the rate of unemploy-
ment (UNEM) is the best predictor for Italian GDP,
while the change in the OECD Leading Indicator
(LEAD) for Finnish RGDP growth. The MP model spec-
ification identified by the Bayesian stochastic search
belongs to a best k-subset regression model and is
denoted by an asterisk in Table 5. Furthermore, in most
of the cases, the second or the third MP model found by

the Bayesian stochastic search algorithm appears to be in
the set of best subset models, indicating that the stochas-
tic search algorithm provides models in the area of “best”
model specifications.

Next, penalized likelihood regression models, such
as the ridge (Hoerl & Kennard, 1970), the LASSO
(Tibshirani, 1996), and the elastic net (Zou & Hastie, 2005)
techniques, are implemented. The corresponding results
from the LASSO, the ridge, and the elastic net approach
are presented for reasons of space in Tables A7–A9,
respectively. The number of predictors identified by the
penalized techniques is larger than the competing

TABLE 5 Best subset predictive linear regression model specifications regarding the real GDP growth for the analyzed countries.

Best k-subset predictors Germany France Italy Spain

1 predictor 7 8 10 7

2 predictors 2 7 2 8 7 10 2 7

3 predictors 2 7 9 2 7 8 (*) 1 2 7 1 2 7

4 predictors 1 2 7 16 2 3 7 8 1 2 7 16 1 2 7 10

5 predictors 1 2 7 10 16 (*) 2 3 4 7 8 1 2 3 7 16 (*) 1 2 4 7 10 (*)

6 predictors 1 2 7 10 15 16 1 2 3 7 8 16 1 2 3 7 11 16 1 2 4 7 9 10

7 predictors 1 2 7 10 11 15 16 1 2 3 7 8 12 16 1 2 3 7 8 11 16 1 2 4 7 9 10 12

8 predictors 1 2 7 10 11 13 15 16 1 2 3 7 8 9 12 16 1 2 3 6 7 10 11 16 1 2 4 6 7 9 10 12

Best k-subset predictors Greece Belgium Finland Sweden

1 predictor 7 7 16 7

2 predictors 7 10 (*) 2 7 7 15 7 15

3 predictors 7 10 11 2 7 8 3 7 16 (*) 1 7 16

4 predictors 7 10 11 12 1 2 7 8 3 7 12 16 1 2 7 16 (*)

5 predictors 3 7 10 11 12 1 2 7 8 16 (*) 1 3 7 12 16 1 2 7 8 16

6 predictors 1 3 7 9 10 11 1 2 7 8 10 16 1 3 7 8 12 15 1 2 7 8 9 16

7 predictors 1 3 7 9 10 11 12 1 2 7 8 9 10 16 1 3 7 8 12 13 15 1 2 7 8 9 12 16

8 predictors 1 3 6 7 9 10 11 12 1 2 7 8 10 12 15 16 1 3 7 8 12 13 15 16 1 2 7 8 9 12 15 16

Best k-subset predictors Norway Denmark The Netherlands USA

1 predictor 7 7 7 8

2 predictors 2 7 7 15 2 7 8 16

3 predictors 1 2 7 1 7 15 1 2 7 7 8 16

4 predictors 1 2 7 16 1 2 7 16 1 2 7 16 7 8 12 16

5 predictors 1 2 7 9 16 (*) 1 2 7 15 16 (*) 1 2 7 15 16 (*) 3 7 8 12 16

6 predictors 1 2 7 9 11 16 1 2 7 13 15 16 1 2 7 10 15 16 3 7 8 9 10 12 (*)

7 predictors 1 2 6 7 9 11 16 1 2 3 7 13 15 16 1 2 3 7 10 15 16 3 7 8 9 10 11 12

8 predictors 1 2 6 7 9 11 12 16 1 2 3 7 9 13 15 16 1 2 3 4 6 7 15 16 3 7 8 9 10 11 12 16

Note: The table reports the best subset predictive linear regression model specifications of real GDP growth for the analyzed period, from 2001:Q2 to 2021:Q3.
Model specifications are identified by the numbers associated with the corresponding predictor variables. Thus, 1 is the real GDP growth lagged once

(RGDPt�1), 2 is the real GDP growth lagged twice (RGDPt�2), 3 is the real GDP growth lagged thrice (RGDPt�3), 4 is the real GDP growth lagged four times
(RGDPt�4), 5 is the WTI oil price (OIL), 6 is the World Uncertainty Index (WUI), 7 is the World Pandemic Uncertainty Index (WPI), 8 is real productivity
growth (RPROD), 9 is the change in car registrations (CREG), 10 is the rate of unemployment (UNEM), 11 is the growth in the Consumer Price Index (CPI), 12
is the growth in the Producer Price Index (PPI), 13 is the change Construction Volume Index of Production (CONPROD), 14 is the long-run interest rates
(LONGR), 15 is the stock index return (STOCK), and 16 is the change in the OECD Leading Indicator (LEAD).
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TABLE 6 Model confidence set

metrics for the most probable predictive

linear model specifications for the

analyzed countries.

Models pvmax,M pvR,M Models pvmax,M pvR,M

Germany France

1 2 7 10 16 0.903 0.741 2 7 8 0.800 0.997

1 2 7 10 15 16 1.000 0.995 2 3 7 8 1.000 0.999

1 2 7 10 11 15 16 1.000 0.993 2 4 7 8 1.000 1.000

1 2 7 10 11 16 1.000 0.984 2 7 8 12 0.996 0.999

1 2 7 15 16 0.983 0.964 2 6 7 8 0.992 0.999

Italy Spain

1 2 3 7 16 0.958 0.992 1 2 4 7 10 1.000 0.997

1 2 3 7 11 16 1.000 0.997 1 2 4 7 9 10 1.000 0.999

1 2 3 7 8 16 1.000 0.986 1 2 4 7 10 12 1.000 0.996

1 2 3 6 7 16 1.000 0.995 1 2 4 7 9 10 12 1.000 1.000

1 2 3 7 15 16 0.998 0.996 1 2 4 5 7 10 1.000 0.999

Greece Belgium

7 10 0.988 0.980 1 2 7 8 16 0.922 0.498

7 10 11 1.000 0.980 1 2 7 8 10 16 1.000 0.996

7 10 11 12 1.000 0.988 1 2 7 8 9 16 1.000 0.940

7 10 12 1.000 0.980 1 2 7 8 10 0.945 0.978

4 7 12 1.000 0.957 1 2 7 8 15 16 1.000 0.638

Finland Sweden

3 7 16 0.985 0.999 1 2 7 16 0.712 0.842

3 7 12 16 0.999 0.996 1 2 7 8 16 0.997 0.834

1 3 7 8 12 13 15 1.000 0.994 1 2 7 8 9 16 1.000 0.925

1 3 7 8 12 15 1.000 0.992 1 2 7 15 16 1.000 1.000

3 7 15 16 0.998 0.997 1 2 7 9 16 0.957 0.764

Norway Denmark

1 2 7 9 16 1.000 0.972 1 2 7 15 16 1.000 0.998

1 2 7 11 16 0.999 0.920 1 2 7 16 1.000 0.980

1 2 7 16 0.441 0.807 1 3 7 9 15 1.000 0.999

1 2 7 9 11 16 1.000 0.999 1 3 7 15 0.996 0.979

1 2 7 9 12 16 1.000 0.998 7 15 0.999 0.999

The Netherlands USA

1 2 7 15 16 0.999 0.661 3 7 8 9 10 12 0.845 0.579

1 2 7 16 0.717 0.859 7 8 12 16 1.000 0.936

1 2 7 10 15 16 1.000 0.868 3 7 8 12 1.000 1.000

1 2 3 7 15 16 1.000 0.998 3 7 8 9 10 11 12 0.937 0.859

1 2 7 11 15 16 1.000 0.995 3 7 8 12 16 1.000 0.848

Note: This table reports results of the model confidence set approach applied to the in-sample squared errors

of the fitted values obtained from the most probable predictive linear model specifications identified by the

Bayesian Stochastic search algorithm. In particular, the p-values of the TR,M and Tmax,M test statistics are

reported together with the five most probable model specifications. Model specifications are identified by the

numbers associated with the corresponding predictor variables. Thus, 1 is the real GDP growth lagged once

(RGDPt�1), 2 is the real GDP growth lagged twice (RGDPt�2), 3 is the real GDP growth lagged thrice

(RGDPt�3), 4 is the real GDP growth lagged four times (RGDPt�4), 5 is the WTI oil price (OIL), 6 is the

World Uncertainty Index (WUI), 7 is the World Pandemic Uncertainty Index (WPI), 8 is real productivity

growth (RPROD), 9 is the change in car registrations (CREG), 10 is the rate of unemployment (UNEM), 11

is the growth in the Consumer Price Index (CPI), 12 is the growth in the Producer Price Index (PPI), 13 is

the change Construction Volume Index of Production (CONPROD), 14 is the long-run interest rates

(LONGR), 15 is the stock index return (STOCK), 16 is the change in the OECD Leading Indicator (LEAD).
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methods. For example, the LASSO variable selection,
apart from the autoregressive GDP growth terms, the
WUI, real productivity growth (RPROD), the rate of
unemployment (UNEM), the stock index return
(STOCK), and the change in the OECD Leading Indicator
(LEAD), includes, in many cases, additional predictor
variables, such as the WUI, the CPI, the PPI, and the
CONPROD. The parameter coefficients of some predic-
tors, that is, that of the WUI or of the change CONPROD,
are shrinked towards zero, while other predictors are
forced to have zero coefficients. In this sense, the LASSO
technique may impose a shrinkage, or, according to
Buhlmann and Mandozzi (2014), a screening operator in
order to reduce the predictor space, and then work with
reduced dimension. It is evident that the predictor vari-
ables identified by the Bayesian stochastic search algo-
rithms for the conditional mean and the quantile
regression models, and the alternative classical methods
are included in the model specifications found by the
LASSO technique, and in this sense, there is some degree
of consistency regarding the predictive variables included
in the regression models.

Finally, the MCS approach introduced by Hansen
et al. (2011) is implemented. This approach is based on a
sequence of tests that permits the construction of a set of
superior models, where the null hypothesis of equal pre-
dictive ability is not rejected at a certain confidence level.
Thus, the algorithm allows the researcher to identify a
subset of superior models containing the best model(s) at
a given level of confidence, where best is defined in terms
of a criterion, or a loss function that is specified by the
analyst, which means that it is possible to test models on
various aspects depending on the chosen loss function.
The MCS approach can be used either to assess the fore-
casting ability of several competing models using an out-
of-sample scheme or to perform an in-sample evaluation
of competing regression models.

In our study, the MCS approach is applied to evaluate
the predictive linear regression models based on the
in-sample squared error (squared loss function) of the
actual RGDP growth series and the corresponding fitted
values obtained from different model specifications. Due
to the enormous number of possible competing models,
the MCS procedure (Bernardi & Catania, 2018) is imple-
mented for the fifty MP model specifications found by
the Bayesian stochastic search algorithm, in order to
assess the performance of the selected models. Table 6
presents the results of the MCS approach applied to the
MP predictive linear model specifications for each one of
the RGDP growth series of the analyzed countries. In par-
ticular, the p-values of the TR,M and Tmax,M test statistics
are reported together with the five MP model specifica-
tions. For both tests, high p-values are observed, which

indicates that the MP regression models selected by the
Bayesian stochastic search algorithm belong to the set of
superior models and, therefore, confirms the efficiency
of the Bayesian approach to pinpoint the “area” of most
superior models.

6 | CONCLUSION

The primary goal of this study was to assess the impact of
a severe unanticipated shock, such as the global outbreak
and spread of the COVID-19 pandemic, on real economic
activity in Greece and seven other euro area countries,
namely, Belgium, Finland, France, Germany, Italy, the
Netherlands, and Spain, as well as three Scandinavian
countries (Denmark, Norway, and Sweden), and the
United States. The standard linear and quantile regres-
sion models were employed to investigate the ability of
numerous economic, financial, and COVID-19-related
factors to capture and predict the footprint of the aggre-
gate shock on the economy.

A Bayesian approach to model selection that accom-
modates an automatic determination of the predictor
variables that explain/predict RGDP growth is intro-
duced. More specifically, a MCMC stochastic search algo-
rithm has been designed that explores the model space,
provides posterior model probabilities, and takes into
account model uncertainty, using BMA.

The use of quantile regression models in particular is
quite interesting, as they allow the identification of the
factors that impact the RGDP growth distribution at dif-
ferent points. Closely linked is the determination of the
sign and magnitude of the estimated parameters, as well
as the underlying consistency across different quantiles
of the RGDP growth distribution. The specific modeling
framework accommodates more effective modeling of the
nature and non-linear characteristics of the underlying
macroeconomic series.

A set of explanatory and/or predictor variables that
are perceived to be common for all countries is used in
the regression framework, as it is supposed to capture
global effects, given the universal nature of the COVID-
19 pandemic. The set of common factors includes vari-
ables, such as the oil price, and an economic uncertainty
index. The rationale is to employ factors that reflect the
economic effects of a significant unexpected impact, such
as the outbreak of the COVID-19 pandemic. Apart from
the economic-financial common factors, an additional
COVID-19 specific factor was included in the analysis,
the WPI. Even though the pandemic had asymmetric
effects on different continents-regions of the world, a
global measure could provide significant insights regard-
ing the scale and spread of the pandemic and its likely
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impact on the world economy. In addition, country-
specific factors were employed; the initial set of explana-
tory/predictive variables contains 32 macroeconomic and
financial market-related indicators, the majority of which
are widely followed by both policy makers and practi-
tioners, and have been used in the existing literature for
nowcasting and/or business cycle predictability. In gen-
eral, the forecasting variables are representative of cate-
gories related to output and productivity, the labor
market, the housing market, orders and inventories,
money and credit, interest rates, prices, the financial
markets, and business and consumer confidence surveys.

As anticipated, even though there is limited overlap,
in general, different explanatory/predictive factors are
important for different economies. A core and solid con-
clusion, however, is that the outbreak of the COVID-19
pandemic has had a profound impact on real economic
activity across regions and countries, as a shock of such
magnitude caused an immediate rise in overall uncer-
tainty, as reflected by the WPI, that spread rapidly across
all sectors of the global economy, as the specific shock
had a forceful impact that was more sizeable compared
with that of the 2008 GFC, the most recent severe disrup-
tion in the global economic and financial system. Having
said that, the impact of the COVID-19 pandemic was not
symmetric across the economies under study. Surpris-
ingly, the extent of the impact was lower than initially
expected in Greece, given the underlying structure of the
Greek economy. More specifically, considering the asym-
metric effects of the pandemic on the different economic
sectors/industries, for a country like Greece that tourism
is of paramount importance, it would be rational to pro-
ject that the outbreak of COVID-19 would have a larger
impact relative to other countries, due to the imposition
of international travel bans and local lockdowns, espe-
cially during the initial phases of the pandemic. The
same expectation applies in the cases of Spain and Italy,
also economies with a large exposure to the tourism and
hospitality sector. Indeed, the results show that the spe-
cific economies had the highest exposure to the repercus-
sions caused by the pandemic.

Last, but not least, the quantile regression models
reveal that there are several predictors that affect the
lower or/and the upper quantiles of each country's RGDP
growth distribution and, thus, uncover interesting rela-
tions of RGDP growth with the predictor variables. Quan-
tile regression models appear to be an appropriate
modeling approach that produces robust inferences for
RGDP growth, especially in the presence of outliers and
non-linearities, or in cases of non-normal distributions,
caused by various economic, geopolitical, and other ran-
dom events/shocks, such as market crises, economic

downturns, the COVID-19 pandemic, or the recent war
in the Ukraine.

ACKNOWLEDGMENTS
The research project was supported by the Hellenic
Foundation for Research and Innovation (HFRI) under
the 4th Call for Action “Science and Society'—
Emblematic Action—“Interventions to address the eco-
nomic and social effects of the COVID-19 pandemic”
(Project Number 4887). The authors thank the editor and
the referees for their detailed and constructive comments
and suggestions. A previous version of the paper was pre-
sented in 2023 at the 27th International Conference on
Macroeconomic Analysis and International Finance and
at the International Conference on Economic and Finan-
cial Impact of COVID-19. We thank participants at these
meetings for their comments.

DATA AVAILABILITY STATEMENT
The data for the World Uncertainty Index (WUI), the
World Pandemic Index (WPI), and the West Texas Inter-
mediate Crude Oil price (OIL) are publicly available on
the Federal Reserve Bank of St. Louis' FRED database
webpage. Likewise, the data related to the US economy
were also obtained from the FRED database, with the
exception of that regarding the Real Productivity series
(RPROD) that is available on the US Bureau of Labor Sta-
tistics' web page. In addition, data on Norwegian Passen-
ger Car Registrations (CREG) are accessible on the FRED
Database. Data related to the eight Eurozone countries,
namely, Belgium, Finland, France, Germany, Greece,
Italy, the Netherlands, and Spain, as well as the three
Nordic countries (Denmark, Norway, and Sweden), are
publicly available on the Eurostat and OECD databases.

ORCID
Spyridon D. Vrontos https://orcid.org/0000-0002-3489-
0094

ENDNOTES
1 See, for example, Hoeting et al. (1999), Chipman et al. (2001),
Koop and Potter (2004), Vrontos et al. (2008), Meligkotsidou et al.
(2009), and Vrontos (2012).

2 The WUI is a measure that tracks uncertainty across the world;
for more details, please refer to https://worlduncertaintyindex.
com/.

3 The WPI is the percent of the word “uncertain,” and its variants,
that appear near the pandemic terms in Economist Intelligence
Unit country reports. For more details, please refer to https://
worlduncertaintyindex.com/.

4 For more details, please refer to https://www.ravenpack.com/
solutions/research/coronavirus-media-monitor.
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5 It is noteworthy that the majority of the autoregressive coeffi-
cients carry a negative sign. This seems counter-intuitive but is
consistent with the characteristics and the structure of the under-
lying data. A plausible economic interpretation could be that the
period under study coincides with a severe economic drawdown
(recession), the 2008 GFC, with protracted and significant reper-
cussions that could have altered past relations.

6 For reasons of space, only the results based on the “Stochastic
Search” approach are reported; however, the results based on the
“Exact” approach are almost identical. In addition, the posterior
model probabilities estimated by the stochastic search algorithm
are almost equal across different number of iterations, pointing to
rapid MCMC algorithm convergence.

7 The MCS approach of Hansen et al. (2011) and/or the complete
subset regression approach of Elliott et al. (2013) can be imple-
mented in a forecasting scheme, that combines forecasts from
several possible regression models in order to produce more
accurate predictions; see, for example, Samuels and Sekkel
(2017), Meligkotsidou et al. (2021), among several others.

REFERENCES
Aaronson, D., Brave, S. A., Butters, R. A., Fogarty, M.,

Sacks, D. W., & Seo, B. (2022). Forecasting unemployment
insurance claims in realtime with Google Trends. International
Journal of Forecasting, 38(2), 567–581.

Agoraki, M. E., Aslanidis, N., & Kouretas, G. (2023). How has
COVID-19 affected the performance of green investment funds?
Journal of International Money and Finance, 131, 102792.

Akaike, H. (1973). Information theory and an extension of the max-
imum likelihood principle. In Petrox, B. N., & Caski, F. (Eds.),
Second International Symposium on Information Theory
(pp. 267–281). Akademiai Kiado.

Aruoba, S. B., Diebold, F. X., & Scotti, C. (2009). Real-time mea-
surement of business conditions. Journal of Business &
Economic Statistics, 27(4), 417–427.

Avramov, D. (2002). Stock return predictability and model uncer-
tainty. Journal of Financial Economics, 64, 423–458.

Banachewicz, K., Lucas, A., & Vaart, A. V. D. (2008). Modeling
portfolio defaults using hidden Markov models with covariates.
Econometrics Journal, 11(1), 155–171.

Barua, S. (2020). Understanding coronanomics: The economic
implications of the coronavirus (COVID-19) pandemic. Avail-
able at SSRN: https://ssrn.com/abstract=3566477 or https://
doi.org/10.2139/ssrn.3566477

Baumeister, C., & Guérin, P. (2021). A comparison of monthly
global indicators for forecasting growth. International Journal
of Forecasting, 37(3), 1276–1295.

Berger, T., Morley, J., & Wong, B. (2023). Nowcasting the output
gap. Journal of Econometrics, 232(1), 18–34.

Bernardi, M., & Catania, L. (2018). The model confidence set pack-
age for R. International Journal of Computational Economics
and Econometrics, 8(2), 144–158.

Buhlmann, P., & Mandozzi, J. (2014). High-dimensional variable
screening and bias in subsequent inference, with an empirical
comparison. Computational Statistics, 29, 407–430.

Canova, F. (1994). Were financial crises predictable? Journal of
Money, Credit and Banking, 26(1), 102–124.

Caperna, G., Colagrossi, M., Geraci, A., & Mazzarella, G. (2022). A
babel of web-searches: Googling unemployment during the
pandemic. Labour Economics, 74(1), 102097.

Chipman, H., George, E. I., & McCulloch, R. E. (2001). The practi-
cal implementation of Bayesian model selection. In Lahiri, P.
(Ed.), Model selection, IMS Lecture Notes–Monograph Series:
Institute of Mathematical Statistics, pp. 67–116.

Chudik, A., Mohaddes, K., Hashem Pesaran, M., Raissi, M., &
Rebucci, A. (2021). A counterfactual economic analysis of
Covid-19 using a threshold augmented multi-country model.
Journal of International Money and Finance, 119, 102477.

Cimadomo, J., Giannone, D., Lenza, M., Monti, F., & Sokol, A.
(2022). Nowcasting with large Bayesian vector autoregressions.
Journal of Econometrics, 231(2), 500–519.

Cremers, M. K. J. (2002). Stock return predictability: A Bayesian
model selection perspective. Review of Financial Studies, 15,
1223–1249.

De Bruijn, N. G. (1970). Asymptotic methods in analysis. North-
Holland.

Dellaportas, P., & Vrontos, I. D. (2007). Modelling volatility
asymmetries: A Bayesian analysis of a class of tree struc-
tured multivariate GARCH models. Econometrics Journal, 10,
503–520.

Diebold, F. X. (2020). Real-time real economic activity entering the
Pandemic Recession. arXiv preprint arXiv:2006.15183.

Draper, D. (1995). Assessment and propagation of model uncer-
tainty (with discussion). Journal of the Royal Statistical Society,
Series B, 57, 45–98.

Dueker, M. J. (1997). Strengthening the case for the yield curve as a
predictor of U.S. recessions. Federal Reserve Bank of St. Louis
Review, 79, 41–51.

Elliott, G., Gargano, A., & Timmermann, A. (2013). Complete sub-
set regressions. Journal of Econometrics, 177, 357–373.

Estrella, A., & Mishkin, F. S. (1998). Predicting U.S. recessions:
Financial variables as leading indicators. Review of Economics
and Statistics, 80(1), 45–61.

Fornaro, L., & Wolf, M. (2020). Covid-19 coronavirus and macro-
economic policy. (CEPR Discussion Paper No. DP14529). Avail-
able at SSRN: https://ssrn.com/abstract=3560337

Foroni, C., Marcellino, M., & Stevanovic, D. (2022). Forecasting the
Covid-19 recession and recovery: Lessons from the financial cri-
sis. International Journal of Forecasting, 38, 596–612.

Galakis, J., Vrontos, I. D., & Xidonas, P. (2022). On tree-structured
linear and quantile regression-based asset pricing. Review of
Accounting and Finance, 21(3), 204–245.

Giannikis, D., & Vrontos, I. D. (2011). A Bayesian approach to
detecting nonlinear risk exposures in hedge fund strategies.
Journal of Banking and Finance, 35, 1399–1414.

Hamilton, J. D. (1989). A new approach to the economic analysis of
nonstationary time series and the business cycle. Econometrica,
57(2), 357–384.

Hamilton, J. D. (1990). Analysis of time series subject to changes in
regime. Journal of Econometrics, 45, 39–70.

Hamilton, J. D., & Perez-Quiros, G. (1996). What do leading indica-
tors lead? Journal of Business, 69(1), 27–49.

Hansen, P. R., Lunde, A., & Nason, J. M. (2011). The model
confidence set. Econometrica, 79(2), 453–497.

Hoerl, A. E., & Kennard, R. W. (1970). Ridge regression: Applica-
tions to nonorthogonal problems. Technometrics, 12(1), 69–82.

VRONTOS ET AL. 29

 1099131x, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/for.3072 by T

est, W
iley O

nline L
ibrary on [14/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://ssrn.com/abstract=3566477
https://doi.org/10.2139/ssrn.3566477
https://doi.org/10.2139/ssrn.3566477
https://ssrn.com/abstract=3560337


Hoeting, J. A., Madigan, D., Raftery, A. E., & Volinsky, C. T. (1999).
Bayesian model averaging: A tutorial. Statistical Science, 14,
382–417.

Kass, R. E., & Raftery, A. E. (1995). Bayes factors. Journal of the
American Statistical Association, 90, 773–795.

Kass, R. E., & Vaidyanathan, S. (1992). Approximate Bayes factors
and orthogonal parameters, with application to testing equality
of two binomial proportions. Journal of the Royal Statistical
Society, Series B, 54, 129–144.

Koenker, R., & Bassett, G. (1978). Regression quantiles. Econome-
trica, 46, 33–50.

Konig, M., & Winkler, A. (2020). Monitoring in real time: Cross-
country evidence on the COVID-19 impact on GDP growth in
the first half of 2020. Covid Economics, 57, 132–153.

Koop, G., & Potter, S. (2004). Forecasting in dynamic factor models
using Bayesian model averaging. Econometrics Journal, 7,
550–565.

Makridis, C., & Hartley, J. (2020). The cost of COVID-19: A rough
estimate of the 2020 U.S. GDP. Available at SSRN: https://ssrn.
com/abstract=3559139 or https://doi.org/10.2139/ssrn.3559139

Marsh, I. W. (2000). High frequency Markov switching models in the
foreign exchange market. Journal of Forecasting, 19, 123–134.

Meligkotsidou, L., Panopoulou, E., Vrontos, I. D., & Vrontos, S. D.
(2021). Out-of-sample equity premium prediction: A complete
subset quantile regression approach. The European Journal of
Finance, 27(1–1), 110–135.

Meligkotsidou, L., Vrontos, I. D., & Vrontos, S. D. (2009). Quantile
regression analysis of hedge fund strategies. Journal of Empiri-
cal Finance, 16, 264–279.

Morley, J., & Wong, B. (2020). Estimating and accounting for the
output gap with large Bayesian vector autoregressions. Journal
of Applied Econometrics, 35, 1–18.

Nguyen, N. (2018). Hidden Markov model for stock trading. Inter-
national Journal of Financial Studies, 6(2), 1–17.

O'Hagan, A., & Forster, J. (2004). Bayesian inference, Kendall's
advanced theory of statistics (2nd ed.)., Vol. 2B: Arnold.

Pinson, P., & Madsen, H. (2012). Adaptive modeling and forecasting
of offshore wind power fluctuations with Markov-switching
autoregressive models. Journal of Forecasting, 31, 281–313.

Raftery, A. E., Madigan, D., & Hoeting, J. A. (1997). Bayesian model
averaging for linear regression models. Journal of the American
Statistical Association, 92, 179–191.

Raftery, A. E., Madigan, D., & Volinsky, C. T. (1996). Accounting
for model uncertainty in survival analysis improves predictive
performance (with discussion). In Bernardo, J. M., Berger, J. O.,
Dawid, A. P., & Smith, A. F. M. (Eds.), Bayesian statistics
(Vol. 5, pp. 323–349). Oxford University Press.

Samuels, J. D., & Sekkel, R. M. (2017). Model confidence sets and
forecast combination. International Journal of Forecasting,
33(1), 48–60.

Schwarz, G. (1978). Estimating the dimension of a model. Annals of
Statistics, 6, 461–464.

Smith, A. F. M., & Roberts, G. O. (1993). Bayesian computation via
the Gibbs sampler and related Markov chain Monte Carlo
methods. Journal of the Royal Statistical Society, Series B, 55,
3–23.

Tibshirani, R. (1996). Regression shrinkage and selection via the
lasso. Journal of the Royal Statistical Society, Series B, 58(1),
267–288.

Tierney, L. (1994). Markov chains for exploring posterior distribu-
tions (with discussion). Annals of Statistics, 22, 1701–1762.

Tierney, L., & Kadane, J. B. (1986). Accurate approximations for
posterior moments and marginal densities. Journal of the
American Statistical Association, 81, 82–86.

Tierney, L., Kass, R. E., & Kadane, J. B. (1989). Fully exponential
Laplace approximations to expectations and variances of non-
positive functions. Journal of the American Statistical Associa-
tion, 84, 710–716.

Vrontos, I. D. (2012). Evidence for hedge fund predictability from a
multivariate Student's t full-factor GARCH model. Journal of
Applied Statistics, 39, 1295–1321.

Vrontos, S. D., Galakis, J., & Vrontos, I. D. (2021). Modeling and
predicting U.S. recessions using machine learning techniques.
International Journal of Forecasting, 37(2), 647–671.

Vrontos, S. D., Vrontos, I. D., & Giamouridis, D. (2008). Hedge fund
pricing and model uncertainty. Journal of Banking and
Finance, 32, 741–753.

Yu, K., & Moyeed, R. A. (2001). Bayesian quantile regression. Statis-
tics and Probability Letters, 54, 437–447.

Yu, K., & Zhang, J. (2005). A three-parameter asymmetric Laplace
distribution and its extension. Communications in Statistics—
Theory and Methods, 34, 1867–1879.

Zellner, A. (1971). An introduction to Bayesian inference in econo-
metrics: Wiley.

Zellner, A. (1986). On assessing prior distributions and Bayesian
regression analysis with g-prior distributions. Bayesian infer-
ence and decision techniques: Essays in Honor of Bruno De
Finetti, 6, 233–243.

Zou, H., & Hastie, T. (2005). Regularization and variable selection
via the elastic net. Journal of the Royal Statistical Society, Series
B, 67(2), 301–320.

AUTHOR BIOGRAPHIES

Ioannis D. Vrontos is an associate professor of Sta-
tistics at the Athens University of Economics and
Business. His research interests include computa-
tional statistics, Bayesian statistics and Bayesian
model comparison, time series analysis, financial
econometrics, and empirical finance. His research has
been published in peer-reviewed scientific journals,
such as the Journal of Business and Economic Statis-
tics, Journal of Banking and Finance, Journal of
Empirical Finance, European Journal of Finance, Sta-
tistics and Computing, Journal of the Operational
Research Society, Econometrics and Statistics, Journal
of Forecasting, Econometric Reviews, among others.

John Galakis is the head of Quantitative Analysis,
Research and Strategy of Iniohos Advisory Services, a
financial and investment consulting boutique. His
research interests include time series analysis, finan-
cial econometrics, portfolio management and analysis,
and empirical finance. His research has been

30 VRONTOS ET AL.

 1099131x, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/for.3072 by T

est, W
iley O

nline L
ibrary on [14/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://ssrn.com/abstract=3559139
https://ssrn.com/abstract=3559139
https://doi.org/10.2139/ssrn.3559139


published in both professional and peer-reviewed sci-
entific journals, such as the International Journal of
Forecasting, Quantitative Finance, Journal of Finan-
cial Data Science, among others.

Ekaterini Panopoulou is a professor of Finance at
Essex Business School, University of Essex, UK. Her
research interests spam the areas of financial econo-
metrics, time series modeling, and forecasting. She
has published over 50 articles in books and peer-
reviewed international journals, including the Journal
of Corporate Finance, Journal of Applied Economet-
rics, Econometrics Journal, International Journal of
Forecasting, and Journal of Banking and Finance.

Spyridon D. Vrontos is a professor of Actuarial Sci-
ence at the School of Mathematics, Statistics, and
Actuarial Science, University of Essex. His principal
research is concerned with predictive modeling in
actuarial science and finance, predictability of finan-
cial time series, and portfolio management. His

publications have appeared in peer-reviewed interna-
tional journals, including International Journal of
Forecasting, Journal of Banking and Finance, Euro-
pean Journal of Finance, and Quantitative Finance.
His research portfolio includes projects funded by
CAS, SOA, Innovate UK, and other funders.

How to cite this article: Vrontos, I. D., Galakis,
J., Panopoulou, E., & Vrontos, S. D. (2024).
Forecasting GDP growth: The economic impact of
COVID-19 pandemic. Journal of Forecasting, 1–45.
https://doi.org/10.1002/for.3072

TABLE A1 Set of predictor

variables—Overview.
Code Predictor variables Transformation

1 Real GDP growth—Lag 1 (RGDPt�1) Δln, quarter-on-quarter % change

2 Real GDP growth—Lag 2 (RGDPt�2) Δln, quarter-on-quarter % change

3 Real GDP growth—Lag 3 (RGDPt�3) Δln, quarter-on-quarter % change

4 Real GDP growth—Lag 4 (RGDPt�4) Δln, quarter-on-quarter % change

5 WTI oil (OIL) Δln, quarter-on-quarter % change

6 World Uncertainty Index (WUI) Δlv

7 World Pandemic Index (WPI) Δlv

8 Real Productivity (RPROD) Δln, quarter-on-quarter % change

9 Car Registrations (CREG) Δln, quarter-on-quarter % change

10 Rate of Unemployment (UNEM) Δlv

11 Consumer Price Index (CPI) Δlv

12 Producer Price Index (PPI) Δlv

13 Construction Volume Index of
Production (CONPROD)

Δln, quarter-on-quarter % change

14 Long-Term Interest Rates (LONGR) Δlv

15 Stock index return (STOCK) Δln, quarter-on-quarter % change

16 OECD Leading Indicator (LEAD) Δln, quarter-on-quarter % change

Note: The table reports detailed information about the set of predictor variables and the corresponding
transformation used in the analysis; Δln denotes first differences of logarithms, and Δlv denotes first
differences.

APPENDIX A: Forecasting GDP growth: the economic impact of COVID-19 Pandemic
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TABLE A2 Descriptive statistics.

Dependent variable Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RGDP—Germany 0.26 1.80 0.44 �0.12 0.80 �1.73 23.43 �10.53 8.66

RGDP—France 0.28 2.65 0.35 0.03 0.66 0.87 32.69 �14.46 17.04

RGDP—Italy 0.01 2.47 0.21 �0.23 0.41 0.47 28.32 �13.50 14.85

RGDP—Spain 0.27 2.95 0.58 �0.01 0.90 �2.12 34.53 �19.42 15.53

RGDP—Greece �0.09 2.48 0.14 �0.78 1.05 �2.51 15.60 �14.44 5.22

RGDP—Belgium 0.38 1.99 0.43 0.21 0.69 �1.35 32.55 �12.37 11.23

Predictors—Common factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

OIL (5) 1.03 17.30 3.92 �5.36 10.99 �1.22 6.19 �70.10 38.01

WUI (6) �0.26 35.38 �4.24 �21.57 29.09 �0.06 2.52 �80.60 68.15

WPI (7) 0.16 2.12 0.00 �0.00 0.00 2.85 25.64 �8.68 13.37

Predictors—Germany specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.21 0.79 0.26 �0.05 0.57 �1.38 10.19 �3.62 2.65

CREG (9) �0.27 11.11 0.08 �2.26 2.64 0.54 15.40 �46.45 58.52

UNEM (10) �0.05 0.23 �0.10 �0.20 0.10 0.32 2.51 �0.50 0.50

CPI (11) 0.01 0.47 �0.04 �0.25 0.27 0.26 4.52 �1.47 1.610

PPI (12) 0.03 0.73 0.06 �0.28 0.42 �1.08 8.16 �3.45 1.80

CONPROD (13 ) 3.50 25.50 4.89 �14.72 17.70 0.53 3.04 �37.85 80.00

LONGR (14) �0.06 0.26 �0.10 �0.25 0.16 0.15 2.36 �0.58 0.53

STOCK (15) 0.63 8.67 1.64 �2.93 6.46 �1.18 4.98 �31.83 15.04

LEAD (16) �0.06 2.09 �0.07 �1.06 1.06 0.29 4.76 �5.79 6.62

Predictors—France specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.21 0.91 0.17 -0.08 0.49 2.34 25.92 �3.63 6.09

CREG (9) �1.18 18.25 1.05 �7.57 6.20 0.30 9.72 �70.42 82.62

UNEM (10) �0.01 0.29 �0.03 �0.13 0.13 1.80 12.99 �0.83 1.57

CPI (11) 0.00 0.44 0.01 �0.26 0.26 �0.30 4.12 �1.49 1.08

PPI (12) 0.04 1.24 0.00 �0.68 0.82 �0.03 5.61 �4.61 4.09

CONPROD (13 ) 0.30 9.07 1.98 �10.11 7.65 �0.25 2.08 �17.00 22.25

LONGR (14) �0.05 0.38 �0.10 �0.25 0.19 �0.02 4.00 �1.20 1.12

STOCK (15) 0.40 7.85 1.99 �3.00 6.25 �1.27 4.64 �27.01 11.83

LEAD (16) �0.15 1.75 0.15 �1.41 1.01 �0.27 3.68 �4.81 4.84

Predictors—Italy specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.02 0.74 0.02 �0.40 0.41 0.15 3.55 �2.01 2.10

CREG (9) �0.61 13.13 0.15 �3.21 2.90 1.83 22.76 �51.22 80.66

UNEM (10) 0.00 0.44 0.00 �0.20 0.20 0.05 9.07 �1.90 1.80

CPI (11) �0.02 0.42 �0.04 �0.25 0.17 �0.15 4.14 �1.31 1.21

PPI (12) 0.04 1.26 0.03 �0.66 0.73 �1.36 10.96 �6.58 3.21

CONPROD (13 ) 0.55 11.29 �0.71 �9.86 10.92 0.29 2.23 �18.77 35.11

LONGR (14) �0.06 0.33 �0.05 �0.29 0.19 0.07 3.04 �0.87 0.94

STOCK (15) �0.26 8.60 1.52 �5.05 5.92 �1.12 4.12 �30.39 11.44

LEAD (16) �0.06 1.57 �0.01 �0.97 0.88 0.16 5.03 �4.48 5.84
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TABLE A2 (Continued)

Predictors—Spain specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.14 1.26 0.21 �0.30 0.66 �1.99 20.91 �7.45 5.36

CREG (9) �0.38 10.19 �0.20 �2.90 3.28 1.56 18.80 �38.37 59.61

UNEM (10) 0.06 0.69 �0.10 �0.40 0.43 1.47 6.70 �1.10 2.80

CPI (11) �0.02 0.78 �0.07 �0.48 0.38 0.02 3.92 �2.45 1.97

PPI (12) 0.05 1.71 0.00 �0.99 0.97 �0.21 5.57 �6.53 5.39

CONPROD (13 ) �0.06 10.47 1.80 �7.24 7.93 �0.60 3.27 �33.28 21.47

LONGR (14) �0.05 1.54 �0.09 �0.44 0.29 �0.89 11.86 �7.53 5.70

STOCK (15) �0.04 8.54 1.06 �2.85 5.62 �0.85 3.64 �23.44 17.43

LEAD (16) �0.09 1.57 0.04 �1.12 0.85 �0.41 3.51 �4.41 3.91

Predictors—Greece specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) �0.12 3.07 �0.21 �1.30 1.33 �0.70 12.63 �15.75 11.99

CREG (9) �0.55 18.75 0.76 �4.18 4.04 0.67 22.46 �93.57 107.91

UNEM (10) 0.05 0.81 �0.10 �0.43 0.30 0.66 3.70 �1.90 2.40

CPI (11) �0.04 0.75 �0.06 �0.44 0.34 0.36 3.85 �1.83 2.13

PPI (12) 0.04 3.54 �0.05 �2.16 2.12 0.12 4.84 �11.94 11.24

CONPROD (13 ) 2.79 30.05 10.81 �26.16 24.05 �0.35 2.22 �58.38 74.73

LONGR (14) �0.06 0.26 �0.07 �0.23 0.15 �0.23 3.31 �0.84 0.54

STOCK (15) �1.55 13.71 �0.70 �9.19 8.87 �0.59 3.57 �47.93 24.40

LEAD (16) 0.01 1.18 0.08 �1.00 1.10 �0.19 1.90 �2.38 2.27

Predictors—Belgium specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.21 0.92 0.20 �0.09 0.66 �0.29 12.49 �4.19 4.33

CREG (9) �0.18 10.37 0.09 �3.15 3.94 0.48 11.50 �36.16 50.38

UNEM (10) 0.00 0.41 0.00 �0.30 0.23 0.16 2.91 �0.80 1.00

CPI (11) �0.01 0.68 �0.02 �0.34 0.37 �0.59 4.23 �2.10 1.43

PPI (12) 0.11 2.63 0.12 �1.38 1.18 0.67 4.93 �6.17 9.05

CONPROD (13 ) 0.62 10.13 3.45 �6.26 8.35 �0.55 2.01 �17.83 17.20

LONGR (14) �0.06 0.28 �0.11 �0.23 0.15 0.07 2.59 �0.72 0.63

STOCK (15) 0.49 8.17 1.84 �1.85 5.49 �1.73 7.77 �37.02 12.77

LEAD (16) �0.05 2.10 �0.07 �1.10 0.63 0.47 4.68 �5.64 7.13

RGDP—Finland 0.32 1.48 0.35 �0.20 1.00 2.04 13.19 �6.70 4.89

RGDP—Sweden 0.52 1.48 0.66 0.14 1.17 �1.82 19.56 �8.10 6.75

RGDP—Norway 0.41 1.28 0.30 �0.07 0.98 �0.21 6.58 �4.77 4.39

RGDP—Denmark 0.32 1.28 0.34 �0.11 0.74 �0.70 14.40 �6.27 5.92

RGDP—Netherland 0.33 1.50 0.40 0.02 0.63 �1.65 23.43 �8.75 7.23

RGDP—USA 0.32 1.48 0.35 �0.20 1.00 �2.04 13.16 �6.70 4.89

Predictors—Common factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

OIL (5) 1.03 17.30 3.92 �5.36 10.99 �1.22 6.19 �70.10 38.01

WUI (6) �0.26 35.38 �4.24 �21.57 29.09 �0.06 2.52 �80.60 68.15

WPI (7) 0.16 2.12 0.00 �0.00 0.00 2.85 25.64 �8.68 13.37

(Continues)
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TABLE A2 (Continued)

Predictors—Finland specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.22 0.98 0.14 �0.39 0.89 �0.25 4.13 �3.16 2.95

CREG (9) �0.02 16.8 0.77 �3.58 3.71 �0.97 13.20 �83.08 66.37

UNEM (10) �0.01 1.29 0.40 �0.75 1.00 �0.78 2.31 �2.70 2.00

CPI (11) �0.01 0.55 0.03 �0.21 0.26 �0.57 5.64 �2.18 1.51

PPI (12) 0.07 1.31 �0.00 �0.81 0.95 �0.34 5.43 �5.14 3.60

CONPROD (13 ) 1.03 23.83 9.91 �5.78 16.03 �0.98 2.33 �45.96 31.07

LONGR (14) �0.06 0.25 �0.08 �0.23 0.16 0.09 2.47 �0.66 0.50

STOCK (15) 0.24 9.83 2.52 �4.02 6.77 �1.45 5.22 �34.82 13.69

LEAD (16) �0.03 1.34 0.14 �0.59 0.57 0.09 4.26 �3.48 3.70

Predictors—Sweden specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.34 1.18 0.23 �0.30 1.07 0.23 6.13 �3.35 5.13

CREG (9) 0.20 13.15 0.85 �2.19 5.60 �1.58 13.19 �67.89 48.13

UNEM (10) 0.06 0.86 0.10 �0.40 0.70 �0.12 2.62 �1.70 1.90

CPI (11) 0.004 0.60 0.09 �0.26 0.32 �0.53 4.03 �1.84 1.43

PPI (12) 0.05 1.07 0.14 �0.72 0.76 �0.01 2.54 �2.29 2.70

CONPROD (13 ) 0.91 17.06 �0.57 �11.68 15.19 �0.10 2.20 �38.62 32.82

LONGR (14) �0.05 0.29 �0.03 �0.27 0.15 �0.32 3.15 �0.93 0.57

STOCK (15) 1.48 8.31 2.61 �2.07 6.61 �1.20 5.24 �28.97 17.01

LEAD (16) �0.08 1.65 0.04 �0.81 0.63 0.12 4.58 �4.12 5.35

Predictors—Norway specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.13 1.25 0.04 �0.47 0.84 �0.07 3.70 �3.36 3.56

CREG (9) 0.62 9.46 �0.05 �2.52 4.28 0.50 5.78 �24.86 38.13

UNEM (10) 0.02 0.35 0.00 �0.20 0.30 0.04 2.59 �0.80 0.80

CPI (11) �0.09 0.88 �0.04 �0.50 0.42 0.13 4.27 �2.64 2.38

PPI (12) 0.03 1.35 0.03 �0.74 0.80 �0.10 4.07 �3.79 3.80

CONPROD (13 ) 0.67 7.09 �0.93 �5.23 6.11 0.62 2.07 �10.47 15.73

LONGR (14) �0.56 0.31 �0.07 �0.24 0.13 �0.02 2.67 �0.81 0.67

STOCK (15) 2.27 9.98 3.84 �1.51 7.88 �2.09 11.56 �50.96 19.97

LEAD (16) �0.07 1.70 0.11 �1.05 0.93 �0.87 4.46 �5.61 3.95

Predictors—Denmark specific
factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.28 1.13 0.34 �0.27 0.76 0.31 5.61 �2.91 4.67

CREG (9) 0.63 11.11 1.44 �4.24 5.54 �0.25 8.38 �44.42 45.28

UNEM (10) 0.02 0.61 0.10 �0.60 0.45 0.24 2.68 �1.20 1.80

CPI (11) �0.02 0.42 �0.03 �0.27 0.25 �0.24 3.88 �1.26 1.05

PPI (12) 0.01 0.84 0.01 �0.49 0.57 �0.76 5.20 �3.46 1.52

CONPROD (13 ) 0.40 6.48 0.16 �4.54 5.95 �0.16 2.28 �14.07 15.70

LONGR (14) �0.07 0.28 �0.08 �0.25 0.17 0.03 2.37 �0.65 0.51

STOCK (15) 1.94 8.37 3.33 �1.55 7.58 �1.80 9.07 �39.43 15.39

LEAD (16) �0.05 1.23 0.05 �0.58 0.76 �0.64 4.79 �3.92 3.25
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TABLE A2 (Continued)

Predictors—Netherlands
specific factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.17 0.98 0.22 �0.36 0.73 �0.51 4.69 �3.32 2.86

CREG (9) �0.26 45.61 9.41 �19.34 19.76 �0.81 4.74 �155.33 123.98

UNEM (10) 0.02 0.45 0.00 �0.33 0.23 0.84 4.47 �0.70 1.80

CPI (11) �0.02 0.45 �0.03 �0.28 0.22 �0.32 3.43 �1.33 0.86

PPI (12) 0.07 2.32 0.09 �0.93 1.18 �0.63 6.37 �9.86 6.11

CONPROD (13 ) 0.29 10.47 3.59 �7.39 7.95 �0.56 2.03 �19.38 16.80

LONGR (14) �0.06 0.25 �0.10 �0.24 0.15 0.02 2.60 �0.72 0.51

STOCK (15) 0.22 8.62 1.76 �2.66 5.78 �2.09 9.75 �41.89 13.39

LEAD (16) �0.10 1.95 �0.07 �1.05 0.96 0.01 5.50 �5.85 6.93

Predictors—US specific factors Mean StDev Median Q1 Q3 Skewness Kurtosis Min Max

RPROD (8) 0.50 0.76 0.47 �0.004 0.83 1.28 7.35 �1.04 3.99

CREG (9) �1.00 9.39 �1.67 �3.61 2.98 �0.21 10.71 �43.27 37.06

UNEM (10) 0.02 1.19 �0.10 �0.20 0.07 5.14 46.19 �4.13 9.17

CPI (11) 0.02 0.87 0.05 �0.37 0.37 �0.06 7.85 �3.54 3.10

PPI (12) 0.14 3.70 0.07 �1.45 1.83 0.05 6.95 �14.01 13.60

CONPROD (13 ) 0.80 2.63 1.44 �1.06 2.66 �0.61 2.98 �6.58 6.40

LONGR (14) �0.04 0.34 �0.02 �0.26 0.17 �0.02 2.86 �0.83 0.72

STOCK (15) 0.52 0.58 0.59 0.33 0.81 �1.67 9.40 �2.32 1.81

LEAD (16) �0.10 1.68 0.24 �1.00 0.76 �0.77 5.22 �5.82 4.16

Note: The table reports summary statistics for the dependent variables (individual country real GDP growth rates), as well as the common and country-specific

predictor variables.
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TABLE A3 Probabilities of inclusion of the predictor variables in the linear regression model specifications for the real GDP growth

series for different countries.

Predictor variables Germany France Italy Spain Greece Belgium

RGDPt�1 (1) 0.96 0.35 0.91 1.00 0.36 0.75

RGDPt�2 (2) 0.99 0.99 1.00 0.99 0.32 0.99

RGDPt�3 (3) 0.37 0.44 0.67 0.38 0.44 0.36

RGDPt�4 (4) 0.37 0.37 0.36 0.53 0.41 0.37

OIL (5) 0.39 0.30 0.35 0.37 0.32 0.36

WUI (6) 0.40 0.34 0.37 0.35 0.34 0.36

WPI (7) 0.99 0.99 1.00 1.00 1.00 1.00

RPROD (8) 0.37 0.99 0.40 0.35 0.30 0.99

CREG (9) 0.39 0.35 0.40 0.47 0.42 0.37

UNEM (10) 0.58 0.33 0.46 0.99 0.50 0.52

CPI (11) 0.41 0.32 0.41 0.33 0.46 0.41

PPI (12) 0.39 0.36 0.34 0.40 0.44 0.48

CONPROD (13) 0.40 0.33 0.39 0.35 0.29 0.38

LONGR (14) 0.35 0.32 0.32 0.34 0.35 0.35

STOCK (15) 0.55 0.32 0.37 0.34 0.31 0.41

LEAD (16) 0.96 0.37 0.89 0.35 0.33 0.48

Predictor variables Finland Sweden Norway Denmark The Netherlands USA

RGDPt�1 (1) 0.50 0.96 0.90 0.60 0.98 0.30

RGDPt�2 (2) 0.29 0.86 0.95 0.45 0.99 0.31

RGDPt�3 (3) 0.66 0.34 0.33 0.46 0.49 0.54

RGDPt�4 (4) 0.29 0.33 0.30 0.30 0.37 0.30

OIL (5) 0.37 0.34 0.34 0.29 0.36 0.37

WUI (6) 0.35 0.35 0.40 0.33 0.40 0.30

WPI (7) 0.62 0.98 0.86 0.91 0.99 0.82

RPROD (8) 0.49 0.49 0.34 0.30 0.33 0.86

CREG (9) 0.27 0.46 0.54 0.39 0.35 0.45

UNEM (10) 0.28 0.35 0.29 0.29 0.39 0.50

CPI (11) 0.31 0.35 0.41 0.33 0.36 0.38

PPI (12) 0.46 0.40 0.39 0.30 0.36 0.58

CONPROD (13) 0.34 0.36 0.29 0.33 0.35 0.28

LONGR (14) 0.29 0.34 0.29 0.28 0.33 0.29

STOCK (15) 0.52 0.46 0.37 0.60 0.65 0.31

LEAD (16) 0.53 0.96 0.69 0.44 0.75 0.55

Note: The table reports the probabilities of inclusion of each predictor variable in the linear regression model specification for the analyzed real GDP growth,

obtained from the Bayesian stochastic search algorithm, based on the sample period (from 2001:Q2 to 2021:Q3). The predictor variables are the real GDP
growth lagged once (RGDPt�1), the real GDP growth lagged twice (RGDPt�2), the real GDP growth lagged thrice (RGDPt�3), the real GDP growth lagged four
times (RGDPt�4), the WTI oil price (OIL), the World Uncertainty Index (WUI), the World Pandemic Uncertainty Index (WPI), the real productivity growth
(RPROD), the change in car registrations (CREG), the rate of unemployment (UNEM), the growth in the Consumer Price Index (CPI), the growth in the
Producer Price Index (PPI), the Construction Volume Index of Production (CONPROD), the long-run interest rate (LONGR), the stock index return (STOCK),

and the change in the OECD Leading Indicator (LEAD).
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TABLE A4 Probabilities of inclusion of the predictor variables in the quantile regression model specifications for the real GDP growth

series for different countries.

Germany France

Predictor variables Q0:10 Q0:25 Q0:50 Q0:75 Q0:90 Q0:10 Q0:25 Q0:50 Q0:75 Q0:90

RGDPt�1 (1) 0.58 0.38 0.47 0.87 0.99 0.50 0.38 0.32 0.40 0.51

RGDPt�2 (2) 0.55 0.56 0.64 0.97 0.99 0.91 1.00 0.55 0.43 1.00

RGDPt�3 (3) 0.97 0.59 0.40 0.35 0.62 0.48 0.39 0.36 0.37 0.55

RGDPt�4 (4) 0.70 0.29 0.33 0.41 0.46 0.64 0.84 0.42 0.32 0.41

OIL (5) 0.82 0.39 0.31 0.32 0.39 0.34 0.33 0.28 0.30 0.40

WUI (6) 0.51 0.45 0.39 0.39 0.46 0.35 0.30 0.28 0.29 0.34

WPI (7) 1.00 0.55 0.32 0.37 0.43 1.00 1.00 0.58 0.33 0.48

RPROD (8) 0.51 0.51 0.45 0.43 0.50 0.65 0.49 0.56 0.72 0.97

CREG (9) 0.67 0.30 0.40 0.43 0.42 0.37 0.32 0.29 0.29 0.36

UNEM (10) 0.46 0.35 0.38 0.50 0.57 0.36 0.30 0.30 0.29 0.46

CPI (11) 0.47 0.33 0.32 0.36 0.53 0.35 0.36 0.28 0.29 0.48

PPI (12) 0.53 0.31 0.31 0.39 0.50 0.33 0.32 0.30 0.28 0.35

CONPROD (13) 0.43 0.30 0.33 0.37 0.43 0.37 0.31 0.27 0.30 0.34

LONGR (14) 0.57 0.28 0.37 0.40 0.59 0.33 0.33 0.41 0.41 0.35

STOCK (15) 0.50 0.49 0.58 0.44 0.50 0.35 0.39 0.57 0.53 0.56

LEAD (16) 0.64 0.82 0.91 1.00 0.99 0.73 0.81 0.51 0.39 0.38

Italy Spain

Predictor variables Q0:10 Q0:25 Q0:50 Q0:75 Q0:90 Q0:10 Q0:25 Q0:50 Q0:75 Q0:90

RGDPt�1 (1) 0.55 0.40 0.34 0.43 0.96 0.63 0.78 0.44 0.39 1.00

RGDPt�2 (2) 0.85 0.96 0.55 0.42 0.99 0.71 0.77 0.31 0.36 1.00

RGDPt�3 (3) 0.52 0.41 0.43 0.42 0.98 0.78 0.95 0.59 0.46 1.00

RGDPt�4 (4) 0.50 0.49 0.33 0.29 0.80 0.99 0.98 0.68 0.44 0.36

OIL (5) 0.43 0.35 0.27 0.28 0.43 0.42 0.35 0.28 0.29 0.37

WUI (6) 0.35 0.32 0.30 0.38 0.43 0.38 0.36 0.29 0.28 0.60

WPI (7) 1.00 1.00 0.84 0.56 0.86 1.00 0.99 0.45 0.30 0.52

RPROD (8) 0.39 0.41 0.30 0.26 0.41 0.60 0.57 0.31 0.31 0.69

CREG (9) 0.37 0.37 0.28 0.34 0.47 0.62 0.57 0.33 0.29 0.38

UNEM (10) 0.54 0.33 0.32 0.29 0.54 0.71 0.69 0.86 0.59 0.85

CPI (11) 0.47 0.38 0.30 0.35 0.77 0.46 0.37 0.28 0.31 0.42

PPI (12) 0.53 0.62 0.32 0.33 0.40 0.38 0.34 0.34 0.28 0.35

CONPROD (13) 0.42 0.34 0.30 0.30 0.43 0.37 0.31 0.29 0.28 0.33

LONGR (14) 0.37 0.34 0.29 0.29 0.41 0.35 0.41 0.30 0.32 0.36

STOCK (15) 0.44 0.41 0.36 0.36 0.57 0.42 0.36 0.35 0.31 0.45

LEAD (16) 0.91 0.94 0.64 0.46 0.92 0.64 0.49 0.34 0.33 0.38

Greece Belgium

Predictor variables Q0:10 Q0:25 Q0:50 Q0:75 Q0:90 Q0:10 Q0:25 Q0:50 Q0:75 Q0:90

RGDPt�1 (1) 0.52 0.34 0.28 0.34 0.61 0.43 0.41 0.31 0.40 0.97

RGDPt�2 (2) 0.37 0.51 0.60 0.44 0.49 0.98 0.99 0.55 0.54 0.97

RGDPt�3 (3) 0.85 0.77 0.49 0.35 0.41 0.42 0.43 0.32 0.31 0.94

RGDPt�4 (4) 0.62 0.40 0.33 0.31 0.50 0.46 0.52 0.30 0.33 0.84

(Continues)
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TABLE A4 (Continued)

Germany France

Predictor variables Q0:10 Q0:25 Q0:50 Q0:75 Q0:90 Q0:10 Q0:25 Q0:50 Q0:75 Q0:90

OIL (5) 0.44 0.34 0.28 0.35 0.43 0.42 0.38 0.28 0.28 0.38

WUI (6) 0.39 0.31 0.33 0.30 0.37 0.36 0.32 0.28 0.32 0.45

WPI (7) 1.00 0.98 0.56 0.40 0.35 1.00 1.00 0.72 0.55 0.81

RPROD (8) 0.45 0.31 0.28 0.32 0.59 0.54 0.65 0.52 0.59 0.92

CREG (9) 0.46 0.49 0.45 0.33 0.45 0.39 0.35 0.29 0.36 0.41

UNEM (10) 0.50 0.53 0.54 0.67 0.99 0.59 0.55 0.36 0.28 0.34

CPI (11) 0.39 0.35 0.32 0.30 0.66 0.47 0.35 0.33 0.31 0.37

PPI (12) 0.36 0.32 0.31 0.49 0.60 0.42 0.44 0.29 0.30 0.37

CONPROD (13) 0.42 0.34 0.31 0.33 0.32 0.35 0.34 0.28 0.27 0.43

LONGR (14) 0.35 0.30 0.29 0.38 0.74 0.35 0.32 0.27 0.32 0.40

STOCK (15) 0.75 0.41 0.30 0.31 0.53 0.67 0.53 0.48 0.51 0.61

LEAD (16) 0.33 0.33 0.31 0.35 0.39 0.79 0.78 0.52 0.46 0.76

RGDPt�1 (1) 0.42 0.33 0.32 0.48 0.95 0.38 0.33 0.35 0.81 1.00

RGDPt�2 (2) 0.40 0.35 0.27 0.33 0.43 0.90 0.37 0.33 0.41 0.73

RGDPt�3 (3) 1.00 0.94 0.78 0.53 0.37 0.42 0.32 0.34 0.41 0.78

RGDPt�4 (4) 0.44 0.29 0.29 0.31 0.37 0.53 0.31 0.31 0.38 0.49

OIL (5) 0.99 0.40 0.29 0.32 0.50 0.34 0.32 0.38 0.40 0.49

WUI (6) 0.40 0.37 0.34 0.38 0.55 0.72 0.30 0.29 0.35 0.49

WPI (7) 0.99 0.63 0.30 0.52 0.99 1.00 0.53 0.32 0.35 0.56

RPROD (8) 0.44 0.35 0.41 0.45 0.66 0.46 0.32 0.33 0.49 0.60

CREG (9) 0.45 0.31 0.29 0.40 0.63 0.39 0.31 0.32 0.36 0.37

UNEM (10) 0.42 0.34 0.29 0.35 0.43 0.72 0.28 0.28 0.35 0.46

CPI (11) 0.37 0.39 0.31 0.37 0.59 0.49 0.36 0.31 0.40 0.43

PPI (12) 0.41 0.43 0.35 0.30 0.37 0.96 0.32 0.33 0.37 0.39

CONPROD (13) 0.61 0.32 0.30 0.31 0.52 0.37 0.30 0.29 0.35 0.41

LONGR (14) 0.36 0.30 0.33 0.30 0.45 0.36 0.33 0.31 0.42 0.58

STOCK (15) 0.60 0.34 0.40 0.40 0.51 0.37 0.66 0.43 0.49 0.53

LEAD (16) 0.72 0.74 0.67 0.72 0.92 0.99 0.95 0.97 0.93 1.00

Norway Denmark

Predictor variables Q0:10 Q0:25 Q0:50 Q0:75 Q0:90 Q0:10 Q0:25 Q0:50 Q0:75 Q0:90

RGDPt�1 (1) 0.85 0.89 0.86 1.00 1.00 0.42 0.31 0.28 0.40 0.99

RGDPt�2 (2) 0.99 0.98 0.70 0.68 0.66 0.49 0.33 0.30 0.33 0.59

RGDPt�3 (3) 0.40 0.38 0.35 0.33 0.42 1.00 0.47 0.43 0.56 0.40

RGDPt�4 (4) 0.36 0.39 0.36 0.31 0.41 0.41 0.35 0.38 0.35 0.34

OIL (5) 0.38 0.35 0.39 0.42 0.38 0.48 0.30 0.30 0.30 0.37

WUI (6) 0.35 0.32 0.38 0.52 0.62 0.53 0.34 0.29 0.33 0.52

WPI (7) 0.99 0.75 0.34 0.32 0.40 1.00 0.62 0.31 0.36 0.57

RPROD (8) 0.45 0.39 0.36 0.43 0.60 0.39 0.40 0.36 0.47 0.44

CREG (9) 0.44 0.46 0.59 0.64 0.72 0.56 0.38 0.29 0.31 0.35

UNEM (10) 0.49 0.33 0.28 0.33 0.36 0.38 0.29 0.30 0.30 0.38

CPI (11) 0.35 0.38 0.49 0.72 0.72 0.82 0.48 0.36 0.37 0.37
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TABLE A4 (Continued)

Germany France

Predictor variables Q0:10 Q0:25 Q0:50 Q0:75 Q0:90 Q0:10 Q0:25 Q0:50 Q0:75 Q0:90

PPI (12) 0.36 0.42 0.45 0.34 0.44 0.37 0.31 0.39 0.37 0.37

CONPROD (13) 0.38 0.30 0.27 0.32 0.36 0.38 0.35 0.29 0.29 0.40

LONGR (14) 0.36 0.32 0.28 0.30 0.35 0.40 0.28 0.30 0.30 0.37

STOCK (15) 0.37 0.38 0.35 0.37 0.36 0.52 0.59 0.42 0.44 0.85

LEAD (16) 0.89 0.93 0.73 0.57 0.99 0.88 0.66 0.49 0.45 0.35

Netherlands USA

Predictor variables Q0:10 Q0:25 Q0:50 Q0:75 Q0:90 Q0:10 Q0:25 Q0:50 Q0:75 Q0:90

RGDPt�1 (1) 0.69 0.65 0.34 0.38 0.99 0.38 0.31 0.34 0.35 0.34

RGDPt�2 (2) 0.57 0.58 0.33 0.39 0.99 0.51 0.36 0.32 0.32 0.37

RGDPt�3 (3) 1.00 0.99 0.61 0.74 0.41 0.56 0.85 0.57 0.40 0.42

RGDPt�4 (4) 0.55 0.57 0.28 0.30 0.40 0.39 0.32 0.30 0.37 0.40

OIL (5) 0.65 0.39 0.28 0.34 0.69 0.93 0.39 0.30 0.31 0.53

WUI (6) 0.43 0.35 0.37 0.43 0.39 0.50 0.30 0.44 0.41 0.39

WPI (7) 1.00 0.99 0.44 0.45 0.90 1.00 0.75 0.34 0.33 0.42

RPROD (8) 0.40 0.37 0.43 0.34 0.54 0.52 0.59 0.67 0.63 0.42

CREG (9) 0.35 0.33 0.28 0.28 0.36 0.46 0.39 0.31 0.36 0.47

UNEM (10) 0.37 0.36 0.29 0.33 0.42 0.40 0.37 0.45 0.63 0.87

CPI (11) 0.37 0.33 0.28 0.36 0.35 0.42 0.35 0.42 0.73 1.00

PPI (12) 0.44 0.35 0.28 0.31 0.42 0.48 0.42 0.57 0.83 1.00

CONPROD (13) 0.45 0.40 0.31 0.34 0.36 0.42 0.28 0.34 0.39 0.37

LONGR (14) 0.55 0.35 0.28 0.30 0.36 0.35 0.34 0.29 0.29 0.35

STOCK (15) 0.66 0.75 0.74 0.60 0.44 0.40 0.37 0.31 0.32 0.37

LEAD (16) 0.74 0.48 0.48 0.59 0.96 0.76 0.37 0.41 0.48 0.37

Note: The table reports the probabilities of inclusion of each predictor variable in the quantile regression model specification for the analyzed real GDP growth,
obtained from the Bayesian stochastic search algorithm based on the sample period from 2001:Q2 to 2021:Q3. The predictor variables are the real GDP growth
lagged once (RGDPt�1), the real GDP growth lagged twice (RGDPt�2), the real GDP growth lagged thrice (RGDPt�3), the real GDP growth lagged four times
(RGDPt�4), the WTI oil price (OIL), the World Uncertainty Index (WUI), the World Pandemic Uncertainty Index (WPI), the real productivity growth
(RPROD), the change in car registrations (CREG), the rate of unemployment (UNEM), the growth in the Consumer Price Index (CPI), the growth in the

Producer Price Index (PPI), the Construction Volume Index of Production (CONPROD), the long-run interest rate (LONGR), the stock index return (STOCK),
and the change in the OECD Leading Indicator (LEAD).
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TABLE A5 Predictive linear

regression model specifications

obtained by different model selection

approaches for the real GDP growth

series of each analyzed country.

Germany France Italy
Strategies Models Models Models

STEP 1 2 7 10 16 2 7 8 1 2 3 7 16

AIC 1 2 7 10 11 13 15 16 1 2 3 7 8 16 1 2 3 7 8 11 16

BIC 1 2 7 10 16 2 7 8 1 2 3 7 16

MP 1 2 7 10 16 2 7 8 1 2 3 7 16

Spain Greece Belgium
Strategies Models Models Models

STEP 1 2 4 7 10 7 10 1 2 7 8 16

AIC 1 2 4 7 9 10 12 1 3 7 9 10 11 12 1 2 3 4 7 8 10 11 12 15 16

BIC 1 2 4 7 10 7 10 1 2 7 8 16

MP 1 2 4 7 10 7 10 1 2 7 8 16

Finland Sweden Norway
Strategies Models Models Models

STEP 3 7 12 16 1 2 7 16 1 2 7 9 16

AIC 1 3 7 8 12 13 15 16 1 2 7 8 9 12 15 16 1 2 6 7 9 11 16

BIC 3 7 16 1 2 7 16 1 2 7 9 16

MP 3 7 16 1 2 7 16 1 2 7 9 16

Denmark The Netherlands USA
Strategies Models Models Models

STEP 1 3 7 9 15 1 2 7 15 16 7 8 12 16

AIC 1 2 3 7 13 15 16 1 2 3 7 10 15 16 3 7 8 9 10 11 12

BIC 1 2 7 15 16 1 2 7 15 16 3 7 8 9 10 12

MP 1 2 7 15 16 1 2 7 15 16 3 7 8 9 10 12

Note: The table reports the linear regression model specifications that predict real GDP growth, obtained
from four model selection approaches, namely, stepwise regression (STEP), the Akaike (1973) information
criterion (AIC), the Schwarz (1978) Bayesian information criterion (BIC), and the Bayesian stochastic model

search most probable (MP) model based on the sample period (from 2001:Q2 to 2021:Q3). Model
specifications are identified by the numbers associated with the corresponding predictor variables. Thus, 1 is
the real GDP growth lagged once (RGDPt�1), 2 is the real GDP growth lagged twice (RGDPt�2), 3 is the real
GDP growth lagged thrice (RGDPt�3), 4 is the real GDP growth lagged four times (RGDPt�4), 5 is the WTI
oil price (OIL), 6 is the World Uncertainty Index (WUI), 7 is the World Pandemic Uncertainty Index (WPI),

8 is real productivity growth (RPROD), 9 is the change in car registrations (CREG), 10 is the rate of
unemployment (UNEM), 11 is the growth in the Consumer Price Index (CPI), 12 is the growth in the
Producer Price Index (PPI), 13 is the change Construction Volume Index of Production (CONPROD), 14 is
the long-run interest rates (LONGR), 15 is the stock index return (STOCK), and 16 is the change in the
OECD Leading Indicator (LEAD).
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TABLE A6 Predictive quantile regression model specifications obtained by different model selection approaches for the real GDP

growth for the analyzed countries.

Countries Quantiles AIC BIC MP

Germany Q0:10 1 2 3 5 7 8 9 10 11 14 15 16 3 5 6 7 8 9 13 16 3 5 6 7 8 9 13 16

Q0:25 2 3 6 7 11 16 2 3 7 16 2 3 7 16

Q0:50 1 2 6 9 10 12 15 16 1 2 15 16 1 2 15 16

Q0:75 1 2 3 4 10 12 13 16 1 2 10 16 1 2 10 16

Q0:90 1 2 3 4 6 7 8 11 12 13 14 15 16 1 2 4 8 10 11 13 14 16 1 2 4 8 10 11 13 14 16

France Q0:10 1 2 4 7 8 16 2 4 7 16 2 4 7 16

Q0:25 2 4 7 8 16 2 4 7 16 2 4 7 16

Q0:50 2 4 7 8 15 16 2 4 7 8 16 2 4 7 8 16

Q0:75 1 2 8 15 2 8 2 8

Q0:90 1 2 3 5 7 8 10 12 15 1 2 3 7 8 15 1 2 3 7 8 15

Italy Q0:10 1 3 4 7 8 10 11 12 16 2 7 10 15 16 2 7 10 15 16

Q0:25 2 3 4 7 8 9 11 12 16 2 7 12 16 2 7 12 16

Q0:50 2 3 4 7 15 16 2 7 16 2 7 16

Q0:75 1 2 7 15 16 3 7 3 7

Q0:90 1 2 3 4 5 6 7 11 13 14 15 16 1 2 3 4 7 9 11 16 1 2 3 4 7 9 11 16

Spain Q0:10 1 2 3 4 7 8 9 10 11 15 16 1 3 4 7 8 9 11 16 1 3 4 7 8 9 11 16

Q0:25 1 2 3 4 7 8 9 10 16 1 2 3 4 7 8 9 10 1 2 3 4 7 8 9 10

Q0:50 1 3 4 7 10 15 4 10 4 10

Q0:75 3 4 10 10 10

Q0:90 1 2 3 6 7 8 10 12 14 15 1 2 3 6 8 10 1 2 3 6 8 10

Greece Q0:10 1 3 4 5 7 8 13 15 1 3 4 7 15 1 3 4 7 15

Q0:25 2 3 7 9 10 11 2 3 7 9 2 3 7 9

Q0:50 2 3 7 9 10 11 16 2 10 2 10

Q0:75 1 2 8 10 12 10 12 10 12

Q0:90 1 4 5 8 9 10 11 12 14 15 1 4 5 8 10 11 14 15 1 4 5 8 10 11 14 15

Belgium Q0:10 2 4 7 10 11 15 16 2 4 7 10 11 15 16 2 4 7 10 11 15 16

Q0:25 2 7 8 10 12 15 16 2 7 8 10 15 16 2 7 8 10 15 16

Q0:50 2 7 8 10 12 16 2 7 8 10 16 2 7 8 10 16

Q0:75 1 2 3 7 8 15 16 2 7 8 16 2 7 8 16

Q0:90 1 2 3 4 5 6 7 8 12 13 15 16 1 2 3 4 7 8 15 16 1 2 3 4 7 8 15 16

Finland Q0:10 1 3 4 5 6 7 8 9 11 12 13 15 16 3 5 7 9 13 15 16 3 5 7 9 13 15 16

Q0:25 2 3 6 7 10 11 12 16 3 7 16 3 7 16

Q0:50 1 3 8 13 15 16 3 16 3 16

Q0:75 1 2 6 7 8 9 11 13 15 16 3 16 3 16

Q0:90 1 2 5 6 7 8 9 11 12 13 15 16 1 6 7 8 9 11 13 15 16 1 6 7 8 9 11 13 15 16

Sweden Q0:10 2 4 6 7 10 11 12 16 2 4 6 7 10 11 12 16 2 4 6 7 10 11 12 16

Q0:25 5 7 15 16 7 15 16 7 15 16

Q0:50 5 15 16 16 16

Q0:75 1 2 3 4 5 6 8 14 15 16 1 15 16 1 15 16

Q0:90 1 2 3 5 8 13 14 15 16 1 2 3 5 6 8 16 1 2 3 5 6 8 16

(Continues)
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TABLE A6 (Continued)

Countries Quantiles AIC BIC MP

Norway Q0:10 1 2 7 9 10 16 1 2 7 10 16 1 2 7 10 16

Q0:25 1 2 4 7 9 12 16 1 2 7 12 16 1 2 7 12 16

Q0:50 1 2 4 8 9 12 15 16 1 2 6 9 11 16 1 2 6 9 11 16

Q0:75 1 2 6 9 11 16 1 2 6 9 11 16 1 2 6 9 11 16

Q0:90 1 2 3 6 7 8 9 11 14 16 1 2 3 6 7 8 9 11 16 1 2 3 6 7 8 9 11 16

Denmark Q0:10 2 3 6 7 8 11 14 16 2 3 6 7 8 11 14 16 2 3 6 7 8 11 14 16

Q0:25 2 3 7 8 11 15 16 3 7 15 3 7 15

Q0:50 8 11 12 16 16 16

Q0:75 1 3 8 9 11 15 16 3 3

Q0:90 1 3 5 6 7 8 11 15 1 6 7 15 1 6 7 15

The Netherlands Q0:10 1 2 3 4 5 6 7 8 14 15 16 2 3 5 7 16 2 3 5 7 16

Q0:25 1 2 3 4 6 7 8 12 13 14 15 16 1 2 3 7 15 1 2 3 7 15

Q0:50 1 2 3 7 8 15 16 3 7 15 3 7 15

Q0:75 3 6 7 13 15 3 6 7 13 15 3 6 7 13 15

Q0:90 1 2 5 7 8 15 16 1 2 5 7 8 16 1 2 5 7 8 16

USA Q0:10 1 2 3 5 7 8 12 13 14 15 16 5 6 7 8 16 5 6 7 8 16

Q0:25 3 5 7 9 10 11 15 3 7 8 12 3 7 8 12

Q0:50 3 8 11 12 16 8 11 12 16 8 11 12 16

Q0:75 2 6 8 10 11 12 16 8 10 11 12 16 8 10 11 12 16

Q0:90 3 5 9 10 11 12 13 5 9 10 11 12 5 9 10 11 12

Note: This table reports the quantile regression model specifications that predict the real GDP growth, obtained from three model selection approaches,
namely, Akaike (1973) information criterion (AIC), Schwarz (1978) Bayesian information criterion (BIC), and Bayesian “Exact” method that calculates the
posterior model probabilities. These metrics (AIC, BIC, and posterior model probabilities) calculated for the collection of all 2K competitive models and then
“single” best models were derived based on the sample period from 2001:Q2 to 2021:Q3. Model specifications are identified by the numbers associated with the

corresponding predictor variables. Thus, 1 is the real GDP growth lagged once (RGDPt�1), 2 is the real GDP growth lagged twice (RGDPt�2), 3 is the real GDP
growth lagged thrice (RGDPt�3), 4 is the real GDP growth lagged four times (RGDPt�4), 5 is the WTI oil price (OIL), 6 is the World Uncertainty Index (WUI), 7
is the World Pandemic Uncertainty Index (WPI), 8 is real productivity growth (RPROD), 9 is the change in car registrations (CREG), 10 is the rate of
unemployment (UNEM), 11 is the growth in the Consumer Price Index (CPI), 12 is the growth in the Producer Price Index (PPI), 13 is the change Construction
Volume Index of Production (CONPROD), 14 is the long-run interest rates (LONGR), 15 is the stock index return (STOCK), and 16 is the change in the OECD

Leading Indicator (LEAD).
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TABLE A7 Predictors identified by LASSO predictive regression modes for the real GDP growth series.

Predictor variables Germany France Italy Spain Greece Belgium

α 0.496 0.120 0.095 0.770 0.063 0.931

RGDPt�1 (1) �0.424 �0.326 �0.480 �0.077 �0.401

RGDPt�2 (2) �0.510 �0.564 �0.488 �0.684 �1.199

RGDPt�3 (3) 0.007 �0.017 �0.042 0.132 �0.115

RGDPt�4 (4) 0.042 0.025 0.130 0.089 �0.127

OIL (5) �0.002 0.001

WUI (6) �0.003 �0.006 �0.002 �0.004 �0.0001

WPI (7) �0.419 �0.612 �0.640 �1.096 �0.556 �0.936

RPROD (8) �0.022 1.816 0.217 0.131 1.031

CREG (9) 0.044 0.015 0.015

UNEM (10) �0.918 1.593 �1.096 �0.528 �0.700

CPI (11) �0.132 �0.042 0.246 �0.556 0.313

PPI (12) �0.084 0.093 �0.125

CONPROD (13) 0.004 0.015 0.016

LONGR (14) 0.076 0.428 �0.039

STOCK (15) 0.030 0.007 0.026

LEAD (16) 0.267 0.365 �0.099 0.156

Predictor variables Finland Sweden Norway Denmark The Netherlands USA

α 0.262 0.770 0.693 0.322 0.526 �0.018

RGDPt�1 (1) �0.148 �0.295 �0.362 �0.168 �0.258

RGDPt�2 (2) �0.162 �0.360 �0.056 �0.360

RGDPt�3 (3) 0.209 0.104 0.146 0.117

RGDPt�4 (4) 0.015

OIL (5) 0.005

WUI (6) �0.002 �0.0001 �0.002 �0.001 �0.002

WPI (7) �0.131 �0.261 �0.154 �0.188 �0.380 �0.168

RPROD (8) 0.182 0.653

CREG (9) 0.003 0.017 0.004 0.007

UNEM (10) 0.138

CPI (11) �0.121 0.077

PPI (12) 0.177 �0.042 0.069

CONPROD (13) 0.004 0.004 0.005 �0.006

LONGR (14)

STOCK (15) 0.021 0.023 0.030 0.034

LEAD (16) 0.159 0.262 0.171 0.051 0.072 0.116

Note: The table reports the predictor variables identified by the LASSO predictive regression model for the analyzed countries. The predictor variables are: the
real GDP growth lagged once (RGDPt�1), the real GDP growth lagged twice (RGDPt�2), the real GDP growth lagged thrice (RGDPt�3), the real GDP growth
lagged four times (RGDPt�4), the WTI oil price (OIL), the World Uncertainty Index (WUI), the World Pandemic Uncertainty Index (WPI), the real productivity
growth (RPROD), the change in car registrations (CREG), the rate of unemployment (UNEM), the growth in the Consumer Price Index (CPI), the growth in

the Producer Price Index (PPI), the Construction Volume Index of Production (CONPROD), the long-run interest rate (LONGR), the stock index return
(STOCK), and the change in the OECD Leading Indicator (LEAD).
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TABLE A8 Predictors identified by RIDGE predictive regression modes for the real GDP growth series.

Predictor variables Germany France Italy Spain Greece Belgium

α 0.492 0.267 0.130 0.979 0.103 0.783

RGDPt�1 (1) �0.462 �0.134 �0.370 �0.521 �0.231 �0.348

RGDPt�2 (2) �0.549 �0.695 �0.646 �0.681 0.011 �0.919

RGDPt�3 (3) 0.058 �0.098 �0.154 �0.028 0.226 �0.051

RGDPt�4 (4) 0.046 0.026 0.024 0.148 0.114 �0.052

OIL (5) 0.015 0.011 �0.024 �0.005 0.002 �0.0002

WUI (6) �0.006 0.001 �0.008 �0.005 �0.007 �0.003

WPI (7) �0.450 �0.720 �0.744 �1.061 �0.608 �0.792

RPROD (8) �0.213 1.736 0.285 0.280 0.088 0.856

CREG (9) �0.007 0.006 �0.009 0.076 0.039 0.018

UNEM (10) �1.394 0.242 1.689 �1.285 �0.712 �0.388

CPI (11) �0.676 �0.288 0.825 �0.035 �0.719 0.161

PPI (12) �0.263 �0.201 0.123 �0.111 0.106 �0.077

CONPROD (13) 0.008 0.009 0.026 0.012 0.002 0.010

LONGR (14) 0.098 0.182 0.129 0.053 0.614 �0.023

STOCK (15) 0.044 0.010 0.028 �0.020 �0.002 0.024

LEAD (16) 0.320 0.108 0.484 0.102 �0.267 0.110

Predictor variables Finland Sweden Norway Denmark Netherlands USA

α 0.243 0.920 0.672 0.362 0.566 0.111

RGDPt�1 (1) �0.330 �0.614 �0.426 �0.348 �0.418 �0.030

RGDPt�2 (2) �0.097 �0.305 �0.403 �0.185 �0.497 �0.085

RGDPt�3 (3) 0.337 0.030 0.072 0.194 0.193 0.220

RGDPt�4 (4) 0.082 0.025 0.008 �0.016 0.107 0.027

OIL (5) 0.001 �0.007 0.003 �0.0006 0.004 0.007

WUI (6) �0.006 �0.002 �0.005 �0.002 �0.005 �0.002

WPI (7) �0.180 �0.352 �0.192 �0.246 �0.430 �0.223

RPROD (8) 0.380 0.228 0.004 �0.009 0.030 0.605

CREG (9) 0.0003 0.016 0.031 0.018 �0.001 0.040

UNEM (10) �0.049 0.019 0.394 0.147 �0.241 0.371

CPI (11) �0.195 0.181 �0.213 �0.268 0.226 �0.226

PPI (12) 0.222 �0.138 �0.148 �0.080 �0.029 0.150

CONPROD (13) 0.008 0.007 0.009 0.028 �0.010 0.010

LONGR (14) 0.146 0.152 �0.022 �0.050 �0.269 0.010

STOCK (15) 0.030 0.033 0.005 0.039 0.048 �0.170

LEAD (16) 0.228 0.391 0.189 0.204 0.130 0.155

Note: The table reports the predictor variables identified by the RIDGE predictive regression model for the analyzed countries. The predictor variables are: the
real GDP growth lagged once (RGDPt�1), the real GDP growth lagged twice (RGDPt�2), the real GDP growth lagged thrice (RGDPt�3), the real GDP growth
lagged four times (RGDPt�4), the WTI oil price (OIL), the World Uncertainty Index (WUI), the World Pandemic Uncertainty Index (WPI), the real productivity
growth (RPROD), the change in car registrations (CREG), the rate of unemployment (UNEM), the growth in the Consumer Price Index (CPI), the growth in

the Producer Price Index (PPI), the Construction Volume Index of Production (CONPROD), the long-run interest rate (LONGR), the stock index return
(STOCK), and the change in the OECD Leading Indicator (LEAD).
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TABLE A9 Predictors identified by elastic net predictive regression modes for the real GDP growth series.

Predictor variables Germany France Italy Spain Greece Belgium

α 0.496 0.137 0.117 0.777 0.087 0.705

RGDPt�1 (1) �0.462 �0.373 �0.503 �0.156 �0.283

RGDPt�2 (2) �0.531 �0.598 �0.578 �0.674 �0.829

RGDPt�3 (3) 0.035 �0.038 �0.101 0.180

RGDPt�4 (4) 0.006 0.051 0.024 0.144 0.102

OIL (5) 0.005 �0.011 �0.002

WUI (6) �0.004 �0.007 �0.004 �0.005 �0.003

WPI (7) �0.433 �0.646 �0.695 �1.079 �0.589 �0.775

RPROD (8) �0.105 1.832 0.257 0.198 0.037 0.801

CREG (9) 0.062 0.027 0.009

UNEM (10) �1.212 1.626 �1.179 �0.626 �0.219

CPI (11) �0.407 �0.161 0.551 �0.006 �0.638 0.040

PPI (12) �0.093 �0.008 0.012 �0.101 0.099 �0.033

CONPROD (13) 0.006 0.002 0.020 0.006 0.001 0.003

LONGR (14) 0.127 0.021 0.530

STOCK (15) 0.037 0.020 �0.009 0.016

LEAD (16) 0.305 0.024 0.433 0.037 �0.181 0.074

Predictor variables Finland Sweden Norway Denmark Netherlands USA

α 0.261 0.868 0.690 0.358 0.555 0.005

RGDPt�1 (1) �0.245 �0.476 �0.385 �0.274 �0.335

RGDPt�2 (2) �0.039 �0.244 �0.380 �0.136 �0.424 �0.022

RGDPt�3 (3) 0.262 0.004 0.026 0.144 0.166 0.170

RGDPt�4 (4) 0.006 0.069

OIL (5) �0.001 0.003

WUI (6) �0.004 �0.001 �0.004 �0.002 �0.004 �0.001

WPI (7) �0.152 �0.304 �0.171 �0.218 �0.408 �0.192

RPROD (8) 0.289 0.112 0.626

CREG (9) 0.010 0.023 0.011 0.025

UNEM (10) 0.118 �0.042 0.277

CPI (11) �0.002 0.067 �0.151 �0.148 0.147

PPI (12) 0.203 �0.058 �0.084 �0.002 0.083

CONPROD (13) 0.007 0.006 0.013 �0.010

LONGR (14) 0.028

STOCK (15) 0.026 0.028 0.003 0.032 0.040

LEAD (16) 0.176 0.343 0.179 0.140 0.108 0.130

Note: The table reports the predictor variables identified by the elastic net predictive regression model for the analyzed countries. The predictor variables are:
the real GDP growth lagged once (RGDPt�1), the real GDP growth lagged twice (RGDPt�2), the real GDP growth lagged thrice (RGDPt�3), the real GDP growth
lagged four times (RGDPt�4), the WTI oil price (OIL), the World Uncertainty Index (WUI), the World Pandemic Uncertainty Index (WPI), the real productivity
growth (RPROD), the change in car registrations (CREG), the rate of unemployment (UNEM), the growth in the Consumer Price Index (CPI), the growth in

the Producer Price Index (PPI), the Construction Volume Index of Production (CONPROD), the long-run interest rate (LONGR), the stock index return
(STOCK), and the change in the OECD Leading Indicator (LEAD).
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